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REACHING OUT TO THE WORLD

IEEE, and especially ComSoc, offer highly regarded platforms for conferences, publications, education, membership, and other activities aimed at engaging members from industry, academia, and government regardless of where they are on the globe. Over the years, formal processes and organizational structure have evolved to enable best use of this platform, and as a means of reaching out to professionals around the world. However, many of our most successful outreaches have been built upon informal personal relationships, sometimes extending over many years. This month’s President’s Page by one of our past presidents, Doug Zuckerman, shares some examples of how this outreach is being used to achieve ComSoc’s strategic goals, such as strengthening industry engagement.

An active volunteer for more than 30 years, Doug Zuckerman is a past IEEE Division III (Communications Technology) Director, was 2008-2009 President of the IEEE Communications Society, and previously held leadership positions in conferences, publications, and membership development. He received his B.S., M.S., and Eng.Sc.D. degrees from Columbia University, USA, and he is an IEEE Life Fellow. His professional experience, mainly at Bell Labs and Telcordia Technologies, USA, spans the operations, management and engineering of emerging communications technologies, networks, and applications. His work heavily influenced early standards for the management of telecommunications networks. Presently semi-retired, he is still active in standards as a representative to the OpenFog Consortium as a board member. He is also a consulting employee for Vencore Labs. He currently serves on the IEEE Communications Society’s Board of Governors and the IEEE Future Directions Committee.

BUILDING INDUSTRY CONNECTIONS: OPENFOG CONSORTIUM

In recognition of the growing need for technology architectures and platforms to support IoT, 5G, Artificial Intelligence, and other rapidly evolving paradigm shifts, IEEE had a unique opportunity to come on board early as a participant in the OpenFog Consortium. From the consortium’s website (www.openfogconsortium.org):

“The growth in IoT is explosive, impressive – and unsustainable under current architectural approaches. Many IoT deployments face challenges related to latency, network bandwidth, reliability, and security, which cannot be addressed in cloud-only models. Fog computing adds a hierarchy of elements between the cloud and endpoint devices, and between devices and gateways, to meet these challenges in a high performance, open and interoperable way.

“Our work is centered around creating a framework for efficient & reliable networks and intelligent endpoints combined with identifiable, secure, and privacy-friendly information flows between clouds, endpoints and services based on open standard technologies.”

The consortium is a collaborative effort involving industry, academia and non-profit organizations such as IEEE. Its members include companies such as AT&T, Cisco, Schneider Electric, Intel, Microsoft, and Hitachi, and universities such as Princeton. The consortium’s leadership approached ComSoc during 2015, indicating its desire to enter into a win-win relationship with IEEE.

This was formalized through a memorandum of understanding by which ComSoc represents IEEE, including having a seat on the OpenFog Consortium’s Board of Directors. This formed the basis for ComSoc engaging communities across IEEE to proactively pursue conferences, publications, education, and standards activities on fog computing and networking. Some activities fueled by this relationship have included the following:

• IEEE Communications Magazine Feature Topics on Fog
  • Fog World Congress (FWC 2017) co-sponsored with the OpenFog Consortium
  • Fog panels and keynotes at ICCE, CCNC, PTC, IM, and OFC
  • Rejuvenated “Emerging Technology Initiative” in ComSoc on Fog Networking
  • Expanded activities by the graduated IEEE Cloud Computing Initiative managed by the IEEE Computer Society
  • Increased collaboration with existing IEEE Initiatives on IoT and 5G
  • Representation of IEEE at an NSF Grand Challenges workshop on Fog research opportunities
  • Exploration of the IEEE Standards Association using the OpenFog Consortium’s architectures and frameworks as the basis for new standards on Fog.

The ongoing collaboration with the OpenFog Consortium is a good example of how ComSoc, and IEEE, can provide value to industry and the creation of new revenue opportunities (such as FWC 2017).

ENGAGING INDUSTRY COUNCILS: PACIFIC TELECOMMUNICATIONS COUNCIL

From their website (www.ptc.org), the “Pacific Telecommunications Council (PTC) is an international community of members from more than 40 countries with a shared vision to promote the development and use of telecommunications and information and communication technologies to enhance the lives of people in the Pacific region.” Nearly 20 years ago, then ComSoc President, Tom Plevyak, initiated a relationship with the Council by holding the Society’s Management Retreat in conjunction with their Pacific Telecommunications Conference in Honolulu. The win-win scenario was that ComSoc would bolster the “technical” strength of their conference, which already featured a very strong “business” presence from industries and enterprises in the Pacific Rim. In turn, PTC would provide an opportunity for ComSoc to move closer to industry and practitioners who formed the backbone of that event. The conference and trade show continue to be held annually in the Hilton Hawaiian Village in Honolulu. A side benefit of the longstanding PTC relationship was that it introduced us to the local IEEE member community, including eventual establishment of a ComSoc chapter.

As a long-term result of that first meeting, we have since achieved the following tangible outcomes:

• Organized NOMS 2000, the first ComSoc event held in Hawaii
• Organized NOMS 2012 and IEEE GLOBECOM 2009 in Hawaii
• Established PTC as a ComSoc “Related Society” (includes cross-marketing)
Positions keynotes panels at several PTC events, including most recently PTC ’17
Collaborating with PTC and the IEEE Microwave Theory and Techniques Society on the 2017 International Microwave Symposium to be held June, 2017, at the Honolulu Convention Center.

A second ComSoc Management Retreat was held in Hawaii in conjunction with PTC 2008, and notably ComSoc also held a highly successful third Retreat there in January 2017. Given ComSoc’s and IEEE’s focus on industry engagement, this Retreat provided a timely opportunity for ComSoc’s leadership to meet with the PTC leadership, observe first hand a successful industry event being held in Hawaii, and make personal contact with exhibitors and attendees who may be interested in contributing to IEEE and ComSoc activities.

HELPING IEEE ACTIVITIES IN DEVELOPING REGIONS: RIVF

Much focus in IEEE has been on enabling and supporting technical and professional activities in developing countries and regions. One such region is Southeast Asia. Around 2007, under then ComSoc President Nim Cheung and VP–Society Relations Roberto Saracco, visits with industry and academic leaders were conducted in Vietnam and Thailand. In addition, Nim had encouraged ComSoc President-Elect Doug Zuckerman to represent the Society at an emerging IEEE conference on Research, Innovation, and Visualization of the Future in Communications and Computing (RIVF), held in Hanoi that year. Though this was the fifth in the series, it was the first time it was branded as an IEEE conference. Significantly, the IEEE ComSoc Communications Chapter was inaugurated at RIVF 2007. Going forward, the IEEE Vietnam Section, ComSoc, and the Computational Intelligence Society have been sponsoring and actively contributing to the organization and technical program for this event. Top IEEE and Society leaders have played a key role, e.g., Roberto deMarca (past IEEE President), Vin Pluri (past IEEE VP–Technical Activities), Barry Perlman (past MTT Society President), and Nim Cheung and Doug Zuckerman (past ComSoc Presidents). Major topic areas covered at the most recent RIVF held in Hanoi in November 2016 were: Computational Intelligence and Big Data Analytics; Communications and Networking: Software Engineering and Information Systems; and Image, Language and Speech Processing. In the most recent RIVF, ComSoc President Harvey Freeman and past president Doug Zuckerman represented our Society, with Harvey giving a keynote and Doug serving as RIVF Conference Chair. Their presence also provided an opportunity to meet with a ComSoc Sister Society (REV) Vice President and to discuss issues and opportunities related to the Ministry of Telecommunications.

A detailed conference history from the conference website (http://rivf2016.ltu.edu.vn/) is the following:

“Started in 2003, RIVF has become a major scientific event for researchers in the field of Computing and Communication Technologies. In the past, the conference series were held at Institut Francophone International, Ha Noi (2003, 2004), Can Tho University (2005), Ho Chi Minh City University of Technology (2006), Ha Noi University of Science and Technology (2007), Ho Chi Minh City University of Science (2008), Da Nang University of Technology (2009), Ha Noi National University of Science (2010), Ho Chi Minh City University of Technology (2012), Ha Noi National University of Engineering and Technology (2013), and Can Tho University (2015). Since the 9th edition in 2012, RIVF has been held every 18 months approximately, alternating between the northern half and the southern half of Vietnam.” Historically, it was at RIVF 2007 the IEEE Vietnam Section was formed, and since then RIVF has been an official IEEE conference.

Some results of this ongoing relationship with COMCAS are as follows:

• Active contribution to growth of IEEE and ComSoc technical and professional activities in Vietnam
• Goodwill and friendship among global colleagues
• Recognition of our value to the telecommunications ministry

Showcasing ComSoc as a dedicated leader in helping developing countries grow their technical and educational activities
Providing opportunities for participation by IEEE cross-Society initiatives on Cloud and Big Data

It should be noted that ComSoc has been similarly active with another important conference in Vietnam, ATC. From the conference website:

“The International Conference on Advanced Technologies for Communications (ATC) is an annual conference series, co–organized by the Radio Electronics Association of Vietnam (REV) and the IEEE Communications Society (IEEE ComSoc). The goal of the series is two-fold: to foster an international forum for scientific and technological exchange among Vietnamese and worldwide scientists and engineers in the fields of electronics, communications and related areas, and to gather their high-quality research contributions.”

ACTIVELY CONTRIBUTING TO CONFERENCE GROWTH: IEEE COMCAS

Another conference that top IEEE leadership has shown serious interest in is IEEE COMCAS, the IEEE International Conference on Microwaves, Communications, Antennas and Electronic Systems, held every two years in Tel Aviv. This conference, which includes both a high quality technical program and robust industry exhibition, is unique in that it brings together so many related disciplines under a single roof. It provides an opportunity for holistic collaboration across topics covered by the Communications Society, Microwave Theory and Techniques Society, Antennas and Propagation Society, and the Aerospace and Electronic Systems Society. COMCAS is a highly respected global conference that also attracts very strong local participation by the IEEE Israel Section and its Communications, Antennas and Propagation and Microwave Theory and Techniques Chapters, as well as ComSoc’s Israeli Sister Society. For at least a half dozen years, Society leaders have worked closely in organizing this conference and contributing to its sustained growth in terms of papers, attendance, exhibits and revenue.

From the COMCAS 2017 conference website (www.comcas.org):

“IEEE COMCAS 2017 continues the tradition of providing a multidisciplinary forum for the exchange of ideas, research results, and industry experience in the areas of microwaves, communications, antennas, solid state circuits, electromagnetic compatibility, electron devices, radar, electronic systems engineering and Bio–Medical Engineering. It includes a technical program, industry exhibits, and invited talks by international experts in key topical areas.

“The conference will take place on 13–15 November, 2017 in Tel Aviv, Israel. The David Intercontinental Hotel on the Mediterranean sea offers an excellent venue for networking and the candid exchange of ideas.”

Some results of ComSoc’s ongoing relationship with COMCAS are as follows:

• Current and previous Society leaders have helped organize the event and been prominently featured on the conference program
• Offered guidance in working with IEEE MCE and IEEE Legal to assure the conference “ownership” stayed with IEEE
• Helped assure conference surplus was used to support local section/chapter activities in Israel, which in turn resulted in more local patronage for the conference.

GOING FORWARD

This President’s Page has touched on just several examples of the value our past and current leaders can provide in reaching out to the world in support of our Society’s strategic interests. Much of this outreach is informal and based on personal relationships nurtured over many years. Going forward, we need to assure ongoing engagement by the great resource our past leaders provide through their background, experience, and energy. Their passion and dedication, built over many years, is contagious, and ComSoc will continue encouraging their active contributions going forward.
Book Reviews/edited by Piotr Cholda

Intercloud: Solving Interoperability and Communication in a Cloud of Clouds

Reviewer: Piotr Borylo

The ability to share resources, services, responsibility, and management among cloud providers is the fundamental assumption from the viewpoint of cloud interoperability. This idea is attracting increasing attention as cloud providers are becoming aware that meeting all customer needs without any cooperation is a demanding task. This book regards the issues of seamless and transparent cloud interoperability. Definitions, architectures, and use cases are provided, along with challenges and threats.

The book is divided into nine chapters. Chapter 1 presents fundamentals of the cloud concept, its history, different approaches to virtualization, and preliminary definitions concerning the intercloud topic. Chapter 2 carefully studies the intercloud architecture based on the OpenStack platform, with references to currently available solutions. Chapter 3 focuses on business-level considerations about SLA, QoS, the service management cycle, or intercloud management strategies aware of some shadow IT issues. Chapter 4 is especially valuable as it provides information about standardization efforts in the context of intercloud, followed by the Cisco intercloud architecture and use cases based on the OpenStack workflow. In Chapter 5, elements of the operational support system are investigated. In the Cisco intercloud architecture, all the mentioned elements are provided as a service to maintain customer satisfaction and service assurance strategy. Valuable accounting and billing taxonomy related to the intercloud context are provided in Chapter 6. Billing issues are studied for various service models, and remarks are delivered on transfer billing and accounting from the context of traditional clouds to intercloud environments. Chapter 7 addresses security, which is the biggest challenge in the context of the intercloud. Current cloud solutions and threats are studied and mapped to the intercloud architecture. Chapter 8, the authors propose to consider a cloud as an operating system and motivate this approach carefully. Finally, Chapter 9 describes the use case of migration from traditional stand-alone data centers through the hybrid clouds, to the intercloud. Cisco Hybrid Cloud is referred as a possible solution, being a stepping stone toward the intercloud.

The book presents the concepts, needs, advantages, and challenges regarding cloud interoperability. The assumed high-level approach will be most suitable for readers responsible for technology assessment and service development. The authors provide business-level concepts, architectures, and data about standardization efforts. However, the covered practical use cases and workflow examples will also be attractive for network and IT managers. Timeliness is also undoubtedly a strong aspect of the book. Two minor drawbacks must be mentioned. The first one regards the organization of the book, and some improvements in this context will make the book more readable. The second issue concerns Chapters 2 and 5, as both could have been improved to be more easily comprehended by readers. Nevertheless, in summary, I recommend this book as a good and up-to-date source of information on cloud interoperability.
This issue of the *Global Communications Newsletter* has a special significance for me: it is Issue No. 100 under my responsibility as Editor!

Almost 10 years ago, I was appointed by Tom La Porta, at that time Director of Magazines of the IEEE Communications Society, to revive our Newsletter, whose publication had been discontinued a couple of years before.

After few months of work to set up the new Editorial Board and solicit the first contributions from ComSoc Chapters, publication resumed. Finally, Issue No. 1 of the new series of the GCN was ready. Ending a long period of absence, the February 2008 issue of *IEEE Communications Magazine* featured again our four light blue pages, opened by my introduction, “The Global Communications Newsletter is Back!”

Since then, the GCN has come a long way. We have worked to improve the variety of contents. We have been publishing more and more articles not exclusively from Chapters but also from other contributors, reporting news and events from all Regions.

We also worked on the graphical style. With the issue of October 2014 (No. 71), we abandoned the traditional old-style layout, nearly unchanged since the beginning, for the new sharp look of today. The current graphical layout dresses the articles with a contemporary style, which I hope readers appreciate as I do.

Whenever I have the opportunity, I like to affirm that our GCN is indeed “The Voice of the Chapters”. Once again, I cordially invite all Chapter officers to contribute to the GCN by submitting the reports of their best activities. You do a lot of good things in your Chapter: please share with all ComSoc members and let everyone know!

The IEEE ComSoc Iraq Chapter was established at the end of Nov. 2011. The chapter includes members from academic institutes, ministries (Communication, Science and Technology), and non-government wireless communication companies (especially Asia Cell and Kalimat).

During these past five years the Chapter has organized many scientific activities throughout the eight Iraqi cities. It was a great challenge for the Iraq Chapter members to organize these activities when considering the very critical safety status in many cities. The Chapter members took such responsibilities on themselves to organize these activities within many universities. The ComSoc Chapter is fighting against ISIS by continuing to organize activities with any group who wants to cooperate with the Iraq Chapter!

**National Scientific Events:** In March 2014, a scientific workshop with the theme, “The Role of Information and Communication Technology in Education” was organized at Basra University, in...
Basra City in southern Iraq. The workshop organized by Education College in cooperation with the Iraq ComSoc Chapter. The Chapter Chair delivered the opening lecture at this workshop on the topic, “The Required Infrastructure Communication Technologies to Support e-learning in Iraq”.

In April 2015, the ComSoc Chapter, in cooperation with the Kufa University College of Computer and Mathematics, organized a scientific workshop on “E-Criminal”. This workshop was one of many scientific activities organized within this university in the past four years in cooperation with the ComSoc Chapter. The Chair of the Chapter delivered the opening Lecture “The e-Criminal: Status and Challenges”.

With Waset University, the ComSoc Chapter cooperated in an International Conference organized within the Education College in April 2015. The keynote lecture at the opening ceremony of the conference was given by the ComSoc Chapter Chair on the topic, “Multidiscipline in Information Security”.

In February 2015, in Kirkuk City in northern Iraq, a scientific workshop was organized in cooperation with Al-Qalam University College. The Chairman of ComSoc chapter delivered the openning lecture on the “Status of the Infrastructure of Communication Technologies Inside Iraq”.

In January 2015, the ComSoc Chapter, in cooperation with Islamic University College in Babylon City, organized a workshop on the topic, “5G Communication Technology”. The ComSoc Chapter Chair delivered a lecture on “The Status of Communication Technologies used in IRAQ after 2003”. In February 2015, at the same college, the ComSoc chapter organized a training course on “Robotics”.

The ComSoc Chapter cooperated with the Iraqi Engineering Council and “Promising Minds” NGO to hold many petition ceremonies for the products of different people of different ages. A ceremony was held on 1 Sept. 2015 in Baghdad, with another ceremony planned for November 2015 at the time of this writing.

International Conferences (Inside Iraq): The First International Conference on Future Communication Networks (ICFCN’12) was organized in scientific cooperation with Al-Nahrain University in Baghdad at April 2012. Most of the members of the Scientific Committee and Technical Program Committee were Chapter members. The Chapter Chair organized a special session at this conference on the topic, “Iraq Communication Security: Status and Challenges”.

On 18-19 December 2013 the Chapter scientific co-sponsored the International Conference on Electrical, Computer, communication, Power, Control Engineering (ICECCPCE’13) in Mosul City in Northern Iraq. One of the keynote lectures was given by the Chapter chair. The Conference was organized by the Mosul Technical College.

Lectures (Outside Iraq): Three lectures were given by the chair of the ComSoc Chapter outside Iraq about the role and activities of the Iraq ComSoc chapter inside and outside Iraq: at KL-University in India on 8-9 February 2012 with the postgraduate students on the status of the IEEE Iraq Section and IEEE Iraq ComSoc
Chapter, and their scientific responsibilities and activities inside Iraq; at Northampton University in the U.K. in October 2013 with the postgraduate students and academic staff of the Computer Engineering College, on the topic “Multidisciplinary in Information Security”; and at Zhejiang Congshang University in China on 26 December 2013 with the undergraduate and postgraduate students, on the topic “Multidisciplinary Prospective in Information Security”.

A national scientific conference was organized in cooperation with the Ministry of Communication in the capital city of Baghdad in 2011. Many Chapter members participated in the Scientific Committee of this conference. A special session on the topic, “Status of Communication Security in IRAQ after 2003” was organized by the chair of IEEE Iraq ComSoc Chapter.

Iraqi engineers (generally) are in very difficult circumstances, especially after 2003. Most industry institutes and companies ceased operation for many reasons, and this has led to poor relations between the industrial and academic sectors. But even with such a fact, the IEEE Iraq ComSoc Chapter, through its chair (who is a member of the consultant staff on the National Industrial Committee), organized many activities within the Industry Ministry, and two workshops held in mid-2014 at Babylon University with all industrial companies operating in Baghdad and the Mid Euphrates Region. The main goals of this workshop were:

• Plan the “road map” for cooperation among industrial engineers in these companies and academic staffs at the universities in the Mid Euphrates Region.
• Establish opportunities for scientific cooperation among the industrial and academic sectors.
• Create opportunities for the industrial engineering sector to “re-establish the knowledge” through continuing education at the universities.

Within all these goals, the ComSoc Chapter members did their best to provide support for the engineering background of the Iraqi industrial sector.

The ComSoc Chapter established scientific relations with the Oil Ministry/Basra Oil Detection company. The first scientific workshop was organized in April 2015 in cooperation with this company and Basra University College for Science and Technology. The topic of the workshop was “Information and Communication Technologies”. The Chapter chair delivered the opening talk about the IEEE Iraq ComSoc Chapter and its role and aims in supporting the scientific requests and activities of the Oil Ministry and different companies within this Ministry.

SoftCOM 2016: Meeting of Academy and Industry

By Dinko Begusic, Nikola Rozic, Pascal Lorenz, Josko Radic, Petar Solić and Matko Saric, University of Split, FESB, Croatia; University of Haute Alsace, France

The 24th International Conference on Software, Telecommunications and Computer Networks (SoftCOM 2016) was held in the attractive ambience of the Radisson Blu Resort Hotel, Split, September 18–20. The Conference was organized by the University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture (FESB) and Croatian Communications and Information Society (CCIS) under the auspices of the Ministry of Science, Education and Sports, Croatian Academy of Engineering and Croatian Regulatory Agency for Network Industries. The Conference was technically co-sponsored by the IEEE Communications Society (ComSoc).

Researchers and experts from industry, research institutes and universities from 30 countries around the world submitted a total of 170 papers for presentation at SoftCOM 2016. Submitted papers were reviewed by more than 200 scientists from universities, institutes and ICT companies around the world, with 49%
SoftCOM 2016/Continued from page 3

of submitted papers being accepted for presentation within the technical program based on their contribution, relevance, conceptual cleaness and overall quality.

At the opening ceremony the participants were welcomed on behalf of the organizers by Prof. Sven Gotovac, Dean of the Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture in Split; Prof. Simun Andelinovic, Rector of the University of Split; Zlatko Zevrnja, Prefect of the County of Split and Dalmatia; Prof. Pascal Lorenz, Chair of the IEEE ComSoc France Chapter; Prof. Mislav Grbic, Chair of the IEEE Croatia Section and the Dean of the Faculty of Electrical Engineering and Computing in Zagreb; and Drazen Lucic, Ph.D., president of the Council of HAKOM. A plenary talk titled “LOOOM: Defining Control Systems for 5G”, was presented by Sandor Albrecht, Ph.D., Director of Network Technology, Ericsson Research, Stockholm, Ericsson AB, Sweden.

The technical conference program featured 17 conference sessions, including four special sessions and three symposia: the Symposium on Environmental Electromagnetic Compatibility, the Symposium on Green Networking, and the Symposium on Smart Environment Technologies. The special sessions were focused on hot topics including: RFID Technologies and the Internet of Things, Ad Hoc and Sensor Networks, QoS in Wired and Wireless Networks, and Security and Digital Forensics.

Besides the scientific program, a professional workshop dedicated to the wide spectra of topics in ICT was organized, and six half-day tutorials were organized by worldwide recognized experts.

In conjunction with the SoftCOM 2016 Conference, a Business Forum was organized featuring two workshops and three panel sessions with the participation of managers, executives, experts, government and institution representatives. The Lean Innovation Workshop and the Fifth Workshop on Software Engineering in Practice attracted researchers from academia and professionals from industry to discuss challenges and new developments in the area of communications software production, with a special focus on Cloud based systems. The Lean Innovation Workshop was organized by Marko Bervanakis, and moderated by Toni Mastelic, Ph.D., Ericsson Nikola Tesla, Croatia. The Workshop on Software Engineering in Practice was organized by dr.sc. Darko Huljenic, Ericsson Nikola Tesla, Croatia. The Roundtable discussion on the topic “Development of Broadband Backhaul Infrastructure in Areas Lacking Sufficient Commercial Interest for Investments, using European Structural and Investment Funds (ESI)” was organized by Mario Weber, M.Sc., director of the Croatian Regulatory Authority for Network Industries. The Roundtable was particularly interesting for the representatives of local communities preparing projects for development of the broadband access infrastructure of the next generation.

The Roundtable on Entrepreneurship in ICT was organized by Ante Dagelic, M.S. Representatives from academic institutions and professionals from ICT companies discussed practical aspects in entrepreneurship in the area of ICT. The Roundtable included entrepreneurs with different backgrounds and previous experiences. The topics included the “cold start” problem, relations with the government, relations with the university, human resources, software outsourcing, etc.

The Ph.D. Forum provided an opportunity for Ph.D. students to present their work in the areas of ICT related to the SoftCOM 2016 Conference topics to a wider community of researchers from academia and industry. The forum was intended to encourage interaction and networking among Ph.D. students, as well as the audience. The Ph.D. Forum was organized as a poster session, preceded by a fast-paced introduction (“pitch talk”) by each student, offering a preview of the posters. The forum involved academics and students from universities from Zagreb, Split, Osijek, and Rijeka. The Forum organized by Prof. Maja Matijasevic, Prof. Dinko Begusic, Asst. Prof. Ognjen Dobrijevic, and Asst. Prof. Petar Solic.

The presentations of the student projects pursued in the frame of the Ericsson Nikola Tesla Summer Camp 2016, were held within a special workshop session that was organized by Sasa Desic, M.Sc. and Goran Gasparovic (Ericsson Nikola Tesla).

The Welcome Reception by the Mayor of the town of Split was organized in the attractive ambience of the 1700 year old Diocletian Palace Basement in Split. The participants also had an opportunity to enjoy a visit to the historic fortress of Klis and the picturesque town of Trogir, which is listed in the UNESCO World Heritage Sites list.

More information about the SoftCOM 2016 Conference may be found at: http://www.fesb.hr/softcom
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**25th International Conference on Software, Telecommunications and Computer Networks**

**SoftCOM 2017**

21-23 September 2017 // Split // Croatia

**Call for Papers**

The IEEE ComSoc technically co-sponsored 26th International Conference on Software, Telecommunications and Computer Networks (SoftCOM 2017) will be held in attractive ambience of the Radisson Blu Resort hotel in Split, Croatia, September 21 to 23.

Authors are invited to submit their original research papers in all areas of communications software, services and applications, telecommunications and computer networks. Accepted and presented papers will be published in the conference proceedings, and submitted to IEEE Xplore.

**Business Forum** will gather managers, executives, experts, government and institution representatives who will exchange opinions and experiences on a number of hot topics in contemporary and future ICT industry and market including business, technological and social aspects.

**General Co-Chairs:** Sinisa Krajnovic, Ericsson AB, Sweden and Dinko Begusic, University of Split, FESB, Croatia

**TPC Co-Chairs:** Nikola Rozic, University of Split, FESB, Croatia and Pascal Lorenz, University of Haute Alsace, France

**Conference contact:** softcom@fesb.hr

**More information:** http://softcom2017.fesb.hr

**SYMPOSIA, SPECIAL SESSIONS & WORKSHOPS**

- Symposium on Security and Digital Forensics
- Symposium on Evolution of Cloud Computing
- Symposium on Green Networking and Computing
- Symposium on Network QoS in Wired and Wireless Networks
- Symposium on Ad-Hoc and Sensor Networks
- Symposium on Environmental Electromagnetic Compatibility
- Workshop on IoT in Elderly-Friendly Cities and Healthy Ageing Services

**PROFESSIONAL PROGRAM**

- 5th Workshop on Software Engineering in Practice
- 23rd Workshop on ICT

**Complete manuscript due:** May 20, 2017
**Notification of acceptance:** July 1, 2017
**Camera-ready manuscript:** July 25, 2017
Due to advancements in communication and computing technologies, smart cities have become the main innovation agenda of research organizations, technology vendors, and governments. To make a city smart, a strong communications infrastructure is required for connecting smart objects, people, and sensors. Smart cities rely on wireless and mobile technologies for providing services such as healthcare assistance, security and safety, real-time traffic monitoring, and managing the environment, to name a few. Such applications have been a main driving force in the development of smart cities. Without the appropriate communication networks, it is really difficult for a city to facilitate its citizens in a sustainable, efficient, and safer manner/environment. Considering the significance of mobile and wireless technologies for realizing the vision of smart cities, there is a need to conduct research to further investigate the standardization efforts and explore different issues/challenges in wireless technologies, mobile computing, and smart environments.

In this IEEE Communications Magazine Feature Topic (FT), we invited researchers from academia, industry, and government to discuss challenging ideas, novel research contributions, demonstration results, and standardization efforts on enabling mobile and wireless technologies for smart cities. After a rigorous review process, 17 papers were selected to be published in this FT of IEEE Communications Magazine. Six of the 17 are published here in Part 2 of the FT.

Self-sustainable smart buildings are expected to be an inherent component of smart cities. To ensure uninterrupted power supply, the authors of "A Multi-Tenant Cloud-Based DC Nano Grid for Self-Sustained Smart Buildings in Smart Cities" propose a cloud-assisted solution to make intelligent decisions. The authors consider various smart buildings controlled through different data centers, which are connected to the cloud. The performance supremacy of the proposed solution makes it a considerable candidate for real implementation.

The authors of "UAV-Enabled Intelligent Transportation Systems for the Smart City: Applications and Challenges" highlight the significance of connected and autonomous vehicles. Due to unique characteristics (e.g., mobility, autonomous operation, and communication/processing capabilities), the practicality of unmanned aerial vehicles in various applications and corresponding challenges are investigated to fully automate next generation intelligent transportation systems for smart cities.

Mobile cloud computing is one of the most important emerging technologies for smart cities. To cope with the limited resources of smart mobile devices and meet the requirements of smart city applications, the authors in "A Unified Urban Mobile Cloud Computing Offloading Mechanism for Smart Cities" propose a unified offloading mechanism to jointly manage communication and computing resources for effective load balancing.

Realizing the significance and potentials of mobile edge computing (MEC) in the context of smart cities, the authors in "Mobile Edge Computing Potential in Making Cities Smarter" propose an effective solution to enhance the user’s quality of service experience of video streaming. The proposed solution employs smart MEC architecture and the "Follow-
Me-Edge® concept to allow ubiquitous data access. It helps in reducing core network traffic and achieving ultra-short latency (i.e., 1 ms) for emerging 5G mobile networks.

To support mobile terminals in smart cities, T. Han et al. propose vertical (i.e., different tiers) and horizontal (i.e., base stations/access points) converged architecture for heterogeneous wireless networks in “5G Converged Cell-Less Communications in Smart Cities.” Software defined network controllers are used to manage traffic scheduling and resource allocation. The performance gains in terms of coverage probability and energy saving at both base stations and mobile terminals are achieved.

Security and privacy are among the most prominent concerns in smart cities due to the recent proliferation and deployment of heterogeneous technologies. Realizing this fact, the authors in “Cybersecurity and Privacy Solutions in Smart Cities” identify various security vulnerabilities and privacy issues in different application domains. They also discuss various solutions and make some recommendations.

The Guest Editors would like to thank all the involved people, including the contributing authors for their high-quality submissions, the anonymous reviewers for their timely and insightful comments, and the IEEE Communications Magazine staff for their continuous support. We believe that the presented contributions in this FT will captivate and spark novel research directions for mobile and wireless technologies for smart cities.
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Energy is one of the most valuable resources of the modern era and needs to be consumed in an optimized manner by intelligent usage of various smart devices, which are major sources of consumption of energy nowadays. With the popularity of low-voltage DC appliances such as-LEDs, computers, and laptops, there arises a need to design new solutions for self-sustainable smart energy buildings containing these appliances. These smart buildings constitute the next generation smart cities. Keeping focus on these points, this article proposes a cloud-assisted DC nanogrid for self-sustainable smart buildings in next generation smart cities. As there may be a large number of such smart buildings in different smart cities in the near future, a huge amount of data with respect to demand and generation of electricity is expected to be generated from all such buildings. This data would be of heterogeneous types as it would be generated from different types of appliances in these smart buildings. To handle this situation, we have used a cloud-based infrastructure to make intelligent decisions with respect to the energy usage of various appliances. This results in an uninterrupted DC power supply to all low-voltage DC appliances with minimal dependence on the grid. Hence, the extra burden on the main grid in peak hours is reduced as buildings in smart cities would be self-sustainable with respect to their energy demands.

In the proposed solution, a collection of smart buildings in a smart city is taken for experimental study controlled by different data centers managed by different utilities. These data centers across different smart cities are connected to the cloud-based infrastructure, which is the overall manager for making all the decisions about energy automation in smart cities. The efficacy of the proposed scheme is evaluated with respect to various performance evaluation metrics such as satisfaction ratio, delay incurred, overhead generated, and demand-supply gap. With respect to these metrics, the performance of the proposed scheme is found to be good for implementation in a real-world scenario.
cells can be used as both these type of sources generate DC voltage. On the other hand, wind energy sources can also be used on buildings with suitable AC-DC converters as these sources generate only AC voltage. A nano grid can be AC or DC depending on the power supply sources, but for this article, we have considered only DC power sources that constitute a DC nano grid. The energy generated from these sources can be stored in the battery energy storage system (BESS), which can be used in peak hours for maintaining the balance between the demand and supply. This would make most of the modern smart buildings self-sustainable with respect to their energy consumption.

To meet the issue of demand and supply, intelligent decisions need to be made with respect to the effective usage of various smart appliances in a smart building. This requires efficient data mining and data processing at various data centers located at distributed locations. To process such a large collection of data from different buildings, cloud computing is one of the best options. In the proposed solution, we have assumed that there is one data center for each smart city located in a geographical region. These data centers are interconnected with each other and to the central cloud using the Internet for data sharing and load balancing, that is, for energy saving purposes, one of the data centers may be shut down, and its load may be shifted to another data center that is underutilized and may be located in a different locality. However, this type of decision needs to be made by a central controller, which is located on the central cloud in the proposed scheme [1–6].

Figure 1 shows the generalized architecture used in the proposed scheme. In this figure, various cloud data centers are assumed to be connected to the centralized cloud with interconnection to the grid. The smart home in a locality is assumed to have BESS, a PV array, and various charging points used by plug-in hybrid electric vehicles (PHEVs). The power generation sources considered in the proposal generate DC voltage and are connected to the common DC bus. A bidirectional DC-AC-DC converter is also attached to the common bus along with various electrical appliances, which are considered as loads. Finally, the output produced is connected to the grid. The grid is used only in the worst case when there is a scarcity of the power generated from the renewable energy sources, that is, if demand is high and generation is less from all the renewable energy sources. A PV array generates power that is used by the smart home appliances, and extra unused power is stored in the BESS, which can be used in the peak hours when there is a power crisis. All data centers are used for information dissemination from different communities to the central cloud so that it can be processed with less delay. Hence, in the proposed scheme, each smart building in a community acts as a nanogrid capable of meeting its power requirements from the renewable energy sources. Hence, each building is self-sustainable with respect to the power usage by various appliances in it.

**INTEGRATION OF SG AND CLOUD WITH SMART BUILDINGS**

As discussed above, with the evolution of IoT, the concept of smart buildings becomes popular. On the other hand, with the widespread usage of smart devices, there is a great need for information exchanges between various smart devices. As these devices are of heterogeneous nature with diverse processing power, collection and processing of such a large database is one of the most challenging tasks to be performed. Moreover, the paradigm shift from the traditional grid to the smart grid (SG) introduces a new challenge with respect to the distributed data managed by the different service providers located in different communities. Hence, there is a need for a centralized controller that monitors all the resources and allocates these to the users as per their demands so that the demand-supply gap can be managed. To store and execute this large database repository, cloud-based infrastructure is required. The cloud computing provides a unique platform for multiple job execution in a virtualized environment so that data can be accessed by users anywhere, even on the fly. Keeping focus on all these major constraints and challenges, we integrate the SG and smart building with a centralized cloud-based infrastructure.
For the creation of coalitions among multiple tenants, a multi-leader multi-follower Stackelberg game is proposed among the tenants and service providers having a pool of physical machines. Each tenant has a utility function that is based on the available number of resources and demands the additional resources it wants to execute a job.

**Research Contributions of This Work**

Based on the above discussion, the main research contributions of this work are summarized as follows.

A DC nano grid for self-sustaining smart buildings is proposed in which all the smart buildings are capable of maintaining their energy needs from renewable energy sources.

For collection of data from various smart buildings in a smart city, cloud data centers are connected to a centralized cloud-based infrastructure. This centralized controller is located at the central cloud, which makes decisions and issues commands for power flow between smart devices in the presence of the centralized cloud controller.

For getting the fast response from the cloud controller, dynamic workflow management is constructed. Using dynamic workflow management, a load-aware scheduling mechanism is designed, the performance of which is evaluated using various evaluation metrics. Based on the power utilization ratio in the load-aware scheduling mechanism, different appliances in the smart home are scheduled.

Finally, for effective resource management, a cluster of virtual resources (e.g., virtual machines) are maintained at the cloud using a multi-tenant cloud-based architecture. This architecture is used to speed up the execution of multiple jobs in the virtual environment used in the proposed scheme.

**Organization**

The rest of the article is structured as follows. The next section illustrates the multi-tenant cloud-based infrastructure used in the proposed scheme. Then we describe how dynamic demand construction along with workflow management are executed in the proposed scheme. How the cluster of virtual machines (VMs) are managed is also explained. Following that, we describe the performance evaluation of the proposed scheme. Finally, we conclude the article with future directions.

**Multi-Tenant Cloud-Based Infrastructure**

This section illustrates the multi-tenant cloud-based infrastructure used in the proposed scheme for fast execution of various jobs in the virtual environment. The virtual environment in the proposed scheme consists of dedicated servers deployed in the data center of the cloud. There may be different data centers located across the globe, and these data centers can share information with one another using the communication infrastructure, which consists of gateway, routers, and network protocols. The underlying hardware infrastructure is assumed to be common in the proposed scheme so that infrastructure as-a-service (IaaS) can be utilized virtually. Thus, the proposed solution assumes that there is a physical machine.

In the proposed scheme, a coalition of tenants is considered for resource allocation. The coalition of tenants share a pool of resources from the same or different VMs, which may be located on the same or different physical machines. Two types of resources, CPU and memory, are considered in the proposed scheme. For demands generated from multiple tenants, a group of VMs are allocated for faster execution of jobs. At any instant of time, a tenant may have multiple instances of the same or different resources. Per demand generated for a particular resource, it may release some of the resources for the other tenants. Tenants having the same resource requirements are grouped together for allocation of VMs. For the creation of coalitions among multiple tenants, a multi-leader multi-follower Stackelberg game is proposed among the tenants and service providers having a pool of physical machines. Each tenant has a utility function that is based on the available number of resources and demands the additional resources it wants to execute a job.

**Dynamic Demand Construction**

This section illustrates how fluctuating load-aware scheduling activities flow is designed for execution of various jobs in the proposed scheme. A workflow is the complete sequence of activities performed by the controller to make decisions with respect to the job execution, keeping in view...
the availability of resources such as memory and CPUs. Moreover, based on the available power resources and power consumer appliances, an optimized scheduling policy is designed in the proposal.

**Fluctuating Load-Aware Scheduling**

This section illustrates how the fluctuating load-aware scheduling activity flow is maintained and designed in the proposed solution. Power generation sources (PGSs) and power consumers (PCs) are assumed to be interconnected with the common bus in the proposed solution. PGSs such as PV panels and wind generation are considered with AC-DC converters to have a common DC bus for all appliances from which power is drawn by various appliances. For this purpose, the power utilization ratio (PUR) of all the appliances is computed as

\[
PUR_i = \frac{\text{pow}_i}{\sum_{i=1}^{n} \text{pow}_i}
\]

where \(\text{pow}_i\) is the total power received at the controller from all the sources, and \(\text{pow}_i^{\text{gen}}\) is the total power generation from all sources. There may be some power losses due to transmission and distribution at various levels. Power utilization ratio is computed based on the power consumed by an appliance \(\text{pow}_i\) to the aggregated power consumed by all the appliances. The controller in the proposed scheme continuously monitors the status of all appliances' power consumption by maintaining a gap between demand and supply at all times. During any voltage fluctuation at the grid level, it maintains PUR under control for all appliances by providing an extra energy from the battery energy storage system (BESS).

As per Eq. 1, the PUR of all the devices is computed for construction of activity flow scheduling. The controller located at the cloud generates regular alerts of shutting down or operation of various appliances as per the PUR of the devices, which in turn generates an optimized schedule of power consumption of various appliances. Moreover, it also reduces the gap between demand and supply at all times per the demands generated by various tenants across different geographical locations.

As there may be contention due to the multiple requests generated from multiple tenants from different communities, an optimized workflow with respect to the usage of VM based on the current and future loads needs to be designed. In the proposed solution, adaptive load forecasting with respect to the usage of different VMs is designed, which takes care of the current and future load generated from all tenants in a community. The load with respect to the usage of various resources may vary from different tenants, so the requests generated from these tenants produce a variable load at any instant.

**Cluster of VM Management**

This section illustrates how a cluster of VMs are maintained at the proposed cloud-based infrastructure for fast execution of various jobs. For this purpose, we have taken a case study of three nanogrids in a locality consisting of a number of appliances. The impact of the number of appliances on load variation and energy requirements at any instant of time is studied.

Figures 3a and 3b show how, with an increase in number of appliances, load varies for all three nanogrids. This change in work load may increase the load on the cloud data centers by many times, which may cause improper load distribution among various VMs located at different data centers. Hence, such mismanagement results in a demand and supply gap at cloud data
centers. Thus, there is a requirement for an efficient mechanism to fill this gap by proper VM management.

Most of the time, the major component for energy consumption at the nanogrid is the continuous usage of various appliances. In the proposed solution, we have considered two controllers for making intelligent decisions with respect to the usage of energy. These two controllers are located at the smart building and cloud data centers. These controllers are called smart building controller (SBC) and cloud data controller (CDC). All SBCs receive the signal and commands from a CDC for scheduling of any appliance in the smart building. All SBCs receive commands from the CDC where control algorithms with respect to resource allocation and scheduling are executed. There is a control signal transformation between SBCs and CDC for smooth execution of various applications.

For making a cluster of VMs per the demands generated from various tenants, the PUR of each appliance as computed using Eq. 1 is used. Based on these computed values, the following equation is used for VM state space estimation:

\[
VM^y_i = \begin{cases} 
\alpha, & \text{if } \text{PUR}_i < \phi \\
\beta, & \text{if } \text{PUR}_i > \phi \\
\gamma, & \text{if } \text{PUR}_i = \phi
\end{cases}
\]  

(2)

where \(VM^y_i\) is the \(i\)th cluster of VMs with \(y\) being the measure of the current state of the cluster of VMs. \(\phi\) may take values depending on the current state of the cluster of VMs, which may be under-loaded, overloaded, or saturated with respect to the number of requests processing and current available resources. These conditions are influenced by the PUR of the appliances, which may have values less than, greater than, or equal to a predefined threshold \(\phi\). Using these VM values, clusters are formed into different groups as specified in Eq. 2.

Once clusters of VMs are formed, clusters of tenants are allocated to these clusters of VMs for job execution. Tenants are clustered into different groups based on the nearest neighbor approach. In this approach, tenants with similar requirements with respect to the resource selection are grouped together in one cluster. The resource requirement is bounded by the service level agreement (SLA) of the job execution. An SLA binds the set of rules and regulations between service provider and consumer with respect to job selection and execution.

As different VMs may be located at different data centers and may have different values of \(VM^y_i\), a unified policy with respect to VM migration is applied in the proposed scheme for better network utilization. In the proposed scheme, network cost is computed with respect to the number of incoming requests \(\lambda\), number of channels \(\mu\), and bandwidth available \(B\). Based on these parameters, the current migration cost on the network is computed as follows:

\[
\text{cost} = \lambda \times \frac{B}{\mu}
\]  

(3)

Using this migration cost, the decisions about the VM management are made. These decisions influence the overall operational cost of the resources in the cloud computing environment. Although there is some migration overhead with respect to the VM migration from one network location to another, for bet-

![Figure 4. Workflow manager for load balancing.](image-url)
ter network management and resource utilization one of the best options is always to migrate the VMs from one location to another. This in turn saves considerable energy with respect to the operations such as job scheduling and workflow management.

**Power-Aware Workflow Management for the Smart City**

Workflow scheduling is the sequence of activities that need to be performed for successful execution of various tasks in a system. Tasks in the proposed system can be viewed as the tenant’s requests for energy satisfaction. Hence, it can be viewed as a directed acyclic graph (DAG) representation where tasks are represented as the nodes of the DAG, and edges represent the dependence of tasks on various sources of energy such as BESS, Bi, and renewable energy sources, Ri. Each task ti needs one of the instances of these resources for successful execution. For example, task t2 needs resource instances from Ri and Bi concurrently, that is, for successful execution of task t1, it may take an instance from renewable energy sources or from battery energy storage systems concurrently. Using both options, a task can be executed successfully in the proposed scheme. In Fig. 4, a layered architecture is used for processing tenants’ requests for job scheduling in the proposed scheme. On the lower layers, a hardware infrastructure and type-2 hypervisor exist in which VM clustering is done with cost estimation of VM migration from one location to another. These costs are associated with respect to the cost computation of network management and maintenance. Above these layers, there is a parallel workflow engine in which components such as resource manager and resource locator exist. The functions of these components are to manage the resources with respect to the resource finding and allocation for successful execution of various jobs in the proposed scheme. A dispatcher is used to dispatch the job requests to respective VMs for execution. At the top layer of the architecture, all smart applications such as e-health, smart energy, smart transport, and smart living exist, which are typical components of a smart city. The complete sequence of activities performed for successful execution of a task is depicted in the workflow diagram in the proposed multi-tenant architecture [7–14].

**Performance Evaluation**

For all simulation tests conducted, the topology shown in Fig. 1 was used where a finite number of PHEVs submit their requests for charging from CSs. We evaluate the proposed scheme by using the following performance metrics on ns-2 [15]:

- **Delay incurred for self-sustainability:** This is the time taken to narrow the gap between demand and supply.
- **Energy gap:** This is the difference between the energy generated and consumed by various appliances in a smart building.
- **Overhead generated:** This is the network cost with respect to the VM management for job scheduling and workflow management in the cloud environment.

Figure 5. Results for: a) variation of delay incurred with the number of tenants; b) variation of energy gap with the number of tenants; c) variation of overhead generated with the number of tenants.

**Delay Incurred in Self-Sustainability**

Figure 5a shows how the proposed scheme is successful in managing the gap between demand and supply with respect to the available resources. The control signals with respect to the operations of smart appliances in smart buildings are generated from the cloud-based controller. As can
be seen from the results obtained, the proposed scheme generates less delay with an increase in the number of tenants for self-sustainability of smart buildings. This is mainly due to the fact that the proposed scheme has used an intelligent dynamic workflow construction where the PUR of various devices are used, and hence intelligent decisions are made by the cloud-based controller. Thus, better decisions can be made with respect to energy consumption.

**ENERGY GAP**

Figure 3b shows how the energy gap between demand and supply is reduced using the proposed scheme. With an increase in the number of tenants, there is an increase in the load on the nanogrids with respect to demand satisfaction. In the proposed scheme, control signals are generated from the cloud-based infrastructure with respect to the energy management at various nanogrids. With an increase in the number of tenants, the demand satisfaction with respect to the energy consumption of various devices is managed from the generation of various renewable energy sources. The extra energy generated from these renewable energy sources is stored at the BESS, which is then used per the requirements of energy generated by various tenants.

**OVERHEAD GENERATED**

The overhead generated is computed with respect to the control signal generated from the cloud infrastructure for making decisions with respect to energy management. This scenario is depicted in Fig. 5c. An increase in the number of tenants generates additional requests to be satisfied with respect to the energy demands at various nanogrids, but the proposed scheme still manages the load generated from these tenants under a predefined threshold. This is due to the usage of renewable energy sources and energy storage at various nanogrids, which results in overall energy management at various nanogrids. The control signals are generated from the cloud-based infrastructure in which, due to effective VM utilization, less delay is incurred. Hence, the proposed scheme is effective with respect to energy management in the proposed scheme. In the proposed scheme, the cluster of VMs are allocated with respect to the requests generated from a group of tenants. Each individual state of a VM is computed based on the PUR, using which decisions about load management are made. Also, the cost of migration of VMs from one location to another is computed with respect to the resources such as available bandwidth and number of channels. Using these two metrics, VM migration cost is computed.

**CONCLUSION**

Smart buildings form the backbone of smart cities in modern society. With the introduction of DC nanogrids, these smart buildings are expected to be self-sustaining with respect to their energy requirements. This article proposes a novel multi-tenant cloud-based nanogrid for self-sustaining smart buildings. In these buildings, energy is generated from various sources such as PV panels and wind generation. The energy generated from these sources is stored and can be converted to DC power supply, which can be used by various appliances in smart buildings. In the worst case, when the requirements for energy are not satisfied from these resources, it is taken from the grid. Moreover, a cloud controller is used to make decisions about the energy automation for various smart buildings that are geographically separated. To speed up the execution of various jobs with respect to the constraints of available resources, a coalition of jobs is formed and allocated to the cluster of VMs. This reduces the execution time of various jobs in the proposed solution. The performance of the proposed solution is evaluated with respect to various metrics where its performance with respect to the selected parameters is found to be satisfactory.

In the future, we will explore machine learning models to be used for efficient energy management in DC nanogrids.
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ENABLING MOBILE AND WIRELESS TECHNOLOGIES FOR SMART CITIES

UAV-Enabled Intelligent Transportation Systems for the Smart City: Applications and Challenges

Hamid Menouar, Ismail Güvenc, Kemal Akkaya, A. Selcuk Uluagac, Abdullah Kadri, and Adem Tuncer

ABSTRACT

There could be no smart city without a reliable and efficient transportation system. This necessity makes the ITS a key component of any smart city concept. While legacy ITS technologies are deployed worldwide in smart cities, enabling the next generation of ITS relies on effective integration of connected and autonomous vehicles, the two technologies that are under wide field testing in many cities around the world. Even though these two emerging technologies are crucial in enabling fully automated transportation systems, there is still a significant need to automate other road and transportation components. To this end, due to their mobility, autonomous operation, and communication/processing capabilities, UAVs are envisaged in many ITS application domains. This article describes the possible ITS applications that can use UAVs, and highlights the potential and challenges for UAV-enabled ITS for next-generation smart cities.

INTRODUCTION

Intelligent transport systems (ITSs) are considered to be one of the major building blocks of any smart city [1]. Indeed, road infrastructures have been benefiting from information and communication technologies (ICT) for decades. Despite the advanced level of the presently deployed ITS solutions, the technology is continuously evolving. Next generation ITS technologies, such as connected and autonomous vehicles, are finishing their last phase toward large-scale worldwide deployment. Testing of both technologies on public roads has already started in many countries around the world, and serious efforts are ongoing to regulate and mandate such near-future technologies. As the autonomous and inter-connected vehicle penetration in traffic increases, many new services and applications will be enabled.

Unmanned aerial vehicles (UAVs), a.k.a. drones, have been used in the military for many years. Recently, there has been a drastic increase in the use of UAVs in other fields such as precision agriculture, security and surveillance, and delivery of goods and services [2]. For instance, Amazon and Walmart have been working on a new platform that uses UAVs to deliver shipments to customers over the air (http://www.amazon.com/b/node=8037720011). Similarly, DHL of Germany and China’s largest mailing company have started their experiments with a fleet of UAVs that could deliver around 500 parcels every day. Use of UAVs for daily consumer-oriented services is expanding and becoming a reality.

Automation of the overall transportation system cannot be achieved through only automating the vehicles. Indeed, other components of the road and the end-to-end transportation system, such as the field support team, traffic police, road surveys, and rescue teams, also need to be automated. Automation of those components can be achieved by using smart and reliable UAVs, as shown in Fig. 1. For example, a road support team can be replaced or supported by a set of UAVs that could fly around the location of an incident to provide basic support, or at least to send back a survey report about the situation. Moreover, a traffic police officer can also be replaced or supported by UAVs, which can fly over vehicles on a highway to monitor and report possible traffic violations.

UAVs can provide an efficient means not only to enforce traffic rules and support traffic police on the ground, but also to provide road users with efficient information on traffic (i.e., intelligent traffic management). The ITS UAVs can be enabled with a dedicated short-range communication (DSRC) interface, which will be included in future vehicle models providing vehicle-to-vehicle and vehicle-to-infrastructure (V2V) communications (http://www.its.dot.gov/DSRC/dsrcfaq.htm). Such technology will allow the ITS UAVs to communicate through a direct wireless link with vehicles in proximity to better enforce road safety and support traffic efficiency.

Some of the applications that can be enabled by ITS UAVs include, but are not limited to, flying accident report agents, flying roadside units (RSUs), flying speed cameras, flying police eyes, and flying dynamic traffic signals. These examples require multiple UAVs to fly together, collaborate, and coordinate to execute a specific mission. When acting in a group, UAVs could overcome the limitation of their energy efficiency if optimal coordination algorithms are used, for example, to perfectly share the tasks among all UAVs. In the case of a flying accident report agent, as shown in Fig. 1, one UAV could fly to the accident location and issue a report/alarm (e.g., video), then...
land and transmit its report/alarm through other UAVs via device-to-device (D2D) multihop communications. Another nearby UAV or an RSU that has access to the network (e.g., 4G LTE) can then forward the report to the relevant entity. Designing optimal coordination algorithms is one of the challenges that need to be tackled to enable ITS UAVs. Efficient data routing over flying UAVs, vehicles, and roadside infrastructure is another new research area that should be considered for enabling UAV-enabled ITSs. For example, flying communication nodes (i.e., UAVs) are free to move in a 3D space without restriction to road topology such as in a vehicular network. This brings some flexibility from the data routing point of view, as a flying node can fly to a specific location to strengthen a weak link or fix a broken one. Finally, security and privacy pose serious challenges to UAV-enabled ITS infrastructures within a smart city environment. One particular challenge stems from quick and efficient communication decisions that need to be made among the participants of the UAV-enabled smart city ITS infrastructure. As such, it is difficult to accommodate strong security and privacy mechanisms that are often hungry in terms of processing time. Another pertinent challenge is to preserve the privacy of sensitive information (e.g., location) from vehicles and other drones. Hence, both efficient security and privacy preserving technologies need to be adapted for the UAV-enabled ITS infrastructure in smart cities.

The rest of this article provides an overview of the potential of integrating UAVs with connected and autonomous vehicles to enable fully automated ITSs and discusses related challenges in further detail.

**ITS FOR SMART CITIES**

Thanks to the advancements in computer engineering and proliferation of ICT, smart cities have recently been transitioning from concept to reality. Smart cities offer improved quality of life for their citizens by providing fully or semi-automated management systems for the assets that exist in the city, such as transportation systems, the electricity network, residential homes, and offices. In future smart cities, almost every object around us will be connected to the Internet via the Internet of Things (IoT) technology [3].

The ITS constitutes one of the oldest smart city technologies, and it has been deployed in many cities around the world. For example, in Madrid, Spain, all the public transportation systems and components, including train, tramway, buses, and bus stops, are connected to a central control room where data are collected and processed in a near-real-time manner to provide the end users with smart and efficient services and applications. As a user of public transportation, you can be informed about the bus arrival time at the stop next to your home, which is accurately calculated based on the real-time traffic on the bus route.

The next generation of ITS technology will be enabled by the proliferation of connected and autonomous vehicles. Connected vehicles technology provides vehicles on the same road the means to communicate and exchange real-time data that can be used to improve the safety functionalities and therefore improve road safety. Along with other sensing technologies, connected vehicles can be used to enable driverless vehicles, which will completely change the way we travel. For example, there will be no need to own a car as you could schedule an automatic pickup by an automated car every time you need a ride. Also, there will be no need to waste time searching for a parking spot at the final destination; the automated car can drop you off and go look for a parking spot. Such applications of connected vehicles are already being tested around the world. A large-scale pilot project for connected vehicles in the city of Doha, Qatar, is illustrated in Fig. 2.

Vehicle automation is one step forward toward fully automated transportation networks, but there will still be a need to automate other actors of the transport network such as traffic police agents, highway maintenance, and support teams. The last mile toward fully automated end-to-end transportation systems can be enabled by using automated UAVs.

**APPLICATIONS OF UAVS IN SMART CITIES**

As explained earlier, there is high potential for UAVs to complement autonomous driving and enable fully automated roads. Many new ITS-related applications could be enabled by using automated UAVs to either help improve traffic, bring better safety and security on the road, or enhance the comfort of the driver. Before being able to utilize UAVs in such applications, there are still some serious issues to tackle. These issues include limited energy, processing capabilities, and signal...
When a traffic accident occurs, the lives of the involved persons depend on the rescue team efficiency, which directly relies on how fast the rescue team can reach the accident scene. When the closest rescue team terminal is located too far from the accident location, the time for the rescue team to reach the scene can be too long. In some cities, the rescue team uses helicopters to reach accidents located in isolated and rural areas. Such a solution has high related cost, making it unsuitable for many cities and scenarios. Traffic congestion on the way to or around the accident location, which can also be caused by the reported accident, is another crucial factor that can delay the rescue team.

In this context, UAVs might be a good complementary solution to help the rescue team reach the accident scene within the shortest time. Indeed, as shown in Fig. 3a, the rescue team can be equipped with an automated UAV that can quickly fly over the traffic until reaching the accident location. It is also possible to have a number of UAV stations deployed around the city from which UAVs can take-off for a mission. In that case, it is required to have some intelligence to select the right UAV station for a specific mission. This selection can be made based on the distance between the accident location and available UAV stations, number of available UAVs at each UAV station, and so on. When the UAV reaches the accident location, it can send a detailed report about the situation, for example, the number of involved persons and their situation along with their profiles, which can be supported by photos and videos. The UAV can also be used to establish a real-time communication channel (voice and video if possible) between the accident site and the rescue team still on their way (and also the team in the control center). Such a communication channel can help the rescue team to provide remote instructions if needed as well. The Flying Accident Report Agent can also be used to provide the accident site with a first aid kit while waiting for the rescue team to arrive.

**FLYING ROADSIDE UNIT**

In the near future, our cars will be equipped with DSRC technology to let the vehicles communicate through a DSRC channel (similar to WiFi) with other vehicles and road infrastructure in the surrounding environment. Such an emerging technology becomes efficient when the number of equipped vehicles on the road reaches a certain threshold. At the same time, there will be a need for RSUs to be installed on the road to support the communication among vehicles. Additionally, the RSUs are needed in some places such as intersections to support the DSRC communication, which cannot go through obstacles like nearby buildings. In fact, DSRC operates over 5.9 GHz, which is known to be weak in penetrating obstacles. Most of the RSUs will be installed on the roadside at static locations along with a few mobile RSUs. For example, road operators can equip their maintenance and field service vehicles with RSUs that can operate in both static and mobile modes. If an RSU is installed on a highway maintenance vehicle, it will be in static mode when the maintenance vehicle is parked and then can switch to mobile mode when the vehicle starts driving on the highway.

Similar to a highway maintenance vehicle, a UAV can be equipped with DSRC to enable a flying RSU, as shown in Fig. 3b. The flying RSU can fly to a predefined location to execute a specific application. For example, consider an incident on the highway at a section that is not equipped with any RSU. Then the highway operator in the control center can actuate a UAV to fly to the incident site and land at the appropriate location to broadcast the information over the air and inform all approaching vehicles about the incident.

**FLYING POLICE EYE**

Traffic police are getting more equipped with the latest technologies to enable safer traffic on the roads. Speed and CCTV cameras remain the most used technologies to enforce traffic rules. If a driver exceeds the speed limit, he/she can be caught by either a static or mobile speed camera, and if a driver runs a stop sign, he/she can be caught by a nearby CCTV camera. As time goes by, the static cameras become less efficient as drivers get to know about them and adjust their driving behaviors when approaching the area under the angles of those cameras. This motivated the adoption of mobile cameras that can be installed at different locations (sometimes unknown locations) to surprise drivers.

Indeed, the latest technologies enable speed cameras to be fully mobile and can be operated while moving. These state-of-the-art mobile speed cameras are usually embedded on police vehicles that drive on the road to catch vehicles violating the traffic rules in the surrounding areas. The same technology can be embedded on a UAV, as in Fig. 3c, to enable a flying speed camera or for other traffic enforcement applications. We can think about fully automated UAVs that are able to execute all or specific tasks of traffic police agents. For example, a UAV can fly over a road and stop a specific vehicle for identity and a regular driv...
ing license check. The UAV can stop a vehicle by holding a traffic light that can be turned to red in front of the vehicle. The same UAV can fly over a highway and catch any vehicles for speeding or breaking traffic rules. Here may arise the issue of the limitation in the maximum speed of a UAV vs. a fast vehicle driving on a highway. This limitation can be overcome by letting the UAV fly at high altitude to get an overview, which compensates the limitation in the speed.

**USE OF UAVS FOR ITS IN SMART CITIES**

Use of UAVs for ITS applications, such as roadside condition surveys or counting vehicles in traffic, has recently been getting more attention in the literature [4, 5]. In this section, we study three different aspects for ITS applications of UAV deployment optimization, data routing, and cyber-security and privacy.

**UAV LOCATION DEPLOYMENT AND PATH PLANNING**

Deployment of RSUs for vehicular ad hoc network scenarios has been studied in earlier works [6, 7]. On the other hand, the use of UAVs as mobile aerial RSUs has not been considered to the best of our knowledge. As shown in Fig. 4a, we envision future ITS deployments that not only consist of ground RSUs, but also flying RSUs that are carried at UAVs. Such flying RSUs will bring the capability of dynamically and optimally placing them using UAVs, considering various cost functions and other criteria. For example, in the case of an accident, UAVs may quickly arrive at the incident scene and collect critical information from nearby vehicles. In order for UAVs to be used for longer time periods in ITS applications, the use of recharge stations will be critical. To solve such an issue, we may either charge UAVs while they are not actively serving, or swap their empty batteries with charged ones to minimize interruptions in UAV utilization. To this end, joint deployment of UAVs, recharge stations, and ground RSUs becomes an intricate optimization problem, as outlined in Fig. 4a.

![Example of UAV applications in ITS](image)

**Figure 3.** Examples of UAV applications in ITS: a) a UAV is used to provide the rescue team an advance report prior to reaching the incident scene; b) a UAV is used by police to catch traffic violations; c) a UAV is used as a flying RSU that broadcasts a warning about road hazards that have been detected in an area not pre-equipped with an RSU.

![Diagram of UAV deployment](image)

**Figure 4.** a) Placement of RSUs, UAVs, and recharge stations for ITS scenarios; b) coverage percentage in terms of number of vehicles and hazardous area, due to deployment of varying numbers of UAVs.
Here, we introduce a preliminary framework for deployment optimization of UAVs in ITS scenarios. Let $I$ and $R$ denote the set of intersections and set of road segments, respectively, in a road network. Then UAVs can alleviate deployment costs of RSUs with minimal degradation in performance. More formally, under the given deployment budget constraint $B_{tot}$, we can define the following optimization problem for joint RSU and UAV emplacement:

$$\max_{\mathbf{R}} \sum_{i=1}^{N_I} \sum_{j=1}^{N_S(R_i)} W_{SS}(i,j) b_{RSU}(i,j) b_{UAV}(i,j)$$

$$+ \sum_{i=1}^{N_I} W_I(i) b_{RSU}(i) b_{UAV}(i),$$

(1)

where $N_I$ and $N_S$ are the total number of road segments and the total number of road sub-segments, respectively, while $b_{RSU}$ and $b_{UAV}$ are indicator functions that are 1 if a sub-segment or intersection is covered by a RSU/UAV and 0 otherwise. Moreover, the weight $W_{SS}(i,j)$ of each sub-segment in road $R_i$ can be written as a function of accident frequency, vehicle count frequency, and connection time for RSU location optimization. A similar metric $W_I(i)$ can also be defined for the intersections. Given this optimization framework, various algorithms, such as genetic algorithms, ant colony optimization, bee colony optimization, and particle swarm optimization, can be used to find the optimum RSU and UAV locations. In [7], a related and simpler problem of deploying only the RSUs has been studied at QMIC, Qatar, without the involvement of UAVs. Among the Knapsack and PageRank algorithms investigated in the article, Knapsack is observed to yield better performance in terms of coverage of hazardous zones as well as the connectivity of the vehicles for large-scale deployment.

We performed Matlab computer simulations for deployment optimization of UAVs for a representative scenario, and the simulation results are shown in Fig. 4b. We implemented an ITS deployment framework similar to the ITS scenario in [7] where no UAVs have been considered but optimization of RSU placement has been evaluated. Simulations are carried out for urban areas with two different sizes, $8 \times 8$ km$^2$ and $12 \times 12$ km$^2$. The communication coverage area of UAVs is considered to span a circle with a radius of 500 m (see, e.g., [8]). For simplicity, it is assumed that each sub-segment length is equal to the communication coverage of UAVs. Therefore, dividing roads into sub-segments can better approximate the real map [9] and also provide more UAV deployment choices. For distributing the accidents and vehicles, we consider a distribution where the likelihood of an accident and number of vehicles change from one road/intersection to another. This is a more realistic scenario where accidents are more likely to happen around intersections than in the sub-segments [6]. Numbers of vehicles and accidents are modeled as Poisson distributions.

The results in Fig. 4b show the coverage percentage for the number of vehicles and coverage of hazardous areas under different numbers of UAVs, which are placed in such a way as to maximize Eq. 1. For simplicity, the impact and optimization of RSUs and recharge station placement is not included in the results, and they are left for future work. Hazardous areas have been considered as areas with more traffic accidents. Results show that coverage percentage of hazardous areas is always larger than that of the number of vehicles. For example, if the number of deployed UAVs is increased from 5 to 10 for an $8 \times 8$ km$^2$ area, coverage percentage for vehicles can be improved from 5.6 to 10.6 percent, while the coverage percentage for hazardous areas is improved from 7.8 to 13.4 percent. Moreover, using the same number of UAVs in a larger $12 \times 12$ km$^2$ area significantly reduces the coverage percentages in both scenarios, with a larger degradation in the coverage percentage of hazardous areas. Further work is needed to study different spatial distributions of hazards and traffic densities and deployment optimization techniques of UAVs for different scenarios.

**Dynamic Coordination and Data Routing**

UAVs may act as relaying nodes or traffic monitoring tools in ITS applications for smart cities. In such cases, UAVs need to coordinate the tasks with each other and with the vehicles on the ground. This coordination needs to rely on the ability to maintain communications, in particular among the swarm of UAVs. In other words, the connectivity of the UAV network needs to be maintained at all times. Assuming that the network is modeled as a unit disk graph in 3D, we can maintain such connectivity by building a backbone of the UAV network and keeping it connected at all times.

To enable this, we propose using the notion of a connected dominating set (CDS) from graph theory. The UAVs that will be part of the CDS will need to follow a group-based mobility model based on the destination location. The UAVs that are part of the CDS will have the flexibility to be connected to the core network (i.e., CDS) via a single link. Their movement will be constrained by their transmission range, as seen in Fig. 5. For safety application scenarios, real-time communication is crucial, and thus, UAV $u$ may only move within the transmission range of its dominator to maintain its connection with the rest of the network. For other application scenarios where real-time communication is not crucial, UAV $u$ may leave that range, collect data, store it, and then come back to for...
ward the data to its *dominator* when it is within the communication range of its dominator.

In terms of end-to-end data routing among UAVs and other vehicles, there is a need for a routing protocol since multiple hops can be exploited due to the limited radio ranges. While vehicular communications plan to rely on the IEEE 802.11p and DSRC standards [10] as the underlying link-layer communication protocol for UAVs, this will not be enough in the case of multiple hops to reach an RSU or other UAVs. There has been extensive research on routing for this type of network in 2D, referred to as mobile ad hoc networks (MANETs). Some of the ideas can be applicable in this context. However, the challenges of 3D environments and mobility patterns need to be taken into account. Despite a large number of works, there are not many standards used today for such multi-hop routing. IEEE 802.11s is one of the standards that are IP-based and can be used with different MAC layer protocols [11]. The nice feature of this standard is that it can be used with IEEE 802.11p and thus can be interoperable with the upcoming DSRC standards. IEEE 802.11s mesh standard can form a mesh among the UAVs to provide multi-hop routes to certain destinations. In this case, there will be an RSU acting as the gateway and the remaining UAVs will be the wireless mesh nodes in terms of the 802.11s standard naming conventions. The vehicles will then be able to connect any of these mesh nodes as clients.

**Cybersecurity and Privacy**

The provision of security and privacy for any UAV-enabled smart city ITS infrastructure and its applications in smart cities is extremely important. As future ITS and road safety systems will consist of interconnected systems of heterogeneous systems including UAVs, vehicles, and roadside infrastructure, the UAVs will carry, generate, and hand over valuable sensitive information about the users of these systems among themselves. For instance, vehicle location and speed information can be tracked and leaked to adversaries for malicious purposes. Even benign UAVs can be manipulated to perpetrate attacks on sensitive ITSs and road safety data. Hence, any sensitive data needs to be protected properly against third parties [12].

One promising technique for providing privacy is to utilize the emerging privacy preserving technologies [13, 14] (e.g., homomorphic encryption schemes). A typical scenario of fully homomorphic encryption (FHE) is illustrated in Fig. 6. The user sends the information encrypted with public key $pk$ by function `Encrypt` to the server. The encryption scheme $\psi$ has an algorithm `Evaluate` that, given plaintext $p_1, p_2, ..., p_t$, for any valid $t$, private, public key pair $(sk, pk)$, any circuit $C$, and any ciphertext $\psi \leftarrow \text{Encrypt}(pk, p_1, p_2, ..., p_t)$, yields $\psi = \text{Evaluate}_\psi(pk, C, p_1, p_2, ..., p_t)$. The server in the cloud does operations on the encrypted numbers by function `Evaluate` with public key $pk$ and outputs $\psi$. The server sends $\psi$ back to the user. The user then decrypts $\psi$ by function `Decrypt` with his/her private key $sk$ and obtains the result of $C(p_1, p_2, ..., p_t)$. In this way, the server conducts the desired operation for the user without acquiring any plaintext. For example, a vehicle or UAV can authenticate themselves to a particular UAV or roadside infrastructure unit, which should be oblivious to sensitive data such as IDs, locations, and other pertinent data.

Although FHE systems are becoming a viable technology with recent developments on their practicality, specific aspects of UAVs such as swarm, mobility, and autonomy should also be carefully considered in adapting the privacy-preserving technologies.

In addition to privacy, another challenge is to provide flexible and configurable security that can accommodate the needs of different road safety and UAV-enabled ITS applications swiftly. In other words, the fact that decisions need to be made very quickly among the UAVs, RSUs, and vehicles to meet the delay requirements of the ITS applications pose a specific challenge to accommodate strong security and privacy mechanisms that are often hungry in terms of processing time.

**Deployment Issues and Challenges**

There may be several deployment challenges in the utilization of UAVs for ITS applications. Regulations related to operation of UAVs may restrict how UAVs can be used for ITS scenarios. As noted in [15], integration of UAVs into national airspace requires that “UAVs function as if there were a human pilot onboard,” and this is ensured through regulations by national authorities. For example, the Federal Aviation Authority (FAA) in the United States requires small UAVs to fly under 400 ft with no obstacles around, maintaining a line of sight between the pilot and the UAV at all times, not flying UAVs within 5 mi from an airport (unless permission is received from the airport and control tower), avoiding endangerment of people or aircraft, and not flying near people and stadiums. On the other hand, there may be the possibility of receiving a Certificate of Waiver or Authorization (COA) from the FAA for getting an exemption on the use of UAVs for ITS applications.

Energy limitation is another challenge. Indeed, the battery life of typical UAVs is usually less than half an hour, which introduces challenges for ITS operations with UAVs due to limited flight time. On the other hand, recent developments in battery technologies such as enhanced lithium-ion batteries and hydrogen fuel cells, more energy-efficient designs of UAVs, and the use of alternative
energy sources such as solar energy to extend flight missions, UAVs may fly on the order of several hours in the future.

Another challenge is linked to the maximum speed a typical UAV can reach when compared to the speed of a vehicle driving on a highway. This can cause issues to some applications like the Flying Police Eye, as the ground speed of a UAV may be less than the speed of a tracked vehicle. Such a challenge can be overcome by letting the UAV fly at a high altitude, benefiting from a high view that can compensate the limitation in the speed.

Similar to any other connected network of nodes, when enabling a network of UAVs we need to be careful about security and privacy. This is obviously another serious challenge when applying UAVs to ITS. Indeed, the consequences may be high if such UAV-based ITS systems or applications are hacked. Finally, truly autonomous operation of UAVs in its ITS scenario is a big challenge, since it requires sensing of humans and obstacles to avoid collisions. In a large-scale ITS scenario with many UAVs, a human supervisor may control a swarm of UAVs that may simultaneously operate in different parts of a city. Since the attention span of a supervisor may be limited, there should be a balance between supervisor intervention and autonomous operation of UAVs. This trade-off is referred to as autonomy spectrum in [16], which provides 10 different levels of UAV operation. This is obviously another serious challenge when enabling a network of UAVs we need to be careful about security and privacy.

CONCLUSION

The concept of ITS is expected to move into reality in emerging smart cities. In this article, we study the applications, deployment optimization, and security/privacy challenges for the use of UAVs in ITS scenarios. While UAVs have the potential to be one of the major components of future smart cities, there are also several research and implementation challenges ranging from battery limitations to UAV flight regulations. We expect that academic and industrial research and development activities will pave the way toward effective integration of UAVs into future smart cities.
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ABSTRACT

The increasing urbanization level of the world population has driven the development of a smart city geographic system, conceived as a fully connected wide area characterized by the presence of a multitude of smart devices, sensors, and processing nodes aimed at distributing intelligence into the city. At the same time, the pervasiveness of wireless technologies has led to the presence of heterogeneous networks, operating simultaneously in the same city area. One of the main challenges in this context is to provide sustainable solutions able to jointly optimize the data transfer, exploiting heterogeneous networks, and the data processing, exploiting heterogeneous devices, for managing smart city applications for citizens’ communities. In this article, the UMCC framework is developed, introducing a mobile cloud computing model describing the flows of data and operations taking place in the smart city. In particular, we focus on the proposal of a unified offloading mechanism where communication and computing resources are jointly managed, allowing load balancing among the different entities in the environment, delegating both communication and computation tasks in order to satisfy the smart city application requirements. This allows us to cope with the limited battery power and computation capacity of smart mobile devices and plays a key role in a smart environment where wireless communication is of utmost relevance, particularly in the mobility and traffic control domains.

INTRODUCTION

According to the World Urbanization Prospect (http://esa.un.org/unpd/wup/) published by the United Nations, more than half of the population currently lives in urban areas, and about 70 percent will be city people by 2050. At the same time as urbanization, an extraordinary phenomenon concerning information and communication technology (ICT) is happening: according to the Visual Networking Index (http://www.cisco.com/c/en/us/solutions/service-provider/visual-networking-index-vni/index.html), the number of connected devices in mobility has overtaken the number of people in the world, and by 2018 it will be over 10 billion, including machine-to-machine (M2M) modules in the Internet of Things (IoT). Mobile data traffic is expected to increase about 11 times in the next five years.

Urbanization and ICT expansions are finding a relevant convergence point in the smart city concept, the icon of a sustainable and livable city, projecting the ubiquitous and pervasive computing paradigms to urban spaces, focusing on developing city network infrastructures, optimizing traffic and transportation flows, lowering energy consumption, and offering innovative services. It is through ICT that smart cities are truly turning smart [1]. In particular, exploiting smart mobile devices (SMDs) in a mobile cloud computing (MCC) context [2]. However, the huge amount of data generated in a smart city environment could be overwhelming due to the rising and diversified quality of service (QoS) requirements of city services in relation to the computation time and energy consumed by the devices. In order to face the explosion of big data to be stored and elaborated in a smart city, mobile devices need to be supported by cloud and fog computing structures [3], allowing optimized load sharing in the network for both data storage and processing features.

For this reason, a new urban framework, named urban MCC (UMCC), is developed here in. While in [4–6], specific solutions were introduced and analyzed, here the full system view is provided with requirements and an optimization framework. UMCC can be thought of as the technological nervous system, allowing the networks and information flows of the city to enjoy a better urban way of life. UMCC is composed of different network and computing elements, having heterogeneous requirements and capabilities. Within it, the offloading process emerges as the opportune method for balancing the workload in a twofold way: On one hand, network offloading [7] distributes data traffic among the different wireless access technologies within the heterogeneous network (HetNet) environment. On the other hand, computation offloading, or cyberforaging [8], delegates computing functions to the cloud. In this context, a novel unified offloading mechanism can be envisaged. By means of the UMCC framework, data can be stored and processed by resource-rich devices using dynamic cell association for delegating workload, thus shortening execution time, extending battery life, and exploiting the possibility to preserve data in the cloud. The proposed framework implements a unified offloading mechanism that allows optimization of the system by offloading both communication
and computing tasks in order to satisfy the smart city application requirements.

The unified offloading operation, within the UMCC framework, can be driven by a purposefully defined utility function where throughput, energy efficiency, latency, and computing performance are taken into account. Several works have already analyzed the characteristics of MCC offloading. In Table 1 the strengths and weaknesses with respect to UMCC of some of the most important works are summarized.

The rest of the article is organized as follows. In the next section, the main requirements of a smart city environment are introduced, focusing on some specific applications. Then UMCC framework is introduced, focusing on the main constitutive entities. Following that, the offloading mechanism taking advantage of the UMCC framework is discussed. In the final section, conclusions are drawn.

**Requirements of Smart City Applications**

There are many taxonomies trying to define key smart city areas, where social aims, care for the environment, and economic issues are related and interconnected. The European Research Cluster on the Internet of Things (IERC) has identified in [13] a list of applications in different IoT domains, including the smart city domain. Moreover, the NetWorks ETP has issued a white paper [14] aiming to identify the major topics of smart cities that will influence the ICT environment. Furthermore, a relevant document aiming to categorize and define the different applications has been released by the European Telecommunications Standards Institute (ETSI), where several application types have been specified focusing on their bandwidth requirements [15].

Taking into account all the relevant aforementioned essays, we selected some important smart city applications in order to identify their requirements and then to leverage the UMCC. Each application can be defined through the services provided to citizens, concerning the requirements in terms of:

- **Latency:** the amount of time required by a certain application between the event happening and the event being acquired by the system
- **Energy consumption:** the energy consumed for executing a certain application locally or remotely
- **Throughput:** the amount of bandwidth required by a specific application to be reliably executed in the smart city environment
- **Computing:** the amount of computing processes requested by a certain application
- **Exchanged data:** the amount of input, output, and code information to be transferred by means of the wireless network
- **Storage:** the amount of storage space required for storing the sensed data and/or the processing application
- **Users:** the number of users needed to achieve reliable service

The QoS of a certain application can be seen as a function where each requirement plays a role less or more important depending on the application type. In the following, we list some of the most influential smart city applications by highlighting their technological requirements and characteristics, while in Table 2, the considered application types and the significance of their requirements are summarized.

**Mobility:** All the components in an intelligent transportation system could be connected to improve transportation safety, relieve traffic congestion, reduce air pollution and enhance comfort of driving. The necessary throughput, the computational load, and the amount of data to exchange are high, whereas we can think of the storage as a secondary requirement, unless for security recording.

**Healthcare:** Intelligent and connected medical devices, monitoring physical activity and providing efficient therapy management by using patients’ personal devices, could be connected to medical archives and provide information for medical diagnosis. In this case, there are relatively low requirements regarding energy consumption, throughput, and number of users, whereas the requirements in terms of latency, computation, exchanged data, and storage are high.

**Disaster Recovery:** In a disaster relief scenario people are faced with the destruction of infrastructures, and local citizens are asked to use their mobile phones to photograph the site. In this case there are relatively low requirements regarding throughput, whereas it is important to have a quick response and to save the energy of the devices.

**Energy:** Energy saving can take advantage of the cloud basically thanks to smart grid systems, aimed at transforming the behavior of individuals and communities toward more efficient and greener use of electric power.

**Waste Management:** Automatically generated schedules and optimized routes that take into account an extensive set of parameters could be

<table>
<thead>
<tr>
<th>Reference</th>
<th>Objective</th>
<th>Strengths</th>
<th>Weaknesses w.r.t. UMCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>Cloud-edge-beneath (CEB) architecture</td>
<td>Scalable ecosystem useful for the smart city’s massive scale of devices</td>
<td>Mostly focused on architectural aspects</td>
</tr>
<tr>
<td>[10]</td>
<td>Cloud-assisted data fusion</td>
<td>Efficient selection of nodes with respect to link quality</td>
<td>Mostly focused on data collection</td>
</tr>
<tr>
<td>[11]</td>
<td>Device-to-device-based architecture</td>
<td>Adds D2D communication to cloud, with increased traffic capacity</td>
<td>Mostly focused on the global traffic increase</td>
</tr>
<tr>
<td>[12]</td>
<td>Mobile as a representer (MaR)</td>
<td>User-centric characterization using proactive behavior</td>
<td>Mostly focused on a holistic perspective</td>
</tr>
</tbody>
</table>

Table 1. State of the art summary.
planned not only looking at the current situation, but also considering the future outlook. We can expect non-restrictive requirements of latency and throughput, and resource-poor devices have to be taken into consideration. The requirements related to data to be exchanged, load of computation, storage, and number of users are not critical.

Tourism: Augmented reality and social networks are the characteristics of applications that take more advantage of the cloud, which also becomes useful for mobile users sharing photos and video clips, tagging their friends in popular social networks. We can expect non-restrictive requirements for latency and throughput, and resource-poor devices have to be taken into consideration. There is a great amount of data to be exchanged; load of computation and storage and number of users are variable.

By comparing the above described applications, it is possible to highlight that a smart city scenario is composed of several heterogeneous services with different requirements. However, it is possible to note that most of them require high computational complexity and a very high amount of data to be exchanged in order to be executed. Moreover, it should be noted that in a smart city scenario multiple services coexist, increasing the system requirements even more. This is at the base of the proposed UMCC architecture, which, benefiting from a joint distributed computing and communication infrastructure, can be implemented through the use of heterogeneous cloud computing and wireless networks.

UMCC FRAMEWORK

UMCC sprang from MCC, which has gained increasing interest in recent years due to the possibility of exploiting both cloud computing and mobile devices for enabling a distributed cloud infrastructure [2]: on one hand, the cloud computing idea has been introduced as a means for allowing remote computation, storage, and management of information, and on the other hand, mobility allows us to gain from the most modern smart devices and broadband connections to create a distributed and flexible virtual environment. At the same time, recent advances in wireless technologies are defining a novel pervasive scenario where several wireless HetNets interact, giving users the ability to select the best radio access among those in a certain area. As a consequence, the development of UMCC is introduced, gaining from both computing and wireless communication technologies. In the following, the three pillars at the base of the proposed UMCC framework are discussed.

SMART MOBILE DEVICES

By analyzing the technology systems underlying a smart city framework, mobile devices can be considered in a three-fold way:

• Sensors: They can acquire different types of data regarding the users and the environment, transmitting a large amount of information to the cloud in real time by means of wireless communication systems.

• Nodes: They can form distributed mobile clouds where the neighboring mobile devices are merged for resource sharing, becoming an integral part of the network.

• Outputs: They can make the citizens aware of results and consequently able to make decisions, or become actuators without need of human intervention.

To perform this triple role, mobile devices must become part of an infrastructure that is constituted by different cloud topologies and, at the same time, have to exploit heterogeneous wireless link technologies, allowing the different requirements of a smart city scenario to be addressed. This infrastructure starts from the concept of MCC, where the cloud works as a powerful complement to resource-constrained mobile devices.

Table 2. Summary of smart city applications and requirements.

<table>
<thead>
<tr>
<th>Application</th>
<th>Latency</th>
<th>Energy</th>
<th>Throughput</th>
<th>Computing</th>
<th>Exchanged data</th>
<th>Storage</th>
<th>Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility</td>
<td>Restrictive</td>
<td>Variable</td>
<td>Restrictive</td>
<td>High</td>
<td>High</td>
<td>Variable</td>
<td>High</td>
</tr>
<tr>
<td>Healthcare</td>
<td>Restrictive</td>
<td>Non-restrictive</td>
<td>Non-restrictive</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Disaster recovery</td>
<td>Restrictive</td>
<td>Restrictive</td>
<td>Non-restrictive</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Variable</td>
</tr>
<tr>
<td>Energy</td>
<td>Non-restrictive</td>
<td>Non-restrictive</td>
<td>Non-restrictive</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Waste management</td>
<td>Non-restrictive</td>
<td>Restrictive</td>
<td>Non-restrictive</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Tourism</td>
<td>Non-restrictive</td>
<td>Restrictive</td>
<td>Non-restrictive</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Variable</td>
</tr>
</tbody>
</table>

CLOUD TOPOLOGIES

In relation to the previously described SMD roles, we take into account various cloud topologies. This is a different categorization with respect to the classical as a service taxonomy used for cloud computing, that is, software as a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS). It looks at the different interactions among the nodes that form the cloud instead of the services provided by the cloud itself, so we can distinguish among centralized cloud, cloudlet, distributed mobile cloud, and a combination of them, as shown in Fig. 1.

Centralized Cloud: A centralized cloud provides citizens the ability to interact remotely, for
example, for accessing open data delivered by the public administrations. It refers to the presence of a remote cloud computing infrastructure having a huge amount of storage space and computing power, virtually infinite, offering the major advantage of elasticity of resource provisioning.

**Cloudlet:** Cloudlets are fixed small cloud infrastructures installed between mobile devices and the centralized cloud, limiting their exploitation to users in a specific area. Their introduction allows decrease in the latency of the access to cloud services by reducing the transfer distance at the cost of using smaller and less powerful cloud devices.

**Distributed Mobile Cloud:** A third configuration can address the issue of non-persistent connectivity, whereas both the previous concepts must assume a durable state of connection. In a distributed mobile cloud, the neighboring mobile devices are pooled together for resource sharing [12].

The proposed UMCC framework foresees the joint exploitation of the aforementioned topologies.

**Heterogeneous Access Technologies**

One of the most active trends in wireless networks is the presence of a heterogeneous access platform allowing several types of devices with multiple network interfaces to select from among them the most suitable. Such a forthcoming scenario, introducing a higher degree of pervasive-s-e-ness, allows, especially in a smart city scenario, the enabling of access for a multitude of different devices, from high-end broadband user devices to narrowband M2M devices.

Such network deployment, comprising a mix of low-power nodes underlying the conventional homogeneous macrocell network, by deploying additional small cells within the local area range and bringing the network closer to users, can significantly boost the overall network capacity through better spatial resource reuse. Inspired by the attractive features and potential advantages of HetNets, their development has gained much momentum in the wireless industry and research communities during the past few years toward fifth generation (5G) concepts.

**Toward a Unified Offloading Mechanism**

The UMCC approach foresees the definition of a scenario where smart city applications can jointly exploit the three cloud topologies, as shown in Fig. 2, by distributing and performing among the different parts composing the framework, and wireless HetNet access technologies deployed in the urban area. The application requested by a specific SMD, named the requesting SMD (RSMD), is partitioned and distributed among the different clouds using the available access networks or computed locally (Fig. 2).

The main issue is that for transferring data from the requesting mobile device to the selected cloud topology, a certain time is required. This mostly depends on some communication parameters of the selected access network, such as the end-to-end throughput, the amount of users, and the QoS management of a certain transmission technology between the user device and each type of cloud processing unit. Moreover, the access networks themselves could already be used by SMDs belonging to the smart city scenario, as well as other devices using wireless infrastructures. This involves the necessity of designing a proper offloading method that, by modeling both computing and communication resources as a single unique resource, allows the computing/communication load to be distributed fairly among the different clouds and access networks.

**Figure 1.** Cloud topologies in the UMCC framework: centralized cloud, cloudlet and distributed mobile cloud.
Hence, when an RSMD needs to select the cloud infrastructures to be used for computing a smart city application, two main elements have to be taken into account:

- The processing and storage devices — smart mobiles, individually or together forming distributed mobile clouds, and cloud servers, constituting the cloudlets and the centralized cloud
- The wireless transmission equipment — different access networks entailing diverse transmission speeds in relation to their own channel capacity and to the number of linked devices

In Fig. 2, the UMCC framework is sketched by representing the functional flows of the architecture. Whenever a smart city application has to be performed, a citizen within the UMCC can select among different MCC infrastructures, aiming to respect the requirements of the specific application depending on their features. The distribution depends on the application requirements and the UMCC features.

**Computation, storage, and transmission features:** The features of the selected processing and storage devices, considered individually or in a group forming cloud/cloudlets, are:

- **Processing speed:** the speed of a device or a group of devices for processing the applications
- **Storage capacity:** the amount of storage space provided by a device or a group of devices

At the same time, the features of the transmission equipment to be taken into account are:

- **Channel capacity:** The nominal bandwidth of a certain communication technology that can be accessed by a certain device
- **Priority/QoS management:** The ability of a certain communication technology to manage different QoS and/or priority levels
- **Communication interfaces:** The number of communication interfaces of each device, which impacts the possibility of selecting among the available HetNets

**UMCC OFFLOADING MODEL**

Let us focus on one RSMD running an application, App, defined through the number of operations to be executed, O, the amount of data to be exchanged, D, and the amount of data to be stored, S. An application can be seen as a smart city service that can be executed either locally or remotely by exploiting the cloud infrastructures. Furthermore, each application has many requirements regarding QoS levels. Among others, the most important are:

- The maximum accepted latency, $T_{\text{App}}$, intended as the interval between when a task of the application is requested and its results are acquired
- The minimum level of energy consumption, $E_{\text{App}}$, that the RSMD needs to use for performing the application itself
- The throughput $h_{\text{App}}$, intended as the minimum bandwidth that the application takes to be performed

The first acting entity in the system is the RSMD, characterized by certain features that are involved in the offloading operation: the power to compute applications locally, $P_l$, the power used for transferring data toward clouds, $P_{tr}$, the power for idling during the computation in the cloud, $P_{id}$, the computing speed to locally perform the computation, $f_l$, and its storage availability, $H_l$.
more, the time-varying position of the device also plays an important role in the system interactions.

The different types of clouds considered in the Smart City are characterized by their computing speed to perform the computation, that is, $f_{cl}$ for the centralized cloud and $f_{cl}$ for cloudlets. Additionally, while the storage availability of the centralized cloud can be considered infinite, there is no such constraint in the interaction, the storage availability $H_{cl}$ of each cloudlet has to be taken into consideration.

The distributed cloud is a set of SMDs, each characterized by its specific features in the same way as the RSMD, even if the role played by the SMDs is not a request for but a provision of services. Furthermore, we are considering the system from the point of view of the RSMD. Thus, the involved features are connectivity, computation, and storage for the data exchange, that is, computing speed $f_{MD}$, the storage availability $H_{MD}$, the position $pos_{MD}(x, y)$, the throughput $T_{MD}$, the number of devices that can be connected to each SMD $n_{MD}$, and their coverage range $r_{MD}$.

While connection to cloudlets can be made only through the unique access point (AP) that can be considered built-in in each cloudlet, and the connection to the SMDs of the distributed cloud can be made directly, the nodes of the HetNet offer different alternatives to connect towards the centralized cloud.

The above equation corresponds to maximizing a utility function defined as a weighted sum of the functions related to the energy consumed, the time spent, and the throughput achieved by the RSMD, with constraints on the amount of operations and data to be shared among the different entities. By doing this, the system performs a unified offloading mechanism by jointly considering the communication and computing resources. In particular, the overall throughput can be evaluated as the sum of the throughput values achieved through each node of the scenario. The throughput $\eta_{MD}$ is related to the number of SMDs $n_{MD}$ connected to the $i$th node and the channel capacity $BW_{cl}$ of the $i$th node, and can be
With respect to the latency, it can be evaluated as the sum of the local computing, the data transfer time toward and from the cloud/cloudlets, and the idle time during the offloaded computation. With respect to the consumed energy, it can be derived from the latency as the weighted sum of each latency component by the power consumed in each state.

In Fig. 3, the functional blocks of the UMCC offloading mechanism, based on a utility function optimization, are represented. On one hand, the smart city applications define specific requirements, while the cloud topologies in a certain scenario set their features. The utility function aims to select those cloud topologies and access networks that allow to respect the requirements by setting an optimized distribution of the application itself. The optimization of the partition and the node association will impact again on the UMCC features to be used by the other applications.

The maximization of the introduced utility function could be a nontrivial optimization problem, depending on the considered number of applications and devices acting in the selected scenario. Toward this goal, different methods to find an optimal or sub-optimal solution of the objective function can be employed.

A Greedy Approach: If the offloading operation is advantageous with respect to the local computation, the cell association scheme allows the “best” node to be selected from the list of those available; such a list can be completed by each SMD that sorts each possible access node based on a self-calculated objective function [4]. If the offloading cost is lower than the cost of local computation, the SMD will connect to the node that minimizes the cost function; otherwise, it will locally compute the application.

A Cluster Based Approach: The idea is to divide the urban area in subareas having range r; each SMD can share resources only with the other SMDs, cloudlets, and HetNet access points placed in the same subarea. This approach, even if suboptimal, can simplify the problem by reducing the amount of concurrent devices that are involved in the offloading; in [5] a cluster-based optimization model is proposed, where the cluster size plays a significant role in optimizing the problem while keeping the complexity low.

Biased Randomization: A different approach can be resorting to probabilistic algorithms based on biased randomization techniques [6]. In this problem setting, the most promising node concerning the potential increase in system efficiency has to be selected. The biased randomization techniques work by introducing a biased or oriented random effect on the possible solutions of a problem, allowing the best solution to be chosen from a set of possible alternatives that are close to the global optimal. In [6] a biased randomization algorithm is proposed, allowing us to approach the optimal solution by gaining from a heuristic algorithm, hence keeping the complexity low while approaching the optimal solution. In [6], it is also possible to note that such an approach is feasible from the implementation point of view, allowing a quasi-optimal solution in a reduced amount of time.

CONCLUSIONS

In this article we develop the UMCC framework, a concept that supports the smart city vision for the optimization of the QoS of various types of smart city applications. By exploiting the heterogeneous types of applications and devices typical of a smart city environment, and from the heterogeneous computing and communication infrastructure that composes the technological nervous system of the smart city, the proposed UMCC framework makes it possible to optimize the system performance, respecting the application requirements, by performing a suitable partial offloading mechanism. Based on the performance shown in specific applications, we can be optimistic about the practical effectiveness of UMCC.
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ENABLING MOBILE AND WIRELESS TECHNOLOGIES FOR SMART CITIES

Mobile Edge Computing Potential in Making Cities Smarter

Tarik Taleb, Sunny Dutta, Adlen Ksentini, Muddesar Iqbal, and Hannu Flinck

ABSTRACT

This article proposes an approach to enhance users' experience of video streaming in the context of smart cities. The proposed approach relies on the concept of MEC as a key factor in enhancing QoS. It sustains QoS by ensuring that applications/services follow the mobility of users, realizing the "Follow Me Edge" concept. The proposed scheme enforces an autonomic creation of MEC services to allow anywhere anytime data access with optimum QoS and reduced latency. Considering its application in smart city scenarios, the proposed scheme represents an important solution for reducing core network traffic and ensuring ultra-short latency through a smart MEC architecture capable of achieving the 1 ms latency dream for the upcoming 5G mobile systems.

INTRODUCTION

Over the years, technology has served humanity by providing sustainable technical solutions to the social problems faced by society. In recent years, the research communities have been working on optimizing the technological infrastructure and maximizing the efficiency of services for citizens to meet their changing needs for smarter living. Society has evolved, and in the present era of smartphones, we have a new concept, the smart city, which is increasingly gaining in importance. Smart cities are expected to improve the quality of life for their citizens, leveraging advanced information and communications technologies (ICT). Smart cities are also expected to provide their citizens with a variety of innovative services, ranging from education and healthcare to augmented and immersive reality; for example, for the support of tourism. Indeed, deployed services in smart cities will involve not only smartphones and tablets, but also utility meters, washing machines, thermostats, refrigerators, sensors for environmental monitoring, and so on; in short, the different components of the Internet of Things (IoT) ecosystem.

The next generation mobile systems, commercially known as fifth generation (5G), aims to accelerate the development of smart cities, by not only increasing the data delivery rates but also accommodating the expected high numbers of IoT devices to be used by smart city services and applications [1, 2]. Besides, thanks to its elasticity and agility, 5G will be able to support numerous smart services, which cannot be supported by current network architectures [3, 4]. This includes immersive reality and tactical applications, and services with highly strict requirements in terms of ultra-short latency and high responsiveness.

5G systems will rely on technologies such as Network Function Virtualization (NFV), Software Defined Networking (SDN), and cloud computing to attain system's flexibility and true elasticity [1, 4]. Among these technologies, cloud computing has tremendously advanced enabling diverse services. However, it remains limited against emerging applications (e.g., tactile Internet and augmented reality) that require ultra-short latency. Cloud is also limited against computation-intensive applications running on power/CPU-constrained user equipment (e.g., mobile gaming) that need to partially run their computation in the cloud while ensuring response times (i.e., for other parts of the code running on the user equipment) in the range of milliseconds. These limitations are principally due to the centralized cloud computing architecture. Mobile edge computing (MEC), interchangeably known as fog computing (originating from the cloudlet concept [5]), represents a vital solution to these limitations. Indeed, it reforms the cloud hierarchy by pushing computing resources in the proximity of mobile users (i.e., at the mobile network edge). There are high expectations for MEC and 5G, when efficiently integrated, to improve the quality of life of residents in smart cities. This underpins the focus of this article, wherein we show how MEC will enable emerging services for smart cities, focusing on an augmented reality use case involving streaming of high definition (HD) video, which is for the support of tourism in smart cities. The overall objective is to demonstrate how high quality of service (QoS) can be maintained regardless of the mobility of users through the use of MEC, more particularly through the concept of Follow Me Edge (FME — similar in spirit to the Follow Me Cloud concept [1, 6]). FME ensures that the service constantly follows the user and that the user is always serviced from the closest edge. As discussed later, the fundamental observations made about the envisioned use case are highly applicable to other services requiring ultra-short latency, such as immersive reality and tactical applications.

The remainder of this article is organized as follows. The following section presents the state of the art. Then we describe our proposed FME framework along with the supporting mecha-
nisms. For the sake of performance evaluation, in the next section we portray the experimental setup and discuss the obtained results. The article concludes in the final section with a summary recapitulating the main findings.

**STATE OF THE ART**

The key idea behind MEC is to place storage and computation resources at the network edge, in the proximity of users. Accordingly, data processing can be pushed from the remote cloud to the network edge. By processing data locally and accelerating data streams through various techniques (i.e., caching and compression), MEC reduces the traffic bottleneck toward the core network. Besides, it helps shorten end-to-end latency, enabling the offload of important computation load from power-constrained user equipment to the edge. As discussed in the executive briefing of the European Telecommunications Standards Institute (ETSI) MEC initiative, edge computing shall enable new computation-intensive services and shall yield promising business models. It also represents a fault resilient solution for its decentralized architecture [7].

Given its potential, MEC has been gaining lots of momentum among industries and within the researcher community [8]. Important standardization activities have been initiated. Indeed, to standardize the specifications of MEC across mobile operators and vendors in the value chain, ETSI formed a new ISG group in 2014 and came up with different industry specifications. The specification [1] highlights different service scenarios whereby MEC can be beneficial. For video streaming services, it was recommended to apply intelligent video acceleration schemes using video analytics and video management applications within MEC. The research work in [9] proposes a two-hop network whereby edge architecture enhances data transfer rate and throughput for video streaming compared to remote cloud. The work in [10] exploits network assisted adaptive streaming applications for multimedia content delivery inside MEC to enhance Quality of Experience (QoE). The research study in [11] proposes an architecture with distributed parallel edges to increase QoE for content delivery. The research work in [12] makes use of edges as caches along with proxies to store media content. It also enforces computation offloading to increase the lifetime of mobile devices. In [7], edges function independently as small-scale data centers on their own and are used for video caching and streaming.

In all the above research work, MEC is deemed to be a promising solution for handling video services. Its limitations in terms of resource control and orchestration have also been highlighted as important challenges. In smart city scenarios, users’ mobility and the need for dynamic service migration add to these challenges. Most research works on the latter consider traditional cloud environments [1, 6]. In [13], migration of edges has been proposed using a Markov decision process approach to determine optimal solutions for service placement.

To the best of the authors’ knowledge, mobility support and migration of service in terms of video content delivery have not been considered yet. In the remainder of this article, we describe and showcase an innovative deployment scenario on how a user’s experience on video streaming can be enriched using MEC in spite of the user’s mobility.

**FOLLOW ME EDGE**

**USE CASES**

To support tourism in smart cities, many use cases, involving video streaming from the edge, could be considered. In the following, we consider two representative use cases, one implying edge migration:

**Use Case 1**: Robert from England visits Helsinki for the first time. He visits the white church, likes it, takes a video of it, comments on it in its native language (i.e., English), and streams it to an edge placed near the white church. Some time later, Eric, also from England and a member of Robert’s social network (e.g., Facebook), visits the same church and receives an invitation to view Robert’s generated video and hear what Robert said about the location. Eric may further comment on the video, indicating whether he liked it, or post a new video about the location. In this use case, videos about a certain attractive location are cached at edges in the vicinity of that location and streamed to people visiting that location when there is interest or when there is linkage with the video publisher. Mapping the most popular videos with Google Streetview may also be considered. The video streaming as well as the relevant operations (comment, like/dislike, etc.) take place at the corresponding edges near the visited sites.

**Use Case 2**: Robert visits the city of Hamburg. To explore the city, he takes a sightseeing bus. He uses interactive glasses that recognize historical monuments (e.g., tourist attractions) and accordingly receives introductory video about these monuments in the format of high definition (HD) video. The video can be streamed from either a remote cloud or the edge. As the path to the remote cloud involves multiple hops, some being nearly congested, high resolutions of the video cannot be guaranteed unless it is streamed from the edge. Furthermore, to prevent jitter and the associated degradation in QoE, the video must always be streamed from the nearest edge to Robert. In this use case, Robert’s user equipment receives a portion of the video from the nearest edge A. As the bus gets far away from edge A and closer to edge B, the video along with the streaming virtual network function are migrated to edge B, and the remaining portion of the video streams to Robert from edge B. This edge migration occurs in a manner transparent to Robert, who continues enjoying the video without any disruption in the video stream and with no degradation in the perceived QoE.

While the above use cases focus on video streaming services, similar use cases with the same requirements can be derived for augmented reality services. In this work, we consider using lightweight virtualization technologies (i.e., container) and introduce container migration to meet the above mentioned use cases, with more focus on the edge mobility aspect of use case 2.

**FME ARCHITECTURE**

The proposed architecture is based on the two-tier principle, wherein the cloud service provider (CSP) gives access, through an appropriate application programming interface (API) [14], to a content provider or a third party over-the-top (OTT) service.
to use the cloud resource to deploy its application. The cloud has its own orchestrator to manage the cloud infrastructure and its resources. An additional component is considered: the cloud controller (CC). Considering the business functionality, CC is involved in maintaining the service level agreement (SLA) with the OTT providers and mobile network operators (MNOs). The agreement deals with access rights and policies on the entity’s authority. The edge server (ES) belongs to the MNO’s network, where it is managed and controlled by the edge orchestrator (EO). Every MNO has its own EO, managing its own set of ES clusters. Figure 1 depicts inter/intra-MNO edge network. The dotted lines represent the agreement level connection among CSP, MNO, EO, and ES.

The ES is hosted on virtual machines on top of the existing server hardware residing in the MNO’s edge network node. The ES has its own compute and storage. The compute node is responsible for hosting container-based applications on the edge. The storage is used to keep images of the application containers. For an intra-edge network, additional shared storage is needed to ensure live migration of containers between edge compute nodes. Linux-based containers (LCs) can be employed to make the system lightweight and help in easily deploying service packages. LCs run applications/services provided from the edge, while EO is in charge of deploying, controlling, and migrating containers.

Referring to use case 2, when Robert connects to ES A to watch a HD video introducing Hamburg, he may initially be served from the backend cloud. As stated earlier, this may incur jitter and may limit the video resolution. To cope with this issue, the EO may instantiate a container on the connected ES compute node with built-in streaming and transcoding virtualized functionality [14, 15]. Subsequently, it may store the relative content from the backend cloud into the ES’s local storage. Robert will then be served the HD version of the video stream from the ES. Considering the case of HTTP-based video streaming, the EO can fetch the entire media content on one go or may fetch only a certain number of video chunks at a time. Consequently, as the content will be served from one hop away, the user’s perceived quality is expected to greatly improve. For applications involving OTT services, the established SLA may help in performing this task with a pre-agreed negotiation between the OTT provider and the MNO. In this case, the EO inside the MNO will get access rights from the OTT service at the beginning of the process. The EO will then create the replica and bring the service to the edge.

Although the content is now served from the nearest edge, after some time the connection with the mobile user may begin experiencing degradation as the length of the path to the served MEC increases. To maintain the same quality, it is vital that the content moves along the physical mobility of users in an FME fashion [6]. To realize the FME vision, the EO needs to keep updated information about its resources and the user locations. The latter may be obtained using the MEC’s active device location tracking functionality, based on which a user’s velocity and direction may be derived. Taking this into consideration, the EO may estimate the latency between the user and the current edge, and compare it with the latency between the same user and the target edge. Once deemed appropriate, the EO may trigger live migration of the container in a proactive manner. This will consist of migrating the video streaming service along with its contents. Upon successful container migration, the user may then be served from the new ES, which will ensure low latency access to the content. The above described migration process will be repeated along the track whenever required.

Migration can happen using various techniques. In the case of live video streaming, service continuity along the migration path is of prime concern. To perform seamless live migration, the service state has to be maintained in order to ensure that no data is lost. This is achieved by transferring the entire memory content of the running instance (i.e., container) from the source ES to the target ES. The source ES keeps track of which memory blocks are modified while the transfer is in progress. Once this initial transfer is complete, the changes that have occurred in the meantime are transferred again. This continues until the newly built instance becomes exactly identical to the old one. This ensures that after the migration process is complete, the video starts from the exact point rather than overlapping. Indeed, in the case of mishandled memory, data loss happens. This incurs overlap in video playtime, where the user may have to watch the same content again (from the span when the migration started). Moreover, the migration duration should not be too long. If the duration is too long, it might be that by the end of the migration either the user has moved away from the ES location or the played video is almost over. To overcome these constraints, separate shared storage has to be considered. Normally migration takes place by copying memory blocks. Thus, if the blocks are dumped at a shared location attached to the new ES, service transfer becomes faster than in the case considering local storage. Although async mode configuration of shared storage is even faster than sync mode, we propose the use of sync mode to maintain data integrity. In sync mode the data saved in the storage location is confirmed before processing the next request from the ES. In async mode, the requests are processed without proper confirmation. It yields better response time.
but at the cost of possible data corruption, which may introduce a glitch in the played video.

So far, the proposed scheme deals with latency reduction and mobility within the network of the same MNO/edge. If the user moves out of the network of an edge provider to the edge of another provider, the SLA shall be used. The SLA should enforce an integrated architecture where the EO handover, shared storage concept, and service migration are considered. In this case, the source EO may hand over to the target EO (i.e., a separate MNO’s network) and permit service migration. If it is not possible, then during the MNO crossover phase, the content will be served from the back-end cloud temporarily until the new EO again caches the service in its own compute node.

It is worth noting that smart caching and migration can considerably enhance the overall system performance and reduce the migration cost [16]. The caching concept can be enhanced further by considering the remaining duration of the video. If there is no possibility to store the whole content (due to storage space), only the next few chunks of the remaining video may be cached. Moreover, if the video is almost at the end (i.e., the remaining play time less than the migration time), the container/service migration may be simply omitted.

**Performance Evaluation**

Figure 2 portrays the testbed environment we have built to simulate edge-based video streaming and its mobility considering use case 2. The testbed is built to simulate edge-based video streaming and its mobility considering use case 2. The testbed is built to simulate edge-based video streaming and its mobility considering use case 2. The testbed is built to simulate edge-based video streaming and its mobility considering use case 2. The testbed is built to simulate edge-based video streaming and its mobility considering use case 2. The testbed is built to simulate edge-based video streaming and its mobility considering use case 2.

To perform the test, one container is instantiated in Edge1 with all the features explained above. When a user (using a smartphone or laptop) connects to the network through SSID, the user is assigned an IP from the same IP subnet pool of the ES. The user connectivity log along with the MACID of the user are saved in a database of the EO. The user launches a browser and starts browsing the web. The server with authentication logs all the client actions. The server sends a redirect message to the client to access the video streaming server. The client connects to the backend cloud using Nginx as the reverse proxy to obtain the video content.

To simulate mobility, laptops are placed at a distance from a multihop network. During the video playback, the user device is deliberately moved from the first edge toward the second edge connected to the next hop in the network. The user automatically connects to Edge2. As soon as the wireless connectivity handover takes place, the logs are generated inside the EO.
Live migration time using local storage: a) with streaming online mode; b) without streaming offline mode; c) blank container.

![Figure 3. Live migration time using local storage: a) with streaming online mode; b) without streaming offline mode; c) blank container.](image)

detecting the client’s connectivity, the script in charge of automating the service migration gathers the client info (i.e., MACID), compares it to the database, identifies the same client’s movement to a new edge, and subsequently triggers the live migration of the container from the old ES to the next one to which the client is directly connected. For Openvz, the live content delivery is done using checkpoint/restore in userspace (CRIU). It performs vz-dump (memory block dump) to save the state and uses rsync (i.e., incremental file transfer utility) to transfer the file to the target location. It performs a dual-level operation to prevent data loss. First, pre-copy starts from the point at which the migration is initiated. Once completed, the container initialization is started in the new edge along with post-copy. Herein, post-copy represents transfer of the residual amount of changes that occurred in the memory block during this small interval. As service auto-start is already enabled, once this data transfer operation is done, the container is automatically started in the target edge, and the old one is released. The user remains unaware of this fact and enjoys normal streaming. Throughout the migration time, the container IP address remains the same, ensuring no service downtime (i.e., the session remains active) during this span.

For service migration, the test is performed with two types of storage. In the first type, the whole operation is performed using local storage (i.e., service migration within a federated edge network). The vz-dump files are first copied to the local storage, then synced with the target ES node, the container is initialized in that target node, and after post-copy the migration is completed. However, this method causes high delays. To achieve better performance with minimum response, the second type is implemented. A network file system (NFS) server is used as shared storage for the operation. The NFS server is installed inside the EO, and the shared space is defined for the cluster nodes. The shared storage is used only for vz-dump files. During migration, the copied memory files are stored in the shared location. As the target node can access the shared location directly, it reduces the content delivery to the edge, resulting in faster response.

In Fig. 3, we plot the migration duration of one container for three different conditions:

- With streaming online mode — streaming in use and the client watching the video
- Without streaming offline mode — streaming in use and the client is not watching the video with no changes in the memory blocks
- Blank container with two different types of ES

The migration latency is plotted considering local storage. The migration latency of a blank container is plotted to showcase how much added services impact the migration time. From the results, we can observe that when video streaming is not active, the content migration takes less time compared to the case when the video is being streamed. Moreover, for an ES with higher RAM capacity, the migration duration is shorter. This is attributable to the fact that copying memory pages takes less time with higher RAM, leading to a slight decrease in the overall duration.

Figure 4 plots the migration duration when considering various ways to share the storage among edges. The test is performed with two different sizes of containers, one small and another big, to investigate if container size affects migration duration. We clearly remark that the container size merely affects the migration latency. Besides, we observe that shared-sync mode achieves shorter latency in comparison to local mode. Furthermore, if the shared storage, if configured in shared-async mode, reduces the duration of the migration closer to 10 s. In this last mode, the video experienced a single glitch of 1~2 s. We explain this by the fact that data corruption took place during async mode, resulting in reduced quality of experience (QoE) [17]. The results obtained through this evaluation reveal that the storage type and memory capacity have high impact on the migration latency.

**Conclusion and Future Research Directions**

In this article, we propose a framework that leverages MEC to support diverse applications in smart city scenarios. To always ensure high QoE, the Follow Me Edge concept is introduced. According to this concept, services move across edge servers as per the movement of their respective users. The proposed framework is validated using a real-life testbed. Edge mobility was tested using different storage types, different container sizes, and different edge resources.

Interesting results were obtained, suggesting migration latency depends on the different techniques used. The obtained results also demonstrate that short migration latency does not necessarily guarantee high QoE. It becomes apparent that the complexity of the system arises as a trade-off between short migration latency at the cost of possible data loss. Based on the obtained results, it can be concluded that a mechanism to select the right combination of techniques to be used for efficiently migrating a service is of vital importance. This defines one of the authors’ future research directions in this area.
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Ubiquitous information service converged by different types of heterogeneous networks is one of the fundamental functions for smart cities. Considering the deployment of 5G ultra-dense wireless networks, 5G converged cell-less communication networks are proposed to support mobile terminals in smart cities. To break obstacles of heterogeneous wireless networks, the 5G converged cell-less communication network is vertically converged in different tiers of heterogeneous wireless networks and horizontally converged in celled architectures of base stations/access points. Moreover, the software defined network controllers are configured to manage the traffic scheduling and resource allocation in 5G converged cell-less communication networks. Simulation results indicate the coverage probability and the energy saving at both base stations and mobile terminals are improved by the cooperative grouping scheme in 5G converged cell-less communication networks.

**ABSTRACT**

Ubiquitous information service converged by different types of heterogeneous networks is one of fundamental functions for smart cities. Considering the deployment of 5G ultra-dense wireless networks, 5G converged cell-less communication networks are proposed to support mobile terminals in smart cities. To break obstacles of heterogeneous wireless networks, the 5G converged cell-less communication network is vertically converged in different tiers of heterogeneous wireless networks and horizontally converged in celled architectures of base stations/access points. Moreover, the software defined network controllers are configured to manage the traffic scheduling and resource allocation in 5G converged cell-less communication networks. Simulation results indicate the coverage probability and the energy saving at both base stations and mobile terminals are improved by the cooperative grouping scheme in 5G converged cell-less communication networks.

**INTRODUCTION**

Smart cities are the evolution trends of future cities, which involve many aspects of daily life in cities, including e-businesses, intelligent transportation systems, telemedicine, metropolis management, security surveillance, logistics management, social networks, community services, and so on. To brace for the above services, smart cities have been employing various wireless communication technologies and networks, including Bluetooth, ZigBee, RF identification (RFID) wireless technologies, wireless cellular networks, wireless local area networks (WLANs), radio broadcasting networks, wireless sensor networks, body area networks, and many others [1]. These wireless communication technologies along with fiber communication networks and cable networks form the ubiquitous networks for smart cities. Furthermore, these different types of heterogeneous wireless networks are expected to support mobile Internet, the Internet of things (IoT), cloud computing [2], and big data in smart cities.

In future smart cities, the different types of information need to be smoothly transmitted by different types of heterogeneous wireless networks with high data rate and low energy consumption. In this case, simple interconnection with different types of heterogeneous wireless networks cannot support the ubiquitous information services of future smart cities. Furthermore, the mobile converged network has been proposed to satisfy the high data rate and low energy consumption [3]. Compared to the simple interconnection scheme, a new network architecture needs to be proposed for the convergence of heterogeneous networks based on different transmission technologies in smart cities. In general, there are two levels of heterogeneity of communication networks in smart cities. One of the levels refers to the different transmission technologies among Bluetooth, ZigBee, WLAN, millimeter-wave, and even visible light communication (VLC) [4], while another level of heterogeneity is related to different configurations and parameters of the same transmission technology; for example, a heterogeneous cellular network consists of a macrocell tier, a few microcell tiers, and femto-cell tiers [5]. Conventional communication networks, including cellular networks and WLANs, have a distinct characteristic, that is, there are regional areas around base stations (BSs) or access points (APs), in which mobile terminals have to access the network via its associated BS or AP. Such an area can be defined as a “cell” associated with a BS in cellular networks, or just a “covered area” associated with an AP in WLANs. In this article, both of them are called cells for the sake of convenience. In conventional heterogeneous cellular scenarios, a mobile terminal has to hand over vertically among heterogeneous network tiers, or horizontally among adjacent cells in the same tier. As a consequence, it is required to perform complicated switching and routing algorithms across various types of heterogeneous networks. In some recent research, software defined networking (SDN), which was introduced to wired networks many years ago, has been using in managing complicated mobile networks and performing the traffic routing in new generation networks [6], and SDN is also suitable to manage complicated heterogeneous networks [7] such as fifth generation (5G) networks in smart cities. Some research shows that SDN can be improved to manage dynamic links such as access network links or 5G backhaul links, which are widely required in coordinated multipoint transmission networks [8]. To realize ubiquitous and universal network services in smart cities, we try to use SDN technology to break the technology gaps and regional strictness in both vertically tiered and horizontally celled heteroge-
neous networks to support the ubiquitous information services in smart cities. The most important contribution of this article is to show that a 5G converged cell-less communication scheme is proposed to meet rising challenges in smart cities, such as heterogeneous wireless transmission technologies and interference. Numerical results indicate that the proposed 5G converged cell-less communication network has better coverage performance and higher energy efficiency compared to conventional cellular networks. In the following section, the architecture and model of cell-less communication networks are introduced for smart cities. The performance of the 5G converged cell-less communications is then investigated by evaluating the performance of coverage and energy efficiency. The future challenges of the 5G converged cell-less communications in smart cities are then discussed. The conclusion is drawn in the final section.

**Architecture and Model of Cell-less Communications in Smart Cities**

**From Celled Networks to Cell-less Networks**

There are many challenges for mobile and wireless communications in smart cities. Based on the development of 5G communication systems, some of issues involving with the urban scenarios are described as follows.

• The huge demand of data rate causes ultra-densified BS/AP deployment. There are three main approaches for 5G communication systems to increase data rate; for example, the spectrum of millimeter-wave transmission, the greater spatial diversity of massive multiple-input multiple-output (MIMO), and the more spatial density of BSs/APs. Deploying more BSs/APs can serve more high-data-rate-demanding users and thereby provide a higher achievable data rate in terms of per unit area in smart cities. The higher density of BSs/APs makes the cell coverage smaller as the distance between BSs/APs is reduced to tens of meters for satisfying the high data rate demand in smart cities [9].

• The movement of mobile terminals in modern metropolitan scenarios becomes more complex and volatile. In a prosperous city, the movement of mobile nodes is varied and complicated [10]. In smart cities, a mobile terminal with data transmission can be a mobile phone carried by a pedestrian, a navigation device installed on a moving car, or a PDA used on a high-speed train. What is more, various types of mobile nodes make the mobility situation even harder to handle. For example, there are completely different communication requirements between the scenarios of densified RFID labels going through a gate and a mobile high definition surveillance camera moving around in a disaster scene.

• In urban areas, buildings and trees become obstacles to wireless communications. The wireless communication channels are very different between indoor and outdoor environments. The designers of mobile communication systems have to consider the obvious impact of obstacles, especially for the millimeter-wave wireless transmission in the emerging 5G communication networks, which is of very short wavelength and hard to diffract in smart cities.

With regard to the above demands of mobile communications in smart cities, current heterogeneous networks based on different types of communication technologies face many issues for the ubiquitous information services in smart cities; some of them are listed below.

**Issue of Network Convergence:** To overcome problems of the vertical and horizontal handover and routing across tiers, how to converge the heterogeneous networks becomes a critical issue. It is hard to seamlessly converge the prevailing wireless transmission technologies and communication networks. Instead, they interconnect with each other; hence, many issues regarding routing and protocols remain in heterogeneous wireless networks.

**Issue of Load Balancing in Cell Networks:** Along with the decreasing cell size, the traffic loads of cells get more and more unbalanced. Moreover, the traffic load of smart cities obviously fluctuates over the space and time domains. The fluctuation of traffic load in the space domain is caused by the stochastic spatial distribution of communication nodes in smart cities; for example, the data centers of smart cities are stochastically distributed in different places. The fluctuation of traffic load in the time domain is caused by the mobility of terminals scheduled by the work and life in smart cities [11]. For the improvement of signal-to-interference-plus-noise ratio (SINR) in wireless communications, the sizes of cells in mobile networks get smaller to gain higher data rate matching the terminal’s higher data rate demand. As we know, a bigger cell can smooth the random fluctuation in the space domain. When the size of a cell gets smaller in 5G networks, the traffic load balance issue emerges for smart cities.

**Issue of Handover:** When the cell size is reduced to tens of meters in 5G cellular networks, quickly moving terminals lead to frequent handovers in 5G cellular networks and additional latency is inevitable for wireless communications. When the handover occurs between different types of heterogeneous wireless networks, a large amount of overhead in wireless networks will decrease the data exchanging efficiency.

**Issue of Interference:** In an interference-limited conventional cellular network, the increase of BS/AP density does not lead to the increase of the average interference indicator [12]. However, the densified BSs/APs under complicated electromagnetic environments in smart cities may face highly correlated interference or noise, and hence the performance of some adjacent BSs/APs drops significantly [13]. It is an important concern to eliminate spatially correlated interference in the dense wireless networks of smart cities.

From what we have discussed above, deploying conventional cellular networks cannot solve the above issues and satisfy the ubiquitous information services in smart cities. To solve these problems caused by heterogeneity of networks and ultra-density of BSs/APs, we propose to use converged “cell-less” communication networks instead of “ceded” networks to support the mobile users in smart cities.

Figure 1 illustrates a conventional cellular network and a cell-less network in urban scenarios. As shown in the figure, a mobile terminal in the...
conventional cellular network always associates with one and only one BS/AP, while a terminal in a cell-less network does not associate with any BS/AP. In this case, the terminal in a cell-less network can flexibly communicate with one or more BSs/APs if necessary. In the following parts of the article, we explain the architecture and transmission model of cell-less communication networks.

**Architecture of Cell-Less Communication Networks in Smart Cities**

To match the requirements of huge data rate, ultra-high density, high mobility, and low energy consumption of wireless networks in smart cities, a 5G converged cell-less communication network is proposed in this article. In the novel cell-less scheme shown in Fig. 2, a mobile terminal can choose to access one or more BSs/APs by different uplinks and downlinks considering wireless channel status and its demands, or choose not to access any BS/AP when the mobile terminal is idle. That is, a mobile terminal does not associate with any BSs/APs before it starts to transmit data. In such a case, BSs/APs need not maintain a list of associated mobile terminals; instead, the SDN controller decides which one or more BSs/APs perform the data transmission for the mobile terminal by the control link shown in Fig. 2. Moreover, the SDN controller creates dynamic backhaul links and downlinks/uplinks as well for the joint transmission or reception group of BSs/APs such that they can cooperate with other members in the same group to support joint transmission and reception for a specified mobile terminal. The cell-less scheme supports the adaptive adjustment of the number of BSs/APs by the requirements of the mobile terminal and the wireless channel status in different environments. Therefore, the overhead caused by handover is reduced, and the coverage probability is guaranteed for the mobile terminal. Moreover, the traffic load balancing is achieved by resource scheduling in a large-scale network, which is performed by the SDN controller of converged cell-less communication networks. Furthermore, the traffic load fluctuation in spatial and temporal domains is decreased for smart cities. In this cell-less scheme, the SDN controller and core routers form the SDN cloud, in which the control plane is driven by cloud computing, while routers and the instantaneous backhaul links form the data plane in the cloud.

**Transmission Model of Cell-Less Wireless Communications**

To implement the unassociated transmission between BSs/APs and mobile terminals in cell-less wireless communications, it is necessary to change the access method. Mobile terminals update their locations and channel status around them to the SDN cloud in case the communication to BSs/APs is necessary. As shown in Fig. 3, a mobile terminal transmits the data by broadcasting when it wants to send the uplink data. Nearby BSs/APs receive the data, then forward the data to the joint reception controller in the cloud where the data transmitted from the mobile terminal are jointly decoded. When there are data to be sent to a specified mobile terminal, the SDN controller in the cloud decides which one or more of the BSs are chosen to form a cooperative group to perform downlink joint transmission, considering the location and channel status around the terminal.

Compared to the conventional celled networks, the 5G converged cell-less communication networks have many advantages, listed below.

- **Seamless Convergence of Heterogeneous Networks**: Adopting not only interconnection but also data convergence in terms of transmission environments and user requirements, the cell-less communication networks provide a compelling mechanism to fulfill convergence across tiers and combine their respective advantages as well.
- **Superior Traffic Load Management**: By cooperation of dynamically grouped BSs/APs in the cell-less scheme, the cell-less communication network can allocate traffic load to BSs/APs under the schedule of the SDN controller.
Avoiding Frequent Handovers: In a converged cell-less communication network, a mobile terminal need not associate with any fixed BS. Hence, frequent handovers between cells are avoided, which is conducive to the decrease of outage and latency in converged cell-less communication networks.

Improving of Coverage and Energy Efficiency: When the fixed cell association scheme is given up in heterogeneous wireless networks, the converged cell-less communication networks reorganize the association scheme between the mobile terminals and the BSs/APs in terms of the requirements from users and wireless environments in smart cities. When the flexible grouped cooperative communication is performed, improved coverage probability is expected for a mobile terminal in converged cell-less communication networks. Moreover, when suitable BSs/APs are selected for joint transmission and reception, the energy consumption is also expected to be optimized.

Coverage and Energy Efficiency of Converged Cell-Less Communication Networks

BS Grouping Scheme for Converged Cell-Less Communications Networks

How to form a cooperative group of BSs/APs is a critical issue in converged cell-less communication networks. In general, the grouping scheme depends on the spatial distribution of BSs/APs and the wireless channel environments in smart cities. The basic criteria of cooperative BSs/APs grouping are suggested as below.

Simplicity: Considering the ultra-dense deployment of BSs/APs in smart cities, it is suggested that each station/point serves only one mobile terminal at any time if possible, but one BS/AP is allowed to serve more than one mobile terminal if there may be congestion in high traffic load scenarios.

Economy: As infrequently as possible, BSs/APs are selected to form a cooperative group, given that the group of BSs/APs meet the user data rate demand.

Uniformity between Grouping for Uplinks and Downlinks: The SDN controller will always try to keep the same group for both uplink and downlink transmission if possible. However, the BSs/APs of the cooperative groups for uplinks and downlinks can be different from each other, especially when mobile terminals move quickly.

Employing Backhaul Multicast Capability if Possible: In order to reduce the backhaul overhead, the downlink data is transmitted to the cooperative group by multicast methods if possible.

Mobility Prediction for Adjacent Mobile Terminals: When the BSs/APs are grouped for active mobile terminals, it is necessary to acquire the distribution of adjacent active and inactive mobile terminals and predict the transmission and reception actions of adjacent active mobile terminals. Furthermore, the size of a cooperative group is optimized to avoid traffic congestion at a hotspot.

Pre-Grouping of BSs/APs: Considering that there may be frequent grouping of cooperative BSs/APs in high traffic load scenarios, a pre-grouping scheme is required to accelerate the grouping speed of cooperative BSs/APs. The pre-grouping scheme is designed by evaluating recent cooperative grouping results to reduce the computational complexity of a cooperative grouping algorithm.

Generally speaking, for the indoor scenario where terminals hardly move, a cooperative BS/AP group need not be adjusted frequently, while frequent adjustments must be done for quickly moving terminals outdoors. To maintain the quality of communication for fast moving terminals, more BS/AP candidates are beneficial for BS/AP grouping in downlink transmission. Moreover, to maintain a consistent quality of communication, the grouping size should be adjusted when the data rate demands of the users vary.

Figure 2. Cell-less association relations and data transmission are under the control of the SDN controller.

Figure 3. Transmission model of a cell-less network.
COVERAGE PROBABILITIES IN CONVERGED CELL-LESS COMMUNICATION NETWORKS

As we know, ultra-dense BSs/APs can be deployed to achieve high data rate in smart cities. Moreover, the coverage of every BS/AP will be reduced by massive MIMO and millimeter-wave communication technologies. In this case, the cooperative grouping scheme is a reasonable approach to satisfy the coverage requirement of mobile terminals in smart cities.

Without loss of generality, in our illustrative example, 50 BSs are randomly deployed into a plane of 50 m × 50 m. Moreover, 30 BSs are configured as members of active cooperative groups. A typical user is assumed to be located at the central location in the plane. For the sake of simplicity, the nearest 10 BSs around the typical user are configured to be candidates for cooperative grouping in converged cell-less communication networks. The size limit of the cooperative group is no more than three BSs in converged cell-less communication networks. If there is no idle BS among the candidate BSs, the nearest BS to the typical user is selected to transmit data even if this BS is active in another cooperative group. The coverage probability is analyzed by Monte Carlo simulations in Fig. 4. The results indicate that the coverage probability of the illustrative converged cell-less communication networks is higher than the coverage probability of conventional cellular networks when the SINR threshold of a user terminal is configured as -15 dB~5 dB. The reason is that the cooperative group formed by local BSs can significantly reduce the interference among BSs by converting the interference within the group into the useful signal.

ENERGY EFFICIENCY IN CONVERGED CELL-LESS COMMUNICATION NETWORKS

A large number of BSs/APs are ultra-densely deployed in smart cities. Hence, there is redundancy in BSs/APs when the traffic load is low in some scenarios, such as offices in the middle of the night. The converged cell-less communication network provides a flexible BS/AP sleeping scheme to decrease the energy consumption in smart cities, which is controlled by the SDN cloud computing. The detailed BS/AP sleeping scheme is explained as follows:

- A BS/AP can be configured in several states including transferring, ready, listening, and sleeping. When a BS/AP is in the transferring state, the BS/AP can transmit data to the specified user terminal or probably quit the active cooperative group due to the dynamic grouping scheme. After that, the BS/AP enters ready state.
- When a large amount of data are transferred, the transmission power can be dynamically allocated among the members of a cooperative group according to the channel status between the user and the BSs/APs. A deliberate power allocation scheme will make sense to save energy.
- In low traffic load scenarios, for example, an office at midnight, some BSs/APs can enter sleeping state from ready or listening state to save as much energy as possible. To guarantee the coverage probability of converged cell-less communication networks, the active BSs/APs adaptively increase the coverage area by increasing the transmission power or grouping more cooperative members if necessary.

Utilizing the same illustrative simulation scenario in Fig. 4, 20 active BSs are selected randomly for transferring or ready state, and the other BSs are configured in sleeping state in converged cell-less communication networks. When a BS is sleeping, its neighbor BSs are configured to serve active users to guarantee coverage probability in this area. Considering small BSs in 5G mobile communication systems, the consumption power of BSs is configured as 10, 50, 80, and 200 mW corresponding to the sleeping, listening, ready, and transferring states, respectively. The energy saving of converged cell-less communication networks with respect to the number of sleeping BSs considering different numbers of cooperative BSs is illustrated in Fig. 5a. Numerical results indicate that the energy saving of BSs increases with the increase of the number of sleeping BSs in the illustrative converged cell-less communication networks. Moreover, the cooperative group of two BSs achieves the maximum energy saving of BSs compared to the cooperative groups of three and four BSs in converged cell-less communication networks.

Without loss of generality, the original transmission power of a mobile terminal is configured as 100 mW, and then first, the received data rate in non-joint reception scenario can be obtained by simulation. When the joint reception scheme is adopted in converged cell-less communication networks, the mobile terminal can adaptively adjust the transmission power to acquire the same data rate as the non-joint reception scenario. When the joint reception is configured at uplinks, the energy saving of a mobile terminal is shown in Fig. 5b. Numerical results show that the energy saving of a mobile terminal increases with the increase of the number of cooperative BSs in the illustrative converged cell-less communication networks. These results imply that the converged cell-less communication networks save energy not only at BSs but also at the mobile terminals.
**Future Challenges for Converged Cell-less Communications in Smart Cities**

In the future smart cities, there will be not only a larger number of BSs but also many other WLAN APs and IoT nodes. In this case, these wireless transmitters are ultra-densely deployed in smart cities. All these wireless transmitters could be converged to provide information to users by a cell-less network architecture. The cooperative communication in ultra-densified wireless transmitters is an attractive solution for converged cell-less communication networks. However, the association relationship of the cooperative group cannot be fixed in advance considering heterogeneous wireless transmitters in different wireless networks. In this article, we discuss the potential grouped solutions and validate the advantages in the mobile user coverage probability and the energy saving in smart cities. Anyway, there are still many challenges that need to be investigated. An example is how to trade off the complex and efficiency metrics in cooperative schemes of converged cell-less communication networks. When the large data rate is available for mobile terminals, how to realize the backhaul traffic in converged cell-less communication networks is a great challenge, especially considering different transmission capacities of heterogeneous wireless networks [14]. The cooperative backhaul solution is a potential solution to satisfy the requirements of big data collection and environment awareness in smart cities. As a consequence, the investigation of cooperative backhaul schemes in converged cell-less communication networks is an emerging issue for future smart cities.

**Data and Control Information in Smart Cities**

To support the cooperative transmission in converged cell-less communication networks, part of the control information needs to be separated from the transmission data; then the common data could easily be transmitted and converged in smart cities. Considering the difference among heterogeneous wireless networks and the architecture of converged cell-less communication networks, it is an important challenge to design a compatible protocol for converged cell-less communication networks. Moreover, the information and data in smart cities have different priorities and security levels. In this case, the control information of transmission data cannot be separated in some specified scenarios of smart cities, for reasons such as personal privacy and public security. Therefore, a special scheme may need to be included in 5G converged cell-less communications for smart cities. At the technology level, it is also a troubling problem to execute a single special scheme in all heterogeneous devices, especially if these devices belong to different owners.

**Cloud and Cache Computing in Converged Cell-Less Communications**

As discussed in this article, cell-less communications provide a flexible solution in coverage and energy efficiency for future smart cities. Cell-less communications can solve the heterogeneous issues at the physical level. To match the advantages brought by cell-less communications, the cloud and cache computing schemes are expected to collaborate with cell-less communications in smart cities. How to cover the cloud, cache, and cell-less communication into the uniform architecture for supporting smart cities is a true challenge for researchers around the world. One possible way is to cover the above three architectures by converged data information. However, there are different definitions and understandings for the data and information in cloud, cache, and cell-less communications in smart cities. More studies need to be carried out to investigate the converged cloud, cache, and cell-less communications. Consequently, smart cities will be a good platform to build the dream of converged cloud, cache, and cell-less communications [15].

**Conclusion**

The information and data generated from different types of heterogeneous wireless networks are converged to provide ubiquitous service in smart cities.

---

*Figure 5.* Energy saving in cell-less networks: a) energy saving of mobile terminals; b) energy saving of mobile terminals.
To support mobile users in smart cities, the idea of converged cell-less communication networks is proposed to break away from the conventional celled architecture of cellular networks and support a flexible mobile user association scheme considering the application requirements and wireless channel status. With the deployment of 5G ultra-dense wireless networks in smart cities, the cooperative group communication is designed for the 5G converged cell-less communication networks. Simulation results indicate that the coverage probability and the energy saving at BSs and mobile terminals are improved in 5G converged cell-less communication networks. Based on the analysis and illustrative results, it can be concluded that the converged cell-less communication scheme is a promising way to match the high demand for coverage and rate in future smart cities because of its flexibility and unitarity. Considering there should be many complicated factors in future smart cities, such as the high demand caused by crowded people, the serious obstacle of a lot of buildings, and heavy interference in dense streets, the converged cell-less communication networks can play a critical role because they can converge different communication technologies and provide seamless transmission, and thus improve coverage and energy efficiency by reducing unnecessary interference. With the development of smart cities, 5G networks still need to be further investigated for solving new challenges in smart cities.
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Cybersecurity and Privacy Solutions in Smart Cities

Rida Khatoun and Sherali Zeadally

Abstract

The increasing proliferation and deployment of ICT in the infrastructure of cities has increased interest in smart cities. The long-term objective of a smart city is to enhance the quality of services provided to citizens and ultimately improve their quality of life. However, incorporating ICT opens up various security and privacy issues in smart cities, along with the people living in them. We briefly present the fundamental design concepts of a smart city and review recent smart city initiatives and projects. After identifying several security vulnerabilities and privacy issues within the context of smart cities that must be addressed, we then discuss various privacy and security solutions, recommendations, and standards for smart cities and their services.

Introduction

Many cities around the world risk becoming barren, livable within a few years as their infrastructures are stretched to their limits in terms of scalability, environment, and security while they adapt to support population growth (9.7 billion in 2050 according to the UN-Habitat United Nations [UN] program — http://unhabitat.org). Today, urban territories have complex economic and environmental crises. In fact, this urban evolution will convey both benefits and challenges. Economies will be under increased pressure; energy consumption will increase exponentially; the environment will be challenged; healthcare and education systems will demand new approaches; public safety will be further challenged; and the potential for future cyberattacks against cities is high. Without innovative solutions, this situation can lead to further environmental degradation and poverty. We need to rethink the models of access to resources, transport, waste management, and energy management [1]. Hence, smart, cost-effective, scalable, innovative solutions that can address the problems of urbanization are needed. There are six components that underpin most smart city models: government, economy, mobility, environment, living, and people. All these components help a smart city to achieve multiple benefits that include the following.

Efficient Urban Services: These provide improved transport conditions including comfort, shorter waiting times, better access to information, reduced travel time, reduced CO2 emissions, optimized operations of municipal services (fast and effective response to the demands of citizens [users]), and reduced response times in case of failures of city services/systems or theft.

Smart Buildings Services: These offer reduced costs of electricity and water bills by providing information about an individual’s consumption in real time, enabling buildings to make use of renewable energy, managing the energy consumption of buildings through a smart grid (e.g., anticipating consumption), and automating all building functions (heating and cooling, security, and lighting).

Cyberspace Services: These support timely and high-quality information to citizens, providing quick and efficient responses to the requests of citizens (e.g., through electronic operations), providing various types of services to citizens, including cloud computing and remote data storage.

As mentioned earlier, a smart city offers several solutions to the various problems faced by urban development and city management. However, the smart delivery of services depends on information and communication technology (ICT) as a critical component. In fact, there are risks and challenges invoked by introducing ICT into the infrastructure of a city. Citizens increasingly use unsafe WiFi networks to access their emails, e-banking, and so on, thereby exposing themselves to various types of cyberattacks such as man in the middle (MITM), cracking, and denial of service (DoS) attacks. On the other hand, new critical infrastructures of cities are likely to be exposed to attacks that could cause severe denial of service to cities and industrial sites, and impede the delivery of other services. Cybersecurity is one of the major distinguishing characteristics that can be used to classify safe cities around the world. The Safe Cities Index (SCI — http://safeities.cope.economist.com/wp-content/uploads/sites/5/2015/06/Safe_cities_index_2015_EIU_report-1.pdf) is often used, and it relies on an index comprising more than 40 quantitative and qualitative indicators relying on four facets: digital security, health security, infrastructure safety, and personal safety.

The actual supervisory control and data acquisition (SCADA) systems are based on old software platforms that can be susceptible to intrusions and attacks, thereby compromising these systems’ security criteria. In 2010, the Stuxnet virus [2] targeted the SCADA systems of one of the Iranian nuclear centrifuges. The goal of Stuxnet was to intercept and modify the data sent from and to...
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actually in progress on the Swedish island of Gotland. This project (http://www.smartgridgotland.se/), called Smart Grid Gotland (SGG), intends to integrate large amounts of renewable energy sources (RESs) into the network while maintaining reliability. SGG will increase the hosting capacity for wind power and test the sale of energy by households from solar or wind power under market driven conditions. In the United States, the results of CenterPoint Energy Houston Electric’s (CEHE’s) smart grid project (https://www.smartgrid.gov/project/centerpoint_energy_houston_electric_ilc_smart_grid_project.html) show the benefits of the smart grid approach: improved distribution system reliability (avoiding dozens of millions of customer outage minutes), reduced meter reading costs, reduced operating and maintenance costs (decreased by approximately $5.5 million in 2013), reduced truck fleet fuel usage, and reduced costs from theft detection such as unusual consumption (a cost reduction of $2 million in 2013). To monitor and control distributed components in a power system, the latter needs a SCADA system.

Table 1. Recent projects and initiatives related to smart cities around the world.

<table>
<thead>
<tr>
<th>Project/location</th>
<th>Funding</th>
<th>Duration</th>
<th>Goals</th>
<th>Main partners</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spark/United Kingdom</td>
<td>European Union via European Investment Bank (EIB)</td>
<td>2016–2020</td>
<td>Reduction of greenhouse gas</td>
<td>Department of Energy and Climate Change (DECC)</td>
</tr>
<tr>
<td>CenterPoint Energy Houston Electric (CEHE’s) smart grid/United States</td>
<td>Investment grant program</td>
<td></td>
<td>Reduce the following: greenhouse gas and pollutant emissions, meter-reading costs, maintenance costs, duration of outages, and theft costs</td>
<td>U.S. Department of Energy</td>
</tr>
<tr>
<td>Smart Grid Gotland (SGG)/Sweden</td>
<td>Swedish Energy Agency</td>
<td>2012–2015</td>
<td>Increase the hosting capacity for wind power, and participation in the electricity market.</td>
<td>ABB, Ventyx, Schneider Electric, Royal Institute of Technology (KTH), Svenska Kraftnt, GEAB, and Vattenfall</td>
</tr>
<tr>
<td>Yokohama Smart City Project (YSCP)/Japan</td>
<td>Ministry of Economy, Trade and Industry (METI)</td>
<td>2010–2015</td>
<td>Low-carbon city, hierarchical energy management systems (EMS), sensitive photovoltaic (PV) generation</td>
<td>Tokyo Institute of Technology, Toshiba, Mitsubishi, and Hitachi</td>
</tr>
<tr>
<td>SCOOP@F/France</td>
<td>Ministry of Sustainable Development and European Union</td>
<td>2014–2018 (parts 1 and 2)</td>
<td>Improve the safety of road users and road workers during maintenance projects. Traffic management.</td>
<td>PSA-Peugeot, Renault, Cerema, IFSTTAR, Telecom ParisTech, Orange</td>
</tr>
<tr>
<td>UR: BAN/Germany</td>
<td>Federal Ministry of Economics and Energy</td>
<td>2012–2015</td>
<td>Cognitive assistance, connected traffic systems, and human factors in traffic</td>
<td>Adam Opel, Audi, BMW, Volkswagen, and other companies. Fraunhofer Institute, TUM, Kassel University, other universities/institutes.</td>
</tr>
<tr>
<td>Green Vision/United States</td>
<td>State and federal funding</td>
<td>2007–2022</td>
<td>Ten goals have been defined, including reducing energy use by 50 percent, 100 percent energy from renewable sources, reuse of water, zero-emission lighting, and 100 percent public vehicles running on alternative fuels</td>
<td>Universities, private companies, and regional agencies</td>
</tr>
</tbody>
</table>
In a smart city, an IT infrastructure underpins the design of buildings' control systems, including light and motion sensors, water heaters and coolers, escalators, gas and smoke detectors, water leak detectors, security and access systems. The integration and interconnection of control systems with other systems will increase the security concerns for building operations, occupants and owners.

**Smart Buildings Sector**

In a smart city, innovative and smart buildings are required for various reasons: improving residents’ comfort, efficient operation of the building's systems (i.e., elevators, water pipes, gas pipes), and reduction in energy consumption. In a smart building, a building automation system (BAS) automatically controls the heating, air conditioning, lighting, and other systems. In its report titled Global Smart Buildings Forecast 2013–2018, IDC Energy Insights expects that the BAS technology market will grow from $7.3 billion in 2014 to $21.9 billion in 2018. As for the promotion of technologies for smart buildings, it has been demonstrated that fuel cell technology will enable smart buildings to provide their own electricity with 50 percent less CO₂ emissions. Fuel cell technology is currently being tested at various locations around the world such as Amsterdam’s smart city projects and on environmentally friendly vehicles. Solar technology has also made significant strides (e.g., PV cells that convert light energy into electricity) in the past decade. Recently, new design approaches have emerged based on nanophotonics where nano-antennas are exploited for guiding and localizing light at the nanoscale.

**Transportation Sector**

Half of humanity today lives in cities. Mobility in big cities leads to several problems, such as traffic congestion, and increased pollution and energy consumption. To alleviate these problems, one solution is intelligent transportation systems (ITSs). In a smart city, ITSs offer multiple services, such as reducing mobility by facilitating transport mode selection, optimizing trip planning and management, detecting drivers exhibiting malicious behaviors, improving driver and passenger safety, reducing CO₂, making available parking places information known on smartphones, and tracking cars. Hence, vehicular communication is a key technology in smart cities. ITS technologies and services have been developed over a number of years in research projects by different research communities and standardization organizations such as IEEE and the European Telecommunications Standards Institute (ETSI), the Car2Car Communication Consortium, or the U.S. National Highway Traffic Safety Administration (NHTSA).

In Germany, 31 partners from industry and academia are working on the user-centric assistance systems and network management (UR: BAN) project (http://urban-online.org/en/urban.html — 2012–2015). This project’s goal is to introduce human factors into the traffic system to receive information much earlier, which will help anticipate traffic situations, predict behavior, and detect hazardous traffic situations. Further, the European research project (https://www.adaptive-ip.eu/) Automated Driving Applications & Technologies for Intelligent Vehicles (AdaptIVe) in Wolfsburg, Germany, aims to improve safety for automated driving. In this project special attention is given to the legal aspects of automated driving in future cities and the classification of automated systems from a legal perspective.

In Table 1 we highlight specific developments related to smart cities in Asia, Europe, and North America.

**Cybersecurity Solutions**

For the many components of a smart city’s design, we must also consider the cybersecurity solutions needed.

**Critical Infrastructures**

During the last few years, industrial control systems (ICSs) are increasingly connected to the Internet. ICSs can be found in various infrastructures, including nuclear power plants, chemical plants, oil refineries, railway signaling systems, wind turbines, and so on. Many supervising systems such as SCADA and communication protocols have been designed for ICSs. The SCADA system consists of multiple hardware modules and devices such as the front-end processors (FEPs), engineering workstations, servers, telephone lines, remote terminal units (RTUs), and programmable logic controller (PLC). These devices are controlled through specific SCADA system protocols such as Modbus/TCP, EtherNet/IP, and the Distributed Network Protocol (DNP). However, these protocols were originally designed without any security measures. Exploiting vulnerabilities in a SCADA system can cause significant disruption in the delivery of its services. In SCADA systems, the DNP3 and Modbus protocols allow the supervisory system to have remote devices (e.g., PLCs) that are used to control machines and processes, such as the flow of cooling water in a nuclear reactor, motors, and sensors. Actually, engineers need access to these PLC devices from diverse locations. DNP3 is a protocol with capabilities standardized by IEEE for electric power systems. Modbus is the most widely rolled out industrial control communications protocol (designed in 1979 by Modicon). Unfortunately, security measures were not taken into consideration in the initial design of DNP3 and Modbus. Consequently, these protocols are often vulnerable to cyberattacks such as unauthorized command execution, MITM attacks, DoS, and replay attacks. For example, by default, DNP3 does not provide any authentication mechanisms between the master and the remote devices, which can lead to dangerous consequences in a critical infrastructure such as a water distribution system, a gas distribution system, or a nuclear reactor.

Recently, the open intrusion detection system (IDS) Snort, version 2.9.2, has added preprocessors to support the DNP3 and Modbus protocols in detecting intrusions and attacks against DNP3 and Modbus. A new design architecture of a firewall for systems that use the ModBus and DNP3 protocols using critical state distance (a metric to compute the distance between the current profile and a critical one) was proposed in [10]. However, critical states need to be described in advance, and the firewall does not automatically learn the configuration of the SCADA system. A lot of attention has been given to the data integrity, and some to authentication and confidentiality.

**Smart Buildings**

Cyber-attacks are threatening banks, companies, and government networks. In a smart city, an IT infrastructure underpins the design of buildings' control systems, including light and motion sensors, water heaters and coolers, escalators, gas...
and smoke detectors, water leak detectors, security, and access systems. The integration and interconnection of these control systems with other systems will increase the security concerns for building operations, occupants, and owners. In a smart building the threat could be the disruption of video surveillance, electrical distribution, lighting, emergency power, access control, elevators, fire systems, HVAC, climate control, monitoring, and so on. Any connected device using some software is vulnerable, and the hack can be performed remotely through the Internet. An attacker can easily hack a smart TV by using an MITM attack (https://icybersecurity.wordpress.com/2015/07/07/how-to-easily-hack-your-smart-tv-samsung-and-lg/) because there are actually no anti-viruses or anti-malware solutions available for smart TVs, and for some TV brands the authentication procedure only needs an IP address, a media access control (MAC) address, and a hostname for authentication, which is easy to spoof. Cyberattacks can come from many sources: originating inside or outside a company, executed by terrorists, and so forth. Various communication protocols are actually used in smart buildings:

- **BACnet** is a communication protocol standardized by the American National Standards Institute (ANSI) and the International Standards Organization (ISO) (ISO 16484-5) since 2003 for building automation and control networks. It defines a number of data link/physical layers.
- **KNX** is standardized under EN 50090 and ISO/IEC 14543; it is an Open System Interconnection (OSI)-based network communications protocol for intelligent buildings.
- **Factory Instrumentation Protocol (FIP)** is a European standard (EN 50170-3) used for the interconnection of devices in automated systems. It defines several application/data link/physical layers.

However, all these protocols have no cybersecurity measures to protect buildings against cyberattacks or intrusions. Hence, strong security measures must be applied in smart buildings. These measures must be applied as part of a complete security architecture. Table 2 summarizes the security characteristics that must be applied in an intelligent building management system (BMS).

### Table 2. Security standards and recommendations for cybersecurity of smart buildings.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Description</th>
<th>Standards and recommendations</th>
</tr>
</thead>
</table>
| **Organizational** | • Develop a backup and recovery plan  
• Manage passwords  
• Open feedback sessions  
• Define the standards, tools, safety procedures and rules for the community  
• Develop policies regarding passwords and configurations | • Five Best Practices to Improve Building Management Systems (BMS), Schneider Electric  
• IET standards: Resilience and Cyber Security of Technology in the Built Environment  
• Frost & Sullivan’s Cybersecurity in Smart Buildings, 2015  
• Measurement Science Roadmap for Net-Zero Energy Buildings |
| **Technical** | • Provide physical security for equipment, network cable, and servers  
• Encrypt network traffic with robust symmetric algorithms such as AES and Blowfish  
• Use a secure connection such as a VPN for remote accesses  
• Secure any wireless network with WPA2 protocol  
• Deploy IDS in building  
• Use a centralized authentication, authorization, and accounting (AAA) server such as a RADIUS server  
• Deploy a firewall at every transition point  
• Use strong authentication methods such as biometric or smart cards | • ANSI/TIA-862, Building Automation Systems Cabling Standard  
• Security requirements of IoT-based smart buildings using RESTful web services  
• BSI Federal Office for Information Security  
• Schneider Electric |
| **Human** | • Comprehensive training program for developers and administrators.  
• Inform and raise awareness of safety issues  
• Alert and advise users where there are threats  
• Embed continuity plans and disaster recovery | – |
| **Legal** | • Respect legal aspects of security  
• Use safety standards and follow-up recommendations of the national cybersecurity agencies and actors of IT security  
• Good practices of ICT use  
• Performance standards | – |

The IEEE 1609.2 standard proposed various methods of securing WAVE messages against eavesdropping and spoofing. These methods include public key cryptography, elliptic curve cryptography (ECC), specific WAVE certificates, and hybrid encryption. However, IEEE 1609.2 does not address the issue of user authentication and privacy. In [11] the authors showed a close correlation between the start and end points of a vehicle’s trips and the vehicle owner’s home address, which can lead to vehicle tracking. Current standardization efforts (http://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp1_security.pdf) focus on approaches based on asymmetric cryptography. Messages are authenticated with the Elliptic Curve Digital Signature Algorithm (ECDSA) and the public key certificate issued by a long-term certificate authority (LTCA). Each vehicle also has a pseudorandom certificate issued temporarily by a pseudorandom certificate authority (PCA). Changing pseudonyms frequently offers a good solution for location privacy [12]. However, if the pseudonyms are changed at an inappropriate time or position, such a solution might become inefficient.
E-GOVERNMENT

As mentioned previously, e-governance is a modern system adopted by governments using ICT to link government institutions to each other and to private institutions. Several countries have tried e-government to offer high-quality e-government services to their citizens. However, according to the United Nations e-government survey (http://www.unpan.org/e-governme) in 2014, the majority of citizens are concerned about privacy and security when using e-government services. The main challenges e-government must overcome are privacy, trust, and availability in terms of security. In fact, the security of e-governance includes traditional security services (authentication, confidentiality, integrity, and availability), with more emphasis on data privacy and business continuity management. In the final report of the European project STOA, “Security of eGovernment Systems,” 11 security policies were defined. More attention was given in this project to the privacy in e-governance such as building a “Privacy by Design” knowledge base, stimulating technical and legal solutions to enhance privacy, and making privacy impact assessments of e-government systems mandatory and public.

E-HEALTH

E-health medical services are supported by electronic processes and communication. Also, healthcare professionals share patients’ data among them and tele-monitor patients’ health through smartphones, and patients can have e-prescriptions. E-health allows the public dissemination of medical information about a country’s health situation and manages health crises through the use of information systems to measure, monitor, and make decisions. Actually, many research efforts have focused on the use of wireless medical networks to enable and improve the quality of care and remote medical monitoring. These networks, also called wireless body area networks (WBANs), are characterized by the mobility of their nodes, a network’s easy deployment, and its self-organization, which allows elderly people, people at risk, and patients with chronic disease to be monitored. However, these networks open up new technological challenges in terms of security and privacy. For example, transmitting an electrocardiogram (ECG) signal without encryption will have a big impact on privacy. Commonly used methods include discrete cosine transform (DCT), wavelet transform, and adaptive Fourier decomposition (AFD) algorithms [13]. However, for e-health applications, the performance of these methods depends on the compression efficiency (i.e., the ratio between the original signal and the recovered one), reconstruction quality (the difference between the original signal and the recovered one), and computation complexity. Finding an efficient solution remains a serious challenge. On the other hand, shifting to the cloud environment and storing patient health data in third-party servers remains a serious threat to data privacy. Homomorphic encryption enables modification of the encrypted data without decrypting it. Homomorphic encryption is a very good candidate for e-health in the cloud as it makes the data hosted in the cloud incomprehensible to the provider and others during transmission or processing. The efficiency of Somewhat Homomorphic Encryption (SwHE) has been proven in medical and financial applications [14]. The ISO/TS 18308 standard defines security and privacy for medical records. E-health devices supporting healthcare applications face several constraints such as the computational limitations because of low-speed processors in sensors and smartphones, memory limitations, energy limitations, and concerns about mobility. Therefore, further research into novel, robust security algorithms is needed.

INTERNET OF THINGS

According to [15], there are various key IoT challenges such as heterogeneity, interoperability, scalability, security and privacy, reliability, lack of understanding of new business models, and numerous competing technology standards — International Telecommunication Union Telecommunication Standardization Sector (ITU-T) Study Groups, Internet Engineering Task Force (IETF) Working Groups, ISO, International Electro-technical Commission (IEC), ISO/IEC Joint Technical Committee 1 (JTC1), IEEE Working Groups, World Wide Web Consortium (W3C), Telecommunication Partnership Project (3GPP), Object Management Group (OMG), Open Mobile Alliance (OMA), and others — that must be addressed in the future. In an IETF draft (https://tools.ietf.org/html/draft-ietf-dice-profile-17), the authors define the security architecture and security services (authentication, key exchange, and data integrity) of IoT, and its deployment model. They propose what is actually considered be the most suitable protocol for IoT, which is Constrained Application Protocol (CoAP) over Datagram Transport Layer Security (DTLS). CoAP is a lightweight application layer protocol particularly suited for constrained IP networks because of its low bandwidth requirements; it helps to increase security (by reducing fragmentation at layer 2) and reduce latency in low-power wireless networks such as IEEE 802.15.4. Along with IoT standardization perspectives, there is a need to integrate emerging technologies such as cloud computing, big data, software defined networking (SDN), and network functions virtualization (NFV) with IoT. However, this integration brings risks and vulnerabilities from a security perspective.

Generally, the introduction of ICT in smart cities leads to various security and privacy concerns, summarized in Table 3 along with possible countermeasures.

As shown in Fig. 1, we identified four main challenges for a cybersecurity architecture for smart cities: sophisticated attacks, software product bugs and vulnerabilities, legislation issues, and complexity. Sophisticated attacks are due to hardware capabilities, virtualization, and advanced cryptography techniques that are increasingly being used in network attacks. Software products with security vulnerabilities exist because of poor/defective software design, configuration errors, and/or insecure isolation techniques. As for legislation issues, laws for smart cities cannot be developed and applied properly if existing laws are not reviewed in light of new demands (e.g., user privacy, smart cities leadership, and law
interoperability) in smart cities. Finally, security requirements, new attacks, and legislation issues together further increase the complexity of managing a smart city.

**Privacy Protection in Smart Cities**

For any technology, the rights of citizens should be guaranteed anywhere and anytime. Despite the benefits of smart cities services, privacy breaches are becoming worrisome within the context of smart cities. In fact, most services of a smart city are based on ICT. Sometimes users (especially adolescents and the elderly) are not familiar with security issues, and they become perfect targets for attackers when they interact with many smart cities services through their smartphones, tablets, and computers, revealing personal data such as gender, age, and location. Thus, this section focuses on privacy issues within smart cities. We first define privacy issues; then we present and compare different privacy models. Finally, we briefly discuss current privacy regulations in different countries.

**Privacy Issues**

To understand the significance of privacy challenges in smart cities, we use the following example. A vehicle’s license plate can be connected to the vehicle owner’s identity. Hence, the trajectory of a vehicle can easily be traced even if all communications between the vehicle and infrastructure are encrypted and each device is authenticated by others. This is against the common notion of privacy, which includes the right of people to lead their lives in a manner that is reasonably secluded from public scrutiny, whether such scrutiny comes from a neighbor’s prying eyes, an investigator’s eavesdropping ears, or a news photographer’s intrusive camera. In a smart city, future vehicles will have various communication capabilities that include Internet access, GPS, an electronic tolling system, and RFID. Connected devices in a vehicle will store lots of personal information and have various communication capabilities. In a smart city, the number of connected devices will be very high. The data collected by IoT will allow data consumers to understand the behaviors of data owners or use the data to derive highly personal information, including daily habits.

**Privacy Models**

In an information system there are three main operations: data transfer, storage, and processing. Privacy concerns can occur during any of these operations, which can affect the user’s behavior. Services may be associated with the user’s location, which can raise privacy concerns. The authors in [16] proposed the Where, Who, What (W3) privacy model for location-based services (LBS). In [17], a three-layer model of user privacy was proposed to build privacy-friendly systems. For example, in a smart city, privacy-preserving techniques allow two companies to compare their activities without disclosing to each other their strategic or critical data. The authors in [18] proposed an approach based on linear algebra operations such as matrix multiplications to solve linear systems and compute the correlation between distributed datasets. The proposed solution is efficient and theoretically secure. However, on a large scale the performance of this solution is not reliable because it depends on a trusted initializer that must send data to the parties involved before protocol execution. Unfortunately, privacy-preserving techniques do not address constraints such as the frequent change of members and untrusted third parties (cloud providers). Hence, privacy preservation remains a significant challenge that requires further investigation.

Legislation is important to guarantee privacy within smart cities. Recently, the British Parliament initiated a bill [19] that would allow intelligence services to get unlimited access to users’ Internet navigation data. Under this law, intelligence agencies can legally intercept and decrypt people’s communications; service providers can store users’ navigation data for 12 months; and police can also legally hack computers, networks, and mobile phones. However, Microsoft, Facebook, Google, Yahoo, and Twitter indicated their disapproval of this project. Human Rights Watch (https://www.hrw.org/news/2015/11/09/uk-surveillance-bill-threat-privacy) argued that this kind of project is dangerous and too intrusive because it threatens citizens’ privacy in the United Kingdom. In France, a new surveillance law (Loi n° 2015-912 du 24 juillet 2015) was approved in July 2015. The new law allows intelligence agencies to monitor communications (emails and phone calls) of suspected persons.

**Conclusion**

The main objective of a smart city is to enhance the quality of services provided to citizens to improve their quality of life. However, ensuring security and privacy are significant challenges for our future cities. Here, we have described some of the basic concepts of smart cities, and highlighted recent major initiatives, developments, research, and industrial projects related to smart cities.
cities in different countries. We then identify risks and challenges for smart cities in different sectors such as industrial control systems, intelligent transport systems, the Internet of Things, and e-health. In looking toward the future, we underscore that in smart cities, privacy and public safety remain a central concern that need more legal, scientific, and political consideration. To make this technology as beneficial and trustworthy as possible for public adoption, it is imperative to fight against cybercrime in smart cities. This will require ongoing efforts and support from all stakeholders including politicians, governments, legal institutions, energy providers, network operators, vehicle manufacturers, cloud providers, research laboratories, and industry.
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<table>
<thead>
<tr>
<th>Sector</th>
<th>Threats</th>
<th>Countermeasures</th>
</tr>
</thead>
</table>
| Smart buildings sector  | • Infection by malware
• Systems failure
• Fraud by staff and unauthorized users
• Controlling the fire system
• Causing physical damage such as flooding
• Disrupting building temperature (overheating or overcooling)
• Damaging or controlling the lift
• Open windows and doors
• Modifying smart meters
• Opening parking gates
• Disabling water and electricity supplies
• Starting/stoping the irrigation water system
• Stopping the renewable energy systems (RES) | • Two-factor authentication and one-time passwords for stronger authentication (Imprivata OneSign, Comodo Security Solutions, and STMicroelectronics Secure MCU)
• IoT forensics (DigiCert IoT PKI Solutions, and Symantec solutions)
• Threat and risk modeling
• Data backup and recovery solutions to ensure reliability and continuity of services (CommScope solutions, Socomec solutions, Johnson Controls, and Neuron System) |
| Transport sector        | • Sending false emergency messages
• Disrupting a vehicle’s braking system
• Stopping the vehicle’s engine
• Triggering false displays in the vehicle’s dashboard
• Disrupting the vehicle’s emergency response system
• Changing GPS signals | • Public key infrastructure (PKI), digital certificates (ECDSA) and data encryption solutions (ECIES and AES)
• Misbehavior detection solutions
• Pseudorandom identities |
| Government sector       | • Preventing of cybercrime
• Identity theft
• Disrupting critical infrastructures
• Fiscal fraud
• Altered files | • Data leakage prevention (Symantec, Fortinet)
• Risk assessment (MEHARI, EBIOS)
• Insider threat analysis
• Awareness training |
| Healthcare sector       | • Modifying patients record or information
• Exposing sensitive data unintentionally
• Disrupting the monitoring system
• Disrupting the emergency services
• Sending false information
• Jamming attacks
• Sending an emergency alert
• Eavesdropping sensitive information | • Secured WiFi networks to guarantee safe handling of confidential information and personal data (AirTight Networks solutions, Aerohive security solutions )
• Risk assessment (Rapid7 solutions, Health Security Solutions, SafeNet’s data security solutions, Stanley security solutions, Intel healthcare security solutions) |
| Energy sector           | • Spoofing addresses and user names
• Unauthorized access and controls
• Zero day attacks
• Botnets (Zeus, ZeroAccess, Conficker, etc.)
• Denial of service and distributed denial of service (DDoS) | • Intrusion detection and prevention techniques (Radiflow, Snort)
• Risk assessment (MEHARI, EBIOS)
• Insider threat analysis
• Cybercrime intelligence |
| Financial sector        | • Loss of privacy
• Accounting fraud
• Disrupting business processes
• Accessing confidential company information
• Accessing confidential customer information
• Damaging reputation(s)
• Defacing websites
• Financial and reputation concerns due to fraud and data leakage
• Denial of service and DDoS
• Phishing
• Mobile banking exploitation
• SQL injection
• Trojan | • Anti-malware solutions (Mcafee, Symantec)
• Encrypted files and firewalling
• Fraud detection and prevention techniques (NICE Actimize, Lexisnexis, Kount Complete, Signifyf, Fraud Guardian)
• Risk assessment (MEHARI, EBIOS)
• Insurance to mitigate cybercrime Risk
• Cybercrime intelligence (RSA CyberCrime Intelligence Service, ThreatMetrix Advances Cybercrime Prevention, SurfWatch vC-Suite, IBM Enterprise Insight Analysis) |

Table 3. Security and privacy concerns and countermeasures in smart cities.
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Mobile devices are explosively growing in our daily lives. These mobile devices are widely equipped with sophisticated embedded sensors, such as accelerometers, digital compasses, gyroscopes, GPS, microphones, and cameras. The emerging paradigm of crowdsensing allows this large number of mobile devices to measure phenomena of common interest, which provides a new societal fashion of data sensing and sharing. A typical crowdsensing application leverages the ubiquitous mobile devices and the pervasive wireless network infrastructure to collect and analyze sensed data far beyond the scale of what was possible before. The incentive mechanism is the most critical concern in the development of mobile crowdsensing. Classic incentive mechanisms attract numerous participators by competitive payment designs. However, to achieve sustainable crowdsensing, advanced incentive mechanisms need to pay attention to not only the payment but also many other designs such as energy conservation and secure communications. Although plenty of incentive mechanisms have been developed for mobile crowdsensing, many challenges still remain to be addressed. It is important to explore this timely research topic to support the promise of crowdsensing in practice.

This Feature Topic (FT) gathers articles from the industrial and research communities on sustainable incentive mechanisms for mobile crowdsensing. The primary goal is to push the theoretical and practical bounds for deeper understanding of fundamental algorithms, modeling, and positioning over the next decade, and analysis techniques from industry and academic viewpoints on these challenges, thus fostering new research streams to be addressed in the future. After a rigorous review process, six papers have been selected to be published in this March 2017 FT of IEEE Communications Magazine.

The first article in this FT, “Congestion-Aware Communication Paradigm for Sustainable Dense Mobile Crowdsensing” by Sun et al., investigates the imbalanced utilization problem of wireless bandwidth resources in mobile crowdsensing, which may exacerbate the communication performance, in particular in areas with high density of users. In order to address the issue, the authors propose a congestion-aware communication paradigm. The proposed paradigm efficiently achieves load balance and reliable communication in mobile crowdsensing.

The second article, “Sustainable Incentives for Mobile Crowdsensing: Auctions, Lotteries, Trust and Reputation Systems” by Luo et al., studies design principles of incentive mechanisms with respect to the sustainability issue. It covers a wide spectrum of incentive mechanisms including auctions, lotteries, trust and reputation systems, as well as some potential mechanisms such as games, contract theory, and market-driven mechanisms.

The next article, “A Location-Based Mobile Crowdsensing Framework Supporting Massive Ad Hoc Social Network Environment,” describes a framework that can create an ad hoc social network of millions of people and provide context-aware serious game services as an incentive. While interacting with different services, the massive crowd shares a rich trail of geo-tagged multimedia data, which acts as a crowdsourcing eco-system. This framework can solve many
real-life problems such as reaching a person in a crowd within the shortest possible time, isolating significant events, and finding lost individuals.

In order to increase participation in mobile crowdsensing, the fourth article, “Promoting Cooperation by Social Incentive Mechanism in Mobile Crowdsensing,” develops a social incentive mechanism to incentivize the social friends of the existing participants. The proposed mechanism can be applied to various scenarios where the contributions to the quality of sensing among participants are mutually dependent. Moreover, the authors provide a case study to illustrate that the proposed mechanism is more cost-effective than the traditional incentive mechanism.

Motivated by inadequate sensing opportunities with sparse mobile users, “HySense: A Hybrid Mobile Crowdsensing Framework for Sensing Opportunities Compensation under Dynamic Coverage Constraint” by Han et al., proposes a hybrid framework which utilizes mobile devices and static sensor nodes to provide uninterrupted sensing service. HySense is designed as a mobile service oriented architecture entailing four stages: recruiting, sensing, uploading, and calibrating, in order to achieve sustainable crowdsensing.

The sixth article, “Enhanced C-RAN Using a D2D Network” by Huq et al., leverages the cloud radio access network (C-RAN) technology to address the issue of exponentially growing data traffic in mobile networks. The authors propose a novel device-to-device (D2D) approach for C-RAN networks such that it can effectively reduce the front-haul delays. In particular, the proposed approach meets the objectives of 5G in terms of latency, capacity, energy efficiency, mobility and cost.

In closing, we would sincerely like to thank all the people who significantly contributed to this FT, including the contributing authors, the anonymous reviewers, and the IEEE Communications Magazine publications staff. We believe that the research findings presented in this FT will stimulate further research and development ideas in mobile crowdsensing.
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SUSTAINABLE INCENTIVE MECHANISMS FOR MOBILE CROWDSENSING

Congestion-Aware Communication Paradigm for Sustainable Dense Mobile Crowdsensing

Wen Sun and Jiajia Liu

ABSTRACT

Mobile crowdsensing, as an emerging sensing paradigm, relies significantly on wireless communication networks to provide QoS guaranteed data transmission among smartphone users on phenomena of common interest. The explosively growing number and varieties of smartphones impose heavy burdens on the communication infrastructures of mobile crowdsensing. The communication performance of crowdsensing may deteriorate in some high-density areas due to the overwhelming communication requests, while the wireless bandwidth in other areas may not be fully utilized with sporadic and infrequent communication requests. Therefore, it is of great necessity to consider the imbalanced utilization of wireless resources in the design of a communication paradigm in mobile crowdsensing. To this end, in this article we propose a congestion-aware communication paradigm for sustainable dense mobile crowdsensing in order to achieve efficient load balancing and reliable communication in mobile crowdsensing.

INTRODUCTION

Mobile crowdsensing, as an emerging sensing paradigm, enables individuals or communities to sense and share their local information about phenomena of common interest, based on ever more capable smartphones with a rich set of embedded or accessible sensors and powerful communication capabilities. In mobile crowdsensing, besides a great variety of applications (e.g., environmental monitoring, transportation, human behavior study), wireless communication is of significance to realize mobile pervasive data exchange and data processing.

The explosive growth in the number and capabilities of smartphones makes mobile crowdsensing an unprecedented dense large-scale sensing paradigm, resulting in heavy burdens on wireless communication networks. According to Ericsson’s mobility report [1], the number of global smartphone users had already reached 3.2 billion in 2015. By 2021, there will be 6.3 billion smartphone users worldwide, without taking into account other portable smart devices. In the meantime, a great variety of embedded and accessible sensors are available for mobile devices, which generate huge amounts of data. For instance, the Samsung Galaxy S5 has at least 14 different embedded sensors including accelerometer, gyroscope, magnetometer, proximity sensor, light sensor, barometer, heart rate monitor, fingerprint sensor, microphone, and camera. Based on the mobile data forecast from Cisco [2], global mobile data will exceed 30 exabytes per month by 2020.

The existing wireless communication technologies and paradigms are unable to provide enough bandwidth and coverage to the huge number of mobile devices in dense mobile crowdsensing. For instance, in multimedia applications, each YouTube user will upload data with an average data rate of 5.6 Mb/s for a high resolution video stream. Even the metro network with 100 Gb/s links developed by Verizon is only able to support 18,000 users, which is a quite limited number in a large-scale mobile crowdsensing application [3].

New communication technologies and paradigms have been developed for the next generation of wireless networks, and paradigms typically fall into three categories: centralized communication, opportunistic communication, and device-to-device (D2D)-enabled communication. The centralized communication paradigm, as the most widely used paradigm, requires each mobile user to connect with the service provider for contribution or consumption [4, 5]. It provides reliable transmission, but cannot fully utilize the channel capacity. The opportunistic communication paradigm enables data transmission among mobile users through intermittent connections when they are in short range of each other. It works well in delay-tolerant scenarios where network communication is expensive or unavailable [6]. The D2D-enabled communication paradigm enables direct communication of two mobile users with the assistance of the infrastructure. However, these communication paradigms cannot be applied directly in real-time dense crowdsensing applications due to the specific characteristics of mobile crowdsensing, such as the stringent and various requirements on quality of service (QoS), privacy, budgets, and so on. For example, some real-time required scenarios, such as cloud game systems, have strict delay limitations on interaction, and users with multimedia data processing need traffic transmission at low expense.

Imbalanced utilization of wireless resources is another important characteristic in mobile crowdsensing. Particularly, mobile users are likely to congregate in some areas, such as taxi waiting points, shopping malls, and central business district streets during rush hour, while in other areas, mobile users may be sporadic. This leads to imbalanced usage of the wireless communi-
cation resources where some base stations (BSs) are overwhelmed with massive communication requests while others have sporadic connections. Therefore, it is of great necessity to design a reliable communication paradigm considering the load balancing problem in mobile crowdsensing. However, few works have considered the load imbalance in dense mobile crowdsensing, taking advantage of the wisdom of crowds. In this article, we propose a congestion-aware D2D-enabled incentive framework to achieve efficient load balancing and provide real-time reliable communications in mobile crowdsensing.

The remainder of this article is organized as follows. We overview the basics and the existing communication paradigms of the mobile crowdsensing system. We propose a congestion-aware communication paradigm. Preliminary numerical results are shown. Finally, we conclude the article.

**COMMUNICATION PARADIGM FOR DENSE MOBILE CROWDSensing**

**Basics of Mobile Crowdsensing**

Figure 1 shows the typical architecture of mobile crowdsensing, which consists of three entities: contributor, consumer and service provider. The service provider processes and aggregates data from contributors, and provides services to consumers [7]. Typically, the consumers request the service provider for a sensing task with the specific requirements and the remuneration they would like to pay. The service provider publishes the sensing task according to the consumers’ demand (i.e., the content and requirement of the sensing task), such as accuracy and coverage, as well as price [8]. The contributors decide whether to participate in the sensing task depending on the price the service provider offers and the sensing cost in terms of time consumption, mobile data charge, battery consumption, and so on. There is a negotiation process on pricing between the contributors and the service provider, which is referred to as the incentive process. Then, after that process, the service provider serves the consumers. In some cases, the roles of consumers are negligible, and contributors work toward an overall objective instead of separate objectives for each consumer, such as enlarging the overall sensing coverage [9]. In general, “mobile user” is used as a general term that refers to either a contributor or a consumer.

**Wisdom of crowds:** One of the generic characteristics of crowdsensing is to fuzzify the wisdom of crowds, which reveals that the aggregation of information from a group of people often results in better decisions than those made by a single person. Moreover, crowds may move around driven by incentives, which means that given appropriate incentives, the spatial distribution of mobile nodes (i.e., mobile users) could be changed. However, the involvement of crowds may bring uncertainty in data gathering, as the willingness of humans is quite complex depending on user profiles. Thus, we need to consider user profiles when designing an incentive scheme and try to take advantage of the wisdom of crowds to assist the communication paradigm.

**Traffic imbalance:** In urban environments, driven by social reasons, crowds are likely to congregate together in some areas (e.g., taxi waiting points, shopping malls), while in other areas, mobile users may be sporadically present. From the perspective of networks, the mobility of
crowds leads to traffic imbalance in wireless network resource allocations. In a congested area, some communication requests may not be served in time, resulting in performance deterioration. Imbalanced traffic load is time-variant as the social reasons may vary dynamically. Thus, a feasible communication paradigm should be adaptive to the congestion situation.

**Communication Paradigms in Mobile Crowdsensing**

Communication paradigms in mobile crowdsensing typically fall into three categories: centralized, opportunistic, and D2D-enabled. Table 1 summarizes some existing works on communication paradigms in mobile crowdsensing in terms of application categories, the requirements of real-time and density, and the consideration of imbalanced network resources.

<table>
<thead>
<tr>
<th>Communication paradigm</th>
<th>Reference</th>
<th>Application description</th>
<th>Application category</th>
<th>Real-time</th>
<th>Dense users</th>
<th>Traffic balancing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Centralized communication paradigm</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhou et al. [11]</td>
<td>Bus arrival time prediction system based on mobile crowdsensing</td>
<td>Transportation</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Mahali project [5]</td>
<td>Use GPS signals that penetrate ionosphere for weather monitoring</td>
<td>Environmental monitoring</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>QueueSense [12]</td>
<td>A queuing recognition system to help users to plan their routes</td>
<td>User behavior study</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td><strong>Opportunistic communication paradigm</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ma et al. [6]</td>
<td>Discover geographic characteristics from Twitter</td>
<td>User behavior study</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>LifeTie [14]</td>
<td>Exploit opportunistic collaboration of pedestrians for hikers’ safety</td>
<td>User behavior study</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Sun et al. [15]</td>
<td>A practical and optimized communication mechanism for direct phone-to-phone data transfer</td>
<td>User behavior study</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The communication paradigms of mobile crowdsensing in various applications with different communication considerations.

The opportunistic communication paradigm leverages the mobility of crowds to communicate with each other and share data messages during their interaction time. This paradigm can be applied in some scenarios where network communication is expensive or unavailable (e.g., dead spots of network coverage). The advantage of this paradigm is that a centralized communication server or infrastructure is not required, which reduces the workload of cellular networks in dense areas [6]. However, the opportunistic communication paradigm relies on the mobility of crowds, and cannot be applied in delay-intolerant applications.

The opportunistic communication paradigm has been deployed in disaster rescue applications, where network coverage is poor. Chen et al. [14] presented LifeTie, a prototype of a social-network-inspired mobile crowdsensing application, to ensure hikers’ safety. NFC tags are attached to a mountain as an infrastructure. Hikers on the mountain trigger NFC tags nearby in the range of a few inches using their NFC-enabled mobile phones to check if there is any shelter nearby or leave a message for rescue. However, the deployment and maintenance of NFC tags on mountains are difficult, especially when most hiking areas are deserted. Also, as the NFC tags are not interconnected, the rescue information may not be delivered quickly and effectively.

In order to enable the opportunistic communication between smartphones automatically, Sun et al. [15] developed a communication mechanism for direct communication between smartphone users by automatically setting the phones between normal mode and hotspot mode. Results show that the proposed communication solution reduces communication delay time in some specific scenarios, which paved the way for opportunistic communication in mobile crowdsensing.

**D2D-Enabled Communication Paradigm**

Both the centralized and opportunistic communication paradigms cannot be applied in real-time dense crowdsensing scenarios. The D2D-enabled communication paradigm provides direct and real-time communication between two mobile users with the assistance of the infrastructure. The D2D-enabled communication paradigm is beneficial for large-scale dense crowdsensing, as it could alleviate the workload burdens of communication.
infrastructure in dense areas, while providing reliable communication in spite of the opportunistic interactions between two mobile users. Note that the imbalanced workload problem in dense mobile crowdsensing could take advantage of this flexibility and reliability. We propose a congestion-aware D2D-enabled incentive framework to balance the workload of mobile crowdsensing and provide real-time communications.

**THE PROPOSED CONGESTION-AWARE COMMUNICATION PARADIGM**

In this section, we propose a congestion-aware D2D-enabled communication paradigm for dense mobile crowdsensing in order to alleviate the overloading problem. Assume that in the application area, some eNBs are overwhelmed with massive communication requests (referred to as congested eNBs), while others have infrequent and sporadic connections (referred to as uncongested eNBs). The proposed paradigm aims to offload a requesting mobile user (either a contributor or a consumer without specific remarks) from a congested eNB to an adjacent uncongested eNB through human mobility (step 1) or a D2D-enabled communication (steps 2 and 3). Figure 2 illustrates an example of steps 1, 2, and 3 of the proposed congestion-aware communication paradigm. The application area is covered by macrocells with picocells. eNBs connect to the service provider. Each eNB gets global knowledge from the service provider about its neighboring eNBs, such as location, the congestion situation of these neighboring eNBs, and the information of their connected mobile users. Contributor 1 is an example of step 1, where the congested eNB1 incentivizes contributor 1 to move to the coverage of uncongested eNB2 to re-establish connection. Contributor 2 shows an example of step 2, where eNB3 incentivizes contributor 2 to work as a relay for contributor 3. In step 3, contributor 4 or contributor 5 in a congested eNB establishes direct communication with consumer 1 or consumer 2.

**Step 1.** A congested eNB first tries to offload a requesting mobile user to an adjacent uncongested eNB by taking advantage of human mobility. Note that the position of a mobile user could be determined by human willingness. The service provider could incentivize a mobile user to move to another location to contribute data through a specific pico eNB or macro eNB by providing an appropriate incentive. Particularly, when a mobile user requests for connection to a congested eNB, the eNB searches for a neighboring uncongested eNB with the shortest distance from the position of the requesting mobile user. Then the current eNB incentivizes the mobile user to move to the coverage of the target eNB by providing an extra incentive in terms of monetary or credits depending on the deviation distance. In the case of several eNBs with the same deviation distances, the mobile user just determines an eNB according to his/her preference. The service provider calculates the incentive depending on the real-time situation, given the budget limitation of the service provider. As the exact incentive is related to the user profile and congestion situation, we introduce the congestion factor here and study the incentive through a case study.

We introduce a congestion factor that is proportional to the traffic load of the eNB. The amount of the incentive from an eNB should be inversely proportional to the congestion factor of the eNB, that is, \( p_i \propto x_i^{-1} \), where \( p_i \) is the payment for user \( i \), and \( x_i \) is the congestion factor of the eNB with which user \( i \) connects. Although it is inversely proportional with the congestion factor, the exact value is also related to the budget of the service provider, the daily expense of the mobile users and the related consuming time, and the deviation distance.

After the mobile user moves to the coverage of the target eNB, it establishes connections and uploads the sensor data. If mobile users are unwilling to move to another location for the sensing task or step 1 could not achieve the expected performance improvement, the procedure turns to step 2.

**Step 2.** The congested eNB tries to offload the...
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requesting mobile user to an adjacent uncongested eNB by relaying the traffic of the mobile user to an adjacent eNB through another mobile user. Particularly, when an uncongested eNB receives the communication requests from an adjacent congested eNB, it determines the best relay mobile user based on the location of the connected mobile users. Then it encourages the potential relay mobile user to help relay the communications with an appropriate incentive. If the chosen relay accepts the relay request, it responds to the request with a message. Otherwise, the uncongested eNB determines another potential relay for incentive. Then the uncongested eNB informs the congested eNB, and the congested eNB informs the initial mobile user to transmit to the determined relay mobile user.

For the relay nodes, the service provider pays them an incentive to compensate the sensing cost in terms of mobile data charge, battery drain, privacy risk, and inconvenience. The service provider helps establish the control link, while it also provides the privacy protection. In case mobile users are unwilling to work as relays or step 2 could not achieve the expected performance improvement, the procedure turns to step 3.

**Step 3.** The congested eNB tries to offload the requesting mobile user by establishing direct communication among contributors and consumers. In particular, after the current eNB receives the characteristic information of the mobile users including spatio-temporal information, the service provider matches the requests to find appropriate pairs of consumers and contributors within the coverage. If a consumer happens to request information from a neighboring contributor, the service provider informs the two entities that they could communicate directly. After receiving the control command, the contributor sends the sensor information to the corresponding consumer directly.

Note that as sensor information typically has spatio-temporal expiration range, it makes sense to establish direct communication between contributors and the corresponding consumers, especially for traffic that does not need the process of the service provider. It is likely that there is an appropriate pair of contributor and consumer in the same vicinity. The channels used by the D2D communication could be reused again some range away in order to improve the spectrum efficiency.

**Performance Evaluation**

In this section, we present the numerical results of the proposed congestion-aware communication paradigm. Note that incentive for mobile users to move to another location or work as relay (steps 1 and 2) relies heavily on human willingness, and may differ depending on different user profiles in different time periods. We first conduct a case study at the university scale to learn the relevant aspects regarding incentives. After that, we compare the performance improvement brought by each step of the proposed paradigm.

**A Case Study on Incentives for the Proposed Communication Paradigm**

In the case study, 130 volunteer students at Xidian University are required to complete a sensing task with a certain incentive. The case study lasts for one week. The sensing task asks students to take a photo of a specific item at pre-determined locations. The sensing task may need them to deviate from their planned track and move to another location. Scenarios 1 to 5 are set as different routes to alleviate congestion, where the deviation distances in scenarios 1 to 5 are 1200, 600, 180, 530, and 200 m, respectively. For scenarios 1, 2, and 3, students are encouraged to change their usual lunch canteen for an incentive, while scenarios 4 and 5 incentivize the volunteers to move to another location, especially for a sensing task.

Figure 3 shows the participation percentage of the volunteers in the case study who are willing to complete the specific sensing task according to different congestion scenarios. Incentive is set as a remuneration of 2, 5, 10, and 20 RMB for the sensing task according to the board expenses of college students. As can be seen from Fig. 3, the percentage of students who are willing to move to another location for a sensing task changes with the given incentive as well as the deviation distance. Generally, the participation percentage decreases when the route distance increases. It is also noted that it costs less to incentivize a participant to deviate from their regular route for daily needs (e.g., change a lunch location) than that especially for sensing tasks. We also conducted a survey on how much credits could encourage a student to work as a relay. The results show that given twice the mobile charges, 86 percent of students are willing to help deliver others’ data for one-time sensing task, and 77 percent for long-term relay services.

**Numerical Results**

In order to compare the performance improvement brought by each step of the proposed congestion-aware paradigm, we consider a scenario that is covered by macrocells with picocells. The coverage area of a macrocell is assumed to be circles with radius of 200 m, while a picocell
has a radius of 100 m. Each eNB has frequency resources of 50 orthogonal channels. Three hundred mobile users are deployed in the coverage area. Moreover, the maximum distance allowed for D2D communication between a contributor and consumer pair is set to 30 m. The revenue of the service provider is proportional to the addition of the traffic of the contributors minus the cost of incentives. The participation percentage is achieved from the aforementioned case study. Figure 4 shows the revenue of the service provider in the centralized paradigm, steps 1, 2, and 3 of the proposed congestion-aware scheme. As can be seen, the revenue of the service provider is improved by the proposed scheme. In the centralized paradigm, the revenue of the service provider is fixed, and will not change with the number of users as the available channels are already occupied. Thus, the service provider is unable to allocate a new channel for newcomers. For step 1, the revenue of the service provider is improved as the available channels in the uncongested eNB can be utilized by the users from the congested eNB. The revenue of step 2 is slightly higher than that of step 1 as relay-enabled communication could further utilize the wireless resources of the uncongested eNB, while some mobile users may be unwilling to work as relays due to privacy concerns. Thus, a mobile crowdsensing system shall enhance the privacy measurements and incentives to encourage cooperation. This could be done by employing virtual currency or based on a reputation mechanism. The incentives for mobile users to move to another location or work as relays reduce the revenue of the service provider in steps 1 and 2. The revenue of the service provider in step 3 is significantly improved as frequency channels can be reused, while the cost for incentive is relatively low in step 3.

**CONCLUSION**

In this article, the communication paradigms in sustainable dense mobile crowdsensing have been investigated. We propose a congestion-based D2D-enabled communication paradigm, which takes advantage of the intelligence of crowds to achieve efficient load balancing and reliable communication in mobile crowdsensing. Since mobile crowdsensing is becoming the mainstream data collection method, it is important to pay more attention to a load balancing scheme leveraging on human intelligence in the future.

**ACKNOWLEDGMENTS**

This work was supported by the National Natural Science Foundation of China (61372073, 61373043, 61202394, 61472367, 61432015, 61601357), in part by China 111 Project (B16037), and in part by the Fundamental Research Funds for the Central Universities (JB161502, XJ16045).

**REFERENCES**


**BILOGAPHS**

WEN SUN (S’11, M’16) (sunwen@xidian.edu.cn) is currently an associate professor with the School of Cyber Engineering, Xidian University. She received her Ph.D. degree in electrical and computer engineering from the National University of Singapore in 2014, and her B.E. degree from Harbin Institute of Technology in 2009. Her research interests cover a wide range of areas including body sensor network, IoT, participatory sensing, and 5G.

JIAXI LIU (S’11, M’12, SM’15) (jiuxiajiu@xidian.edu.cn) is currently a full professor at the School of Cyber Engineering, Xidian University. His research interests cover wireless mobile communications, IoT, and more. He has published more than 50 peer-reviewed papers in many prestigious IEEE journals and conferences, and currently serves as an Associate Editor for IEEE Transactions on Communications and IEEE Transactions on Vehicular Technology, an Editor for IEEE Network, and a Guest Editor for IEEE Transactions on Emerging Topics in Computing and the IEEE Internet of Things Journal. He is a Distinguished Lecturer of IEEE ComSoc.
SUSTAINABLE INCENTIVE MECHANISMS FOR MOBILE CROWDSENSING

Sustainable incentives for Mobile Crowdsensing: Auctions, Lotteries, and Trust and Reputation Systems

Tie Luo, Salil S. Kanhere, Jianwei Huang, Sajal K. Das, and Fan Wu

The authors provide an exposition of design principles of six incentive mechanisms, drawing special attention to the sustainability issue. They cover three primary classes of incentive mechanisms: auctions, lotteries, and trust and reputation systems, as well as three other frameworks of promising potential: bargaining games, contract theory, and market-driven mechanisms.

ABSTRACT

Proper incentive mechanisms are critical for mobile crowdsensing systems to motivate people to actively and persistently participate. This article provides an exposition of design principles of six incentive mechanisms, drawing special attention to the sustainability issue. We cover three primary classes of incentive mechanisms: auctions, lotteries, and trust and reputation systems, as well as three other frameworks of promising potential: bargaining games, contract theory, and market-driven mechanisms.

INTRODUCTION

Mobile crowdsensing (MCS) is a new crowdsourcing technique that exploits the sensing capabilities of personal mobile devices, such as smartphones and wearables, to collect data from a large group of individuals. It is advantageous in low deployment cost and vast geographic coverage, and has found numerous applications in diverse domains including transportation, environment monitoring, smart city, and pervasive healthcare. However, MCS systems often face the challenge of insufficient participation due to two reasons:

- Sensing incurs nontrivial costs to participants in terms of battery consumption, mobile data usage, time, and effort.
- Sensor-data collection may not have direct benefit to participants, but often requires long-term commitment.

Therefore, designing proper incentive mechanisms is pivotal to motivate the crowd to participate in and sustain MCS.

This tutorial article provides an exposition of six incentive mechanisms (Fig. 1) that can be applied to MCS. This area of study is fascinating due to its interdisciplinary nature: auctions and lotteries are deeply rooted in microeconomics, while trust and reputation systems are a subject of artificial intelligence by tradition; bargaining games, contract theory, and market-driven mechanisms all sit on the boundary between economics and computer science. This article elaborates the first three mechanisms in length due to their wide adoption in the literature, but we also summarize the salient technical features of the other three because of their promising potential.

Abstract

- Proper incentive mechanisms are critical for mobile crowdsensing systems to motivate people to actively and persistently participate.
- This article provides an exposition of design principles of six incentive mechanisms, drawing special attention to the sustainability issue.
- It covers three primary classes of incentive mechanisms: auctions, lotteries, and trust and reputation systems, as well as three other frameworks of promising potential: bargaining games, contract theory, and market-driven mechanisms.

Introduction

- Mobile crowdsensing (MCS) is a new crowdsourcing technique that exploits the sensing capabilities of personal mobile devices, such as smartphones and wearables, to collect data from a large group of individuals.
- MCS systems often face the challenge of insufficient participation due to two reasons:
  - Sensing incurs nontrivial costs to participants in terms of battery consumption, mobile data usage, time, and effort.
  - Sensor-data collection may not have direct benefit to participants, but often requires long-term commitment.

Preliminaries of Mechanism Design

Mechanism design concerns stipulating a set of rules such that players will act to the designer’s preference. Therefore, mechanism design is also known as reverse game theory, since game theory concerns reasoning about players’ strategy choices given a set of rules.

However, the space of designing the set of rules appears to be infinite, making the problem seemingly intractable. This issue was remarkably alleviated due to the introduction of the revelation principle, which says that any arbitrary mechanism can be replicated by an incentive-compatible direct mechanism. Here, a direct mechanism is one in which players directly tell their types (i.e., private information such as cost) to the designer, and is incentive-compatible (IC) if truth-telling is optimal for every player. Thus, the revelation principle allows us to restrict our attention to direct mechanisms only, which are a much smaller class compared to the original design space. Another important property that needs to be satisfied by a mechanism is individual rationality (IR), which means that one should only gain or maintain his/her utility by participating.

In practice, a player’s type is often unknown to other agents and the mechanism designer, who hence have to reason about the unknowns using prior (often probabilistic) beliefs. This is called an incomplete-information setting and is dealt with by Bayesian mechanism design.
The classic mechanism design theory, which is rooted in economics, focuses on characterizing the existence and uniqueness of equilibria. Its recent marriage with computer science gave birth to the theory of algorithmic mechanism design, which focuses more on how to reach a desired equilibrium through polynomial-time algorithms with an emphasis on computational efficiency.

**Auction**

Auction is one of the most widely used incentive mechanism design frameworks in MCS. A standard auction consists of an auctioneer who sells some goods and a group of bidders who place bids to buy the goods. The auctioneer determines:

- An allocation rule, which specifies "who gets what," that is, who win the auction and what goods are allocated to them.
- A payment rule, which dictates "who pays how much."

A classic example is a Vickrey auction, where there is a single good, and the allocation rule is that the highest bidder gets the good, and the payment rule is that the highest bidder pays the second-highest bid. While seemingly simplistic, Vickrey auction possesses three very desirable properties: dominant-strategy incentive-compatibility, maximal social welfare, and computational efficiency.

When auctions are applied to MCS, the buyer and seller roles are often swapped: the bidders are now mobile users or workers who want to sell sensory data, and the auctioneer buys sensory data from them. This is often referred to as a reverse auction model, in which the allocation rule determines the winners (who are qualified to sell data), and the payment rule determines the size of payment to each winner.

Standard auctions can be categorized into winner-pay and all-pay auctions according to who pays the bids. To allow this taxonomy to also cover reverse auctions, we generalize "paying" bids to "fulfilling" bids. Thus, fulfilling a bid in standard auctions means paying one’s bidding price, and in reverse auctions means surrendering a selling item. In MCS, the latter corresponds to completing a sensing task or submitting sensor data.

**Winner-Pay Auctions**

In a winner-pay auction, only the winners (selected by the allocation rule) need to pay or fulfill the bids. This conforms to intuition and has been widely applied in the MCS literature.

For example, in [1], n participants bid their respective desired payments \( b_i \) for performing a sensing task requested by a service provider. The service provider (i.e., auctioneer) implements:

- An allocation rule that selects the lowest \( m \) out of the \( n \) bidders as the winners.
- A payment rule that pays the \( m \) winners their respective bids \( b_i \).

This is essentially a first-price sealed-bid auction that does not satisfy IC, as a bidder could overbid (\( > c_i \), where \( c_i \) is his/her true sensing cost) and gain higher payoff.

However, what is interesting in [1] is how the issue of sustainability is addressed. The authors observed that, as winner selection is based on \( b_i \), which is lower bounded by \( c_i \), the auction tends to separate participants into constant winners and losers according to their \( c_i \) after multiple rounds. Thus, the loser group may start to drop out as they would see little chance to win. The resultant shrinking participant pool would then induce the winners to increase bids, which implies a higher cost to the service provider and impact the sustainability of the campaign.¹ To solve this problem, [1] gives “virtual participation credit” \( \alpha \) to each losing participant after each round, such that his/her bid \( b_i \) in the next round will be treated as \( b_i^{\prime} = b_i - k\alpha \), where \( k_i \) is the number of his/her consecutive losing rounds. Hence, a loser gets a higher chance to win subsequently while his/her payment remains \( b_i \).

Another winner-pay auction that specifically addresses sustainability is [2], which selects winners by combining their locations (for better geographic coverage) and reported sensing costs. To provide long-term incentives, the auction aims to satisfy a participatory constraint: the average frequency that a user is selected must be no less than his/her “dropout threshold.” Unlike [1], the auction [2] satisfies the IC constraint by adopting a VCG auction.

A VCG auction is an extension of the classic Vickrey auction for selling multiple goods, which corresponds to allocating multiple sensing tasks in MCS. A VCG auction allocates goods to the set of bidders whose bids maximize the social welfare (total goods value); in MCS, this means allocating sensing tasks to workers whose sensing costs minimize the total cost. As for the payment rule, each bidder \( i \) pays his/her externality, that is, the maximum welfare if \( i \) were absent minus the current welfare (when \( i \) is present) of others.

**All-Pay Auctions**

In an all-pay auction (APA), all the bidders need to pay or fulfill the bids regardless of who wins the auction. This appears to be unnatural, and indeed, APA is rarely used in practice for selling traditional goods. But in fact, it exists in reality pervasively, but in a nonobvious form. For example, in political campaigns, job promotions, R&D competitions, and sports, all candidates exert vast effort

---

¹ Strategic workers could do better by underbidding in earlier rounds so as to “elbow out” other workers and, thereafter, increase bids to gain higher payoff in the long run. However, in reality, workers are generally myopic, as also (implicitly) assumed by [1].
(fulfilling bids) without knowing who will eventually win the competition. The theoretical foundation of APA is based on the notion of expected utility, which incorporates a winning probability into the utility function and thereby makes all-pay equivalent to winner-pay auctions in principle.

The first work that applies APA to MCS is [3], where the APA is conducted as follows. After a task requester announces a sensing task, interested workers can straightforwardly participate in performing the task (e.g., move to specific locations and collect sensor data). Upon completion of the task (or after a predefined period), the task requester selects a winner based on performance (amount/quality of collected sensor data) and rewards him/her. This is all-pay since non-winners have also surrendered their sensing data (and effort).

Compared to the winner-pay genre, APA has three desired advantages, as partially covered in [4]. The first is simplicity. A winner-pay auction consists of two stages (Fig. 2): a bidding stage in which bidders submit bids to indicate their intent to participate (e.g., how much sensor data to collect and how much payment they desire) and a contribution stage in which only the winners (a subset chosen from all the bidders) perform the sensing task. In contrast, an APA compresses these two stages into a single bid-cum-contribution stage, in which all workers contribute straightforwardly without bidding their intent. For a requester, such an MCS campaign is simpler to organize. For workers, they no longer need to contrive a plan or intent just for doing a micro-task like sensor data collection; rather, they can quickly start and then “plan on the go” (e.g., the amount of data). This offers more flexibility and is better suited to the ad hoc and “micro-task” based nature of MCS.

The second advantage is risk-free of bid non-fulfillment. Since a bid in winner-pay auctions is merely an intent to participate, there is little guarantee that the winning bids selected in the first stage will be fulfilled in the second stage. On the other hand, bids in APA are all fulfilled upfront (as actual contributions), which nullifies the risk.

The third advantage is obliviousness to truthfulness. This is a special merit when applying APA to MCS, as APA does not exhibit it by itself. This merit says that IC, which is a main challenge in mechanism design, is technically irrelevant to all-pay MCS. The reason is that both the allocation and payment rules of all-pay MCS are no longer based on bids of intent but on bids of actual contributions, which are directly observable and cannot be lied about. This liberates mechanism designers from the IC constraint and allows them to focus on other important goals such as revenue maximization, IR, and computational efficiency.

However, APA also has a disadvantage, which is more of a psychological rather than a technical one. That is, although the fact that APA entails a sunk cost to every bidder makes no mathematical difference in terms of expected utility, it demands the bidders to be fully rational. More specifically, APA can only guarantee a nonnegative payoff in expectation but not on every realization, unlike winner-pay auctions. In other words, APA offers a weaker “sense of security” to workers. One remedy is to employ behavioral economics and marketing strategies, as suggested by [4].

Table 1 summarizes the above comparison.

**Sustainability**

As mentioned earlier, the temporal continuity of MCS causes a critical sustainability issue in which participants may drop out due to lack of long-term commitment. One way to retain participants is to run the original “grand” auction in multiple iterations, each over shorter periods, such that the remuneration cycle is reduced and more winners can be selected. However, under such a scheme, many workers may keep losing successive rounds and thus still quit in frustration.

Therefore, we suggest three modifications to traditional auction design to improve sustainability. First, redesign the allocation rule by determining winners using one of the following:

- The (possibly time-discounted) cumulative contribution of each non-winner rather than his/her contribution in the current round alone
- A discriminatory winning probability, which is a function of previous losing rounds, such that losers are “subsidized” with higher winning odds subsequently.

Second, redesign the payment rule such that the reward is adaptive to the losing history of a winner. An example can be found in [3, 4], which introduce an adaptive prize to vary with a winner’s cumulative contribution so that workers are incentivized to contribute more than the case of fixed reward.

Third, although theory shows no definitive advantage between single and multiple prizes in terms of revenue (total contribution) [5], we recommend the use of multiple prizes for MCS. This is because it curbs “starvation,” especially when the crowd size is large, and is user-friendly.
Another feature related to sustainability is the microscopic nature of MCS tasks, as mentioned earlier. This feature calls for a minimal participation procedure, as otherwise it tends to outweigh the task itself and thereby prompts participants to leave. This advocates an all-pay auction as a more favorable choice due to its one-stage bidding process.

**LOTTERY**

Auctions have been extensively studied in economics for decades, and (primarily because of that) are widely adopted in the MCS literature as an incentive mechanism. However, a recent critique undertaken by [6] points out that auctions may not always be a good fit for MCS due to their perfectly discriminating nature. Intuitively, it means that one must outbid everyone else in order to win; in other words, auctions are so competitive that “weaker” (lower-type) bidders will never win. Thus, while auctions could be a superior choice for crowdsourcing that solicits prime quality from strong players, they may not suit MCS well, which aims to engage “grassroots” to perform very simple tasks like sensor data collection, where massive participation is of the foremost priority to achieve a required geographic coverage.

Lottery — or its generalized form Tullock contest — is shown by [6] to be a good alternative to resolve this issue. A Tullock contest is a probabilistic game in which the winner is not determined by the rank of bids but by a probability, specified by a contest success function (CSF) \( p_i = b_i/\sum b_j \). Here, \( b_i \) is bidder \( i \)'s bid and \( r \) is a constant exponent. When \( r = 1 \), it yields a lottery, which is the simplest form of Tullock contests.

The most salient feature of Tullock contests is that they are imperfectly discriminating: as bids only determine winning probabilities, everyone has a chance to win, no matter how “weak” he/she is. This is very attractive to ordinary workers who often constitute the majority of MCS participants, which is not necessarily the case in crowdsourcing in general. Therefore, as evidenced even by reality, many countries run national lotteries in which millions of people participate.

Table 2 summarizes the above comparison, indicating that auction and lottery are two complementary mechanisms. When applied to MCS, a typical lottery is conducted in an all-pay fashion, in the sense that all the bids are actual contributions.

Tullock contests are inherently more sustainable than auctions, because imperfect discriminating allows for a more even distribution of winning positions and thereby helps participant retention. To further improve sustainability, one way is to incorporate historical losing records into the bid \( b_i \) or the power exponent \( r \) in the CSF, such that the CSF gives favorable bias toward persistent losers. Another way is to use the adaptive payment rule described earlier, for which [6] provides a detailed reference.

**TRUST AND REPUTATION SYSTEMS**

Auctions and Tullock contests tend to use financial incentives, which may be less effective when:

- The amount is insignificant (e.g., due to the “micro-ness” of MCS tasks).

- The task has moral implications (e.g., collecting healthcare-related data for seniors).

Another issue is financial sustainability, which we address in market-driven mechanisms.

A widely used non-monetary incentive mechanism is trust and reputation systems. Trust is a local and subjective measure of the relationship between two persons/agents, and can be derived from direct or indirect past interactions. Reputation is a global and objective measure by aggregating all other people’s trust with respect to a particular person. Trust and reputation have enormous influence on social recognition and peer pressure, and hence are effective and sustaining sources of motivation as backed up by both scientific research and practice (e.g., Quora and StackOverflow).

A well-known online trust and reputation system is the Beta reputation system [7]. It uses a modified expected value of the Beta distribution to model the extent to which a user trusts another user, as \( T(i, j) = (g_i(j) + b_i(j))/(g_i(j) + b_i(j) + 2) \), where \( g_i(j) \) and \( b_i(j) \) are the number of “good” and “bad” feedbacks from \( j \), respectively. The reputation of \( j \) is then an aggregated value of all the feedback combined, that is, \( R_j = (g_j - b_j)/(g_j + b_j + 2) \) where \( g_j = \Sigma g_i(j) \) and \( b_j = \Sigma b_i(j) \).

Trust and reputation can be used in MCS to incentivize workers to contribute more trust-

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Winner-pay MCS</th>
<th>All-pay MCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk of bid nonfulfillment</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Has challenge of satisfying IC</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Workers’ sense of security</td>
<td>Stronger</td>
<td>Weaker</td>
</tr>
<tr>
<td>Revenue (total contribution)</td>
<td>Equal (by the revenue equivalence theorem under standard assumptions)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Comparison of winner-pay and all-pay MCS.**

<table>
<thead>
<tr>
<th>Comparison of auction and lottery.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winner selection</td>
</tr>
<tr>
<td>Perfectly discriminating</td>
</tr>
<tr>
<td>Imperfectly discriminating</td>
</tr>
<tr>
<td>Competitiveness/barrier to entry</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>Typical size of participant pool</td>
</tr>
<tr>
<td>Small</td>
</tr>
<tr>
<td>Large</td>
</tr>
<tr>
<td>Contribution level from each</td>
</tr>
<tr>
<td>individual player</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>Suitable applications</td>
</tr>
<tr>
<td>Those favoring quality over</td>
</tr>
<tr>
<td>quantity (e.g., effort/ knowledge-</td>
</tr>
<tr>
<td>intensive crowdsourcing, contests)</td>
</tr>
<tr>
<td>Those favoring quantity over</td>
</tr>
<tr>
<td>quality (e.g., micro-task</td>
</tr>
<tr>
<td>crowdsourcing, MCS)</td>
</tr>
<tr>
<td>Suitable players</td>
</tr>
<tr>
<td>Strong players (who are of higher</td>
</tr>
<tr>
<td>types)</td>
</tr>
<tr>
<td>Ordinary players</td>
</tr>
<tr>
<td>Revenue (total contribution)</td>
</tr>
<tr>
<td>No conclusive comparison (contingent on problem settings)</td>
</tr>
</tbody>
</table>

**Table 2. Comparison of auction and lottery.**
worthy data. For example in [8], the authors use a fuzzy inference system to determine the trust of contribution, given the quality of contributed data and the trust-of-participant. If the output trust is higher than a threshold, the reputation of the participant will increase, otherwise it will decrease.

The reputation is then used as a scaling factor of reward, thereby incentivizing each worker to improve his quality of contribution and to contribute more.

Another trust and reputation based incentive mechanism for MCS is simple endorsement web (SEW) [9]. It is a social network that connects participants using an endorsement relationship, where Alice endorses Bob if she trusts Bob to be a “good” contributor, or because of benefit derived from nepotism.

Nepotism is a notion introduced by [9] to capture human nature more realistically, striking a trade-off between egoism (as assumed by game-theoretical economists) and altruism (as argued for by philanthropists and humanitarianists). Nepotism states that people could behave in the interest of a specific group of people whom they care about (e.g., family and close social connections), rather than being categorically egoistic or altruistic (Fig. 3).

Nepotism can be used in social-network-based MCS to create incentives. For example, this can be realized by a revenue-sharing scheme [9] in which a worker who contributes sensor data and thereby earns a reward (e.g., reputation points) needs to share the reward with his/her endorsers. As a result, endorsers become beneficiaries of the contributor. Thus, if (very likely) a contributor is endorsed by some of his/her “nepotic” social connections, a new incentive is created for the contributor: “work for your cared (or loved) ones” (besides yourself).

For completeness (to cover non-nepotic cases as well), endorsement is designed to be a mutually beneficial relationship, where a contributor with more endorsers is deemed by SEW as more trustworthy, and will receive higher reward.

Trust and reputation systems are generally more sustainable than monetary incentive mechanisms, due to the void of financial burden and the long-term social influence. On the other hand, a major challenge to trust and reputation systems is the cold-start problem (i.e., the difficulty of inferring the trustworthiness of a user during bootstrapping). There is a large literature on this topic, which is out of the scope of this article.

**BARGAINING GAMES**

A bargaining game concerns how to divide certain surplus (cooperation benefit) between two players. There are two classic bargaining models. The Rubinstein bargaining model takes a strategic approach to model the bargaining procedure as a sequential game, in which the two players alternately propose offers until one accepts the offer proposed by the other. The Nash bargaining model takes an axiomatic approach to focus on deriving an outcome that satisfies certain axioms [10]. Such an outcome is a tuple (r_1, r_2) that maximizes the Nash product, \( u_1(r_1) - u_1(d_1)u_2(r_2) - u_2(d_2) \), where, \( r_1 \) and \( r_2 \) are the two players' shares of the total surplus, respectively, \( u_1(.) \) and \( u_2(.) \) are their utility functions, and \( d_1 \) and \( d_2 \) are their status quo payoffs if an agreement is not achieved.

MCS involves multiple workers, and we can apply a bargaining model by letting the task requester bargain with each worker separately while taking into account other workers. Using the Nash model as an example (e.g., [11]), let us suppose a task requester has a sensing task of value v and a worker is interested in undertaking it. The requester wants a share \( r_1 \) as profit, and the worker wants a share \( r_2 \) as reward, where \( r_1 + r_2 \leq v \). If the bargain fails (say with a probability \( p \)), they both fall back to their status quo payoffs, which are typically 0 for the worker but can be positive for the requester. The reason is that, with probability \( 1 - p \), the requester can reach an agreement with one of the other workers. This implies that \( d_1 = v \) and \( d_2 = 0 \), which then allows us to formulate and optimize the Nash product. Depending on the players’ risk profiles, the utility functions \( u_1(.) \) and \( u_2(.) \) may be nonlinear.

The sustainability issue arises when some workers constantly fail to achieve an agreement with the requester and fall back to their status-quos payoffs. This can be improved by giving higher bargaining power to “loyal” workers and workers who successfully fail.

**CONTRACT THEORY**

Contract theory [12] deals with two players who take very different roles. One player, called a principal, has all the bargaining power and spells out a contract, which may contain a list of contract items. The other, called an agent, can only accept or reject the contract or accept a specific contract item, without counter-offering as in bargaining.

There are two main contract models: the adverse selection model, in which the agent has certain hidden information that the principal tries to elicit, and the moral hazard model, in which the agent could exert some hidden effort that is of economic value to the principal, and the principal tries to induce a desired effort level at minimal cost.
In the context of MCS, we consider each pairing of a worker and the task requester. In the adverse selection case, the hidden information may be the worker's sensing cost. The requester can offer a menu of contract items, each being a (cost, remuneration) tuple. To induce the worker to pick the contract item corresponding to his/her true sensing cost (i.e., to satisfy IC), the requester needs to pay an information rent, which is the difference between the remuneration and the cost. See [13] for an example of how to set the rent. In the moral hazard model, the requester aims to elicit a certain sensing effort from a worker so as to produce a sensing quality that maximizes the data value $v$ minus the worker's remuneration. As the effort is hidden and the quality is not a deterministic function of effort, the optimal contract is an insurance that gives the worker the entire effort-dependent $v$ while requiring the worker to pay a fixed "deductible." However, if the worker is risk-averse, the requester needs to also offer a quality-linked incentive and make a trade-off between incentive and insurance based on the worker's risk profile.

Sustainable contracts can be achieved in two ways. First, the contract can adopt an installment scheme rather than one-off payment; only after the worker has collected a certain portion of the total target amount of sensing data (with certain quality) will a corresponding portion of the total remuneration be paid to the worker. This not only motivates workers to follow through the entire campaign, but also shortens their waiting periods and curbs impatience. Second, in the adverse selection model, the remuneration can include a bonus component on top of information rent to reward long-term workers; in the moral hazard model, this bonus can be incorporated into either the insurance or the incentive.

**Market-Driven Mechanisms**

Monetary incentives may encounter financial sustainability as mentioned earlier, where constant payments to workers could impose a stringent burden on budget. One solution is market-driven mechanisms, which exploit the supply-demand interaction to create incentives and shed the financial burden from MCS systems.

To run a market-driven mechanism, the MCS system first needs to create a market. Specifically, given that supply is provided by MCS workers, the goal is to create demand (i.e., attract consumers). This can be achieved by:

- Offering a compelling informational service over the collected sensor data (e.g., via data analytics).
- Simply providing the raw data if it bears considerable value to certain users.

The next step is to design a market-driven mechanism using one of the following models. In a fine-grained model, each service request from a consumer can be mapped to a specific set of data contributions. For example, a consumer may query “the average traffic speed of Road-7 in the past hour.” In such cases, the market can distribute the consumer’s payment to workers who contributed data to that particular spatio-temporal (S-T) window. As illustrated in Fig. 4, a requester who made a query at S-T point $t_1$ pays workers who made the set of contributions $\{q_1(1), q_2(2), q_3(3), q_4(4)\}$, and a query at $t_2$ pays to the set $\{q_1, q_2, q_3\}$.

**Figure 4. Fine-grained model for market-driven mechanisms [14].**

Dynamic pricing [14] can also be integrated to determine the payment to each individual worker.

In a coarse-grained model, each consumption is serviced by mining a large set of data or multi-data-sets; it is not possible or practical to pinpoint which particular contributions are used and to what extent. Therefore, supply and demand can be calculated on a macro basis using statistical methods to determine pricing and payment distribution.

In both models, it is possible that each user plays a dual role of both data contributor and service consumer. A corresponding incentive scheme is provided in [13], which does not use monetary payments.

Market-driven mechanisms thus improve sustainability by shedding financial burden from the system. They are also advantageous in their inherent ability to regulate supply imbalance between popular and unpopular areas, or peak and non-peak hours. This is achieved by charging a higher price to spatio-temporal regions with lower supply but higher demand, and vice versa, which incentivizes workers to move to system-desired regions to perform MCS tasks.

**Summary, Challenges, and Opportunities**

Is there a rule of thumb as to which incentive mechanism fits which particular MCS applications? The answer is embedded above and summarized here. In general, auctions suit effort/knowledge-intensive applications, while lotteries suit micro-task scenarios. Trust and reputation systems are best when the task has strong moral and social implications, while market-driven mechanisms are a superior choice when the sensing data have great commercial value; both mechanisms have good financial sustainability. Bargaining games suit the situation when workers and the task requester have comparable bargaining power, while contracts are preferred when the task requester dominates the decision making.

While research in the area of incentive mechanism design is rich, the fundamental assumption of human rationality often faces challenges in reality. A relaxation of this assumption is the notion of bounded rationality, which has led to rising activities on behavioral economics. Another challenge is collusion among agents, which significantly complicates the design but meanwhile introduces a very interesting problem to solve. Heterogene-
While research in the area of incentive mechanism design is rich, the fundamental assumption of human rationality often faces challenges in reality. A relaxation of this assumption is the notion of bounded rationality, which has led to rising activities on behavioral economics.
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SUSTAINABLE INCENTIVE MECHANISMS FOR MOBILE CROWDSENSING

A Location-Based Mobile Crowdsensing Framework Supporting a Massive Ad Hoc Social Network Environment

Md. Abdur Rahman and M. Shamim Hossain

ABSTRACT

This article addresses one of the key challenges of engaging a massive ad hoc crowd by providing sustainable incentives. The incentive model is based on a context-aware cyber-physical spatio-temporal serious game with the help of a mobile crowd sensing mechanism. To this end, this article describes a framework that can create an ad hoc social network of millions of people and provide context-aware serious-game services as an incentive. While interacting with different services, the massive crowd shares a rich trail of geo-tagged multimedia data, which acts as a crowdsourcing eco-system. The incentive model has been tested on the mass crowd at the Hajj since 2014. From our observations, we conclude that the framework provides a sustainable incentive mechanism that can solve many real-life problems such as reaching a person in a crowd within the shortest possible time, isolating significant events, finding lost individuals, handling emergency situations, helping pilgrims to perform ritual events based on location and time, and sharing geo-tagged multimedia resources among a community of interest within the crowd. The framework allows an ad hoc social network to be formed within a very large crowd, a community of interests to be created for each person, and information to be shared with the right community of interests. We present the communication paradigm of the framework, the serious game incentive model, and cloud-based massive geo-tagged social network architecture.

INTRODUCTION

With the recent advancements of smartphone technologies, people carry smartphones as an alternative to their home computer. One of the key powers of a smartphone is that it can sense the context of a user or his/her surroundings and provide necessary services based on location, time, and personalized needs [1]. A large proportion of the population nowadays are familiar with smartphone technologies and use them for day-to-day affairs. For example, both Facebook and Google have crossed the billion landmark of mobile social network users. Hence, not only can people who carry smartphones consume location-aware services but they can also take part in crowdsensing activities and share data with their social networks of interest [2]. Furthermore, people carry smartphones as a personal digital assistant, for instance, while walking, at rest, running, bike riding, driving, or on a bus or train [3]. Recent crowdsensing applications leverage this smartphone ubiquity to support innovative solutions over a very large coverage region that were previously not achievable, thereby advancing the domain of mobile crowdsensing research [2]. Using mobile crowdsensing, many interesting phenomena can be observed in real time, such as live auto traffic and navigation map in a city, live weather reports based on smartphone user observations, sentiment analysis from uploaded multimedia content, multimedia annotation and tagging, emergency and disaster management, multi-lingual translation, city noise map generation, location-based news sharing through multimedia, rich multimedia data reports from an accident scene, and collaborative city map updating, to name a few [4].

Mobile crowdsensing allows a query or task to be outsourced by a requester to a very large crowd, sometimes called crowdsourcers, through a global crowdsensing platform running a cloud computing framework [5]. The requester then receives complex results back within a defined amount of time. One of the distinguishing characteristics of mobile crowdsensing is that it augments the sensing capabilities of smartphones with human computation because humans carry smartphones. As a result, a query or task can leverage different crowdsensing paradigms such as opportunistic and participatory sensing, personal sensing, group sensing, community sensing, location-aware sensing, and context-aware sensing [6, 15].

To seamlessly integrate the requester and crowdsourcers, it is necessary to use a crowdsensing framework [3] that allows a requester to pose a query and crowdsourcers to reply with sensing results. There are several challenges that must be addressed by the different parties involved in mobile crowdsensing in order to obtain the desired output because both requester and crowdsourcers need sustainable motivation through incentives, rewards, and returns, whether intrinsic or extrinsic, financial or non-financial [2]. In a crowdsensing environment, everybody pays some cost and hence expects some return [6]. For example, a requester has
to spend a significant amount of time designing tasks, either developing them from scratch or paying to post the tasks to a crowdsensing platform, finding workers with the right skills, coordinating the workflow, analyzing the quality and quantity of the returned crowd sensed data, ranking the crowdsourcers for future recruitment, and providing appropriate and sustainable incentives to the workers while considering their own profits.

The crowdsourcers use their smartphone resources, time, energy, and intelligence, and they also compromise their privacy and expose their personal social network to the outside world at the expense of their own communication costs. Hence, a strong mobile crowdsensing platform has to be designed that can address the challenging needs of mobile crowdsourcing within a very large crowd [7]. In addition, depending on the crowdsensing application, smartphone workers might share a massive volume of multimedia such as geo-tagged text, audio, video, and images to the crowdsensing platform that need to be processed in real time. Hence, designing a crowdsensing platform based on the application type is a challenging task [8].

To support mobile crowdsensing activities, each mobile crowdsensing system leverages a smartphone application in which a requester can communicate with the appropriate audience. Although some existing crowdsensing platforms such as Amazon Mechanical Turk or CrowdFlower [9] allow workers to be found, creating an ad hoc crowd social network just for the purpose of crowdsensing, this issue poses additional challenges. Existing crowdsensing applications hire skilled and in-demand labor online through already established online platforms while offering other crowdsensing features through a separate smartphone application. Alternatively, the hiring platform can be used as a component within the crowdsensing framework [10]. However, this approach is not suitable for very large gatherings such as the Hajj, Olympic Games, and other ad hoc scenarios where the crowd comes together for a short while from all over the world, stays in a city, and then permanently leaves.

In this article, we present our novel multilingual crowdsensing framework that embeds a set of free smartphone-based services that are needed for pilgrims to perform the pilgrimage while they stay in the city of Makkah. The framework also allows each pilgrim and city resident taking part in the crowdsensing activities to leverage incentives. The incentives are embedded within the framework in the form of a set of free services. Because most pilgrims are performing their pilgrimages for the first time in their lives, the crowdsensing framework adopts a spatio-temporal serious game, or game-with-a-purpose (GWAP) initiatives [12], the details of which are discussed in the design section.

The rest of the article is structured as follows. At first, we discuss the background and challenges of the proposed crowdsensing. Then we present the system design of the framework. Next, we describe the crowdsensing experience and lessons learned from the deployment of the system followed by the concluding remarks.

**Background and Challenges**

Hajj is a yearly gathering where more than 3 million people from around the world congregate for a week in the Holy City of Makkah to perform spatio-temporal ritual activities [11]. Each ritual must be performed within a geographical boundary (Fig. 1) and within a certain time period, and is referred to in this article as a spatio-temporal activity. The crowd is composed of males, females, and children of all ages, although a large percentage are older in age. One of the unique characteristics of this crowd is that they mostly come only once in their lifetime to the pilgrimage; they have different languages, cultures, daily needs, health conditions, educational backgrounds, and social needs. Each pilgrim is part of a small group that has a leader from his/her country, and each small group then becomes part of a larger group that has a group leader. The geographical location of the venue where the crowd gathers, the diversity of the crowd and its organizing authorities, the size of the crowd (Fig. 1), and the type of sensing services required by the crowd are unique needs that the crowdsensing system must address.

Some of the key aspects of the crowdsensing framework are as follows:

**Requester and Crowdsourcers**

The following are the actors of the crowdsensing system:

- Pilgrims and their accompanying group members
- Pilgrimage organizers and group leaders
- The family members of each pilgrim around the world
- The friends of each pilgrim around the world
- Existing social networks on Facebook, Google, Twitter, Instagram, and so on
- Medical facilities, hotels, and other similar service providers
- The Makkah municipality, different Saudi ministries that handle pilgrims, and other governments and their respective ministries that deal with pilgrims

**Crowdsensing Services**

The following are some key needs, challenges, and features of the crowdsensing services:

- Because Makkah is going through incremental but rapid structural changes, there are numerous missing addresses. Hence, existing mapping services such as Google, Yahoo, and ESRI together do not cover more than 40 percent of the city road networks. Thus, it is hard for a pilgrim to identify him/herself with respect to a certain geo-location. The only way of localizing oneself is through a GPS location. Fortunately, more than 80 percent of pilgrims come with smartphones with a built-in GPS sensor.
- Because the crowd is mostly elderly people from all over the world, despite having a smartphone as a companion, many of them are unaware of mapping, location sharing, and other crowdsensing tools.
- Because almost all the rituals take place on open land (Fig. 1), where all the pilgrims must travel from one geographical location to another within a predefined time duration, each pilgrim needs personalized crowdsensing services. Exam-
Because many smartphone users who come for pilgrimage from around the world are elderly, designing a semantic and user-friendly crowdsensing client-side application is a challenging task. Another challenge is the social diversity and inter-pilgrim and intra-pilgrim requirements, which we term as user context.

Examples of free crowdsensing services are services that locate fellow pilgrims and family members (as all of them have the same color clothing), locate tents (as all the tents look alike), find important points of interest such as hotels and restaurants, locate nearby taxis and nearby hospitals, present the weather and news, provide translation, identify areas with accidents and congestion nearby or on the route (e.g., more than 700 pilgrims died in a stampede during Hajj in 2015).

- When a pilgrim is lost, his/her social network such as his/her family members, group or team leader, country representative, local city municipality, and other communities of interest might leverage location-based crowd sourcing services to find him/her.

- Because every year a new crowd appears, the crowdsensing framework has to quickly set up the social network by creating small and large groups and then allowing each pilgrim or other actors to join as ordinary or leader members. Existing social network models fail to handle such pilgrim dynamics. The pilgrims generally form a social network model in which the network is formed on an ad hoc basis; the size of the network grows as the crowd starts the pilgrimage and diminishes as the pilgrims leave the gathering place.

- With the help of the crowd, the city municipality would like to build the digital road network and enrich the digital map with all the points of interest (POIs). The digital map should consist of items such as POI descriptions with geo-tagged

Figure 1. Sample crowd in a tiny region with key ritual geo-zone locations that every pilgrim has to attend for a certain amount of time: (a) Mina; (b) Arafat; (c) Muzdalifah; (d) Haram; (e) Jamarat.
images, audio and video, POI ratings, a city noise map, live city traffic, tourist POIs, city-wide restaurants and facilities, free parking slots, the best route to a POI, multimedia reports on accidents, and garbage collection spots. The city will provide these free map-based services, which will be enriched through the crowdsensing framework, to the pilgrims and city residents.

• The crowdsensing platform should have both smartphone applications for different actors and a cloud platform that can process a massive amount of crowdsensing multimedia data and generate appropriate query results.

• The crowdsensing platform should embed an incentive mechanism that is sustainable and can attract the actors mentioned above through free mobile services, which is equivalent to different forms of intrinsic, extrinsic, and other social incentives.

SYSTEM DESIGN
Because many smartphone users who come for pilgrimage from around the world are elderly, designing a semantic and user-friendly crowdsensing client side application is a challenging task [13]. Another challenge is the social diversity and inter-pilgrim and intra-pilgrim requirements, which we call user context. The inter-pilgrim context is the difference in user context between any two pilgrims at any given time, while the intra-pilgrim user context is the change in user context of one pilgrim over time. Hence, a context-aware crowdsensing framework supports the recommendation of a subset of social ties, often called a community of interest (COI), and services to a user, the automatic execution of a service for a user, and tagging of context-to-information to support later retrieval.

CONTEXT-AWARE CROWDSENSING CLIENT ENVIRONMENT
The following smartphone applications with free services have been designed to attract different actors and encourage them to contribute to the crowdsensing system. We designed nine crowdsensing and crowdsourcing single sign-on applications (for iOS, Android, and the Web), as shown in Fig. 2, that support various actors when they perform different crowdsensing tasks. These applications were envisioned to support various communication paradigms such as Wi-Fi, 4G mobile communication, Bluetooth Low Energy, Wi-Fi Direct, and other emergency Internet access point based communications.
these applications, different actors can form an ad hoc social network. We have worked with the Saudi government and other government agencies and ministries around the world that facilitate pilgrims to distribute the apps before pilgrimage is even started. When the pilgrims reach the pilgrimage location, they start enriching their ad hoc social network through the day-to-day use of different applications, communicate with their COI, and consume services or take part in multimedia location-based crowdsensing services. We briefly described different sensing and crowdsourcing features supported by each of these applications. 

Pilgrim App: This app contains many spatio-temporally context-aware incentive services for the pilgrims. Because pilgrimage is the objective, altruism is found to be the greatest motivator for each pilgrim, in addition to access to lifesaving free services. For example, it offers the location and time for each pilgrim, defines the geo-zones, and offers the necessary and recommended rituals as well as other services. This motivates each pilgrim to continuously use the application and take part in the crowdsensing activities. Some of the incentivized services are as follows:

• 10 free SMSs per day in which pilgrims can share geo-tagged multimedia with their COI on topics such as complaints, health issues, or POI reviews.
• Because of their similar dress and tents, a very large number of pilgrims get lost. This app enables lost individuals to be located with a real-time route augmented with crowdsourced multimedia details.
• Location of the optimum route to more than 30,000 POIs with live offline map-based browsing.
• A service that allows pilgrims to update the traffic in either opportunistic mode or participatory mode, share incident images and videos, add missing road names to the map, and report empty parking slots, trash locations, construction work, or obstacles on the road, and earn credits in terms of free daily services and SMSs.
• An emergency service that shows nearby police stations, fire departments, and ambulance services as well as a navigational path in real time.
• A service that shares a privacy-protected location with a COI via other applications.

Family App: This application was designed to keep the pilgrim connected to his/her relatives throughout his/her stay in Saudi Arabia. The relatives of pilgrims are notified whenever pilgrims enter different ritual boundaries. Assuming proper authorization is set, a pilgrim and his/her COI can see their live locations at any moment of time and can interact through the respective apps by sharing geo-tagged text, audio, video, and images via a messenger app.

Management App: The management application was designed for agencies, ministries, and governments around the world, including Saudi Arabia. This application can be used to locate any pilgrim in real time in case they are lost. It also helps to locate the mass movements of the pilgrims throughout the Hajj, provided a pilgrim gives his/her authorization. It provides a mechanism by which a pilgrim can complain about the services and health issues directly to the respective authorities. Authorities can also interact with the pilgrims through SMS, MMS, and a messenger app. Authorities can share the POIs like bus or rendezvous points and tent location through the app.

Messenger App: This application provides single sign-on actors the facilities to chat and share location-aware text, images, and audio and video messages with their COI in a multi-point-to-multi-point conferencing mode.

Vehicle App: This application connects vehicles with related pilgrims, drivers of public and private vehicles, family members of vehicle owners, companies of public vehicles, and administration. Vehicle owners and drivers can announce their locations through the application, and pilgrims and city residents can discover vehicle or taxi locations within a certain perimeter, chat with drivers, negotiate prices and routes, book single or multiple seats, and announce their pickup locations.

Doctor App: Most pilgrims come to perform the rituals in their old age with one or many types of disease such as diabetes, high blood pressure, heart problems, or asthma. In an emergency, a pilgrim might be unable to explain his/her current location properly because of the language barrier and lack of a proper addressing mechanism. Hence, it is very difficult for an ambulance, doctors, or authorities to locate a patient. If a pilgrim falls ill, the app can help by showing nearby ambulance locations and sharing the current location and health condition of the pilgrim. The system can share the status to nearby friends who are online. The system can also send notifications to family app contacts.

City App: This is a real-time monitoring system so that the Makkah city authorities can monitor and manage all involved entities during the Hajj. This is a visualization and analytics tool for the municipality that receives a stream of real-time data from the suites of smartphone crowdsensing modules.

Routing App: Because a large percentage of the pilgrims do not know how to use maps because of their advanced age, this app allows the current location of two individuals to be geo-tagged and augmented with multimedia to determine a route. It uses crowdsourced multimedia along the route as POIs so that users can easily locate each other among millions of similar looking pilgrims and tents.

**Cyber Physical Serious Games as Incentives**

We defined geo-caching game elements within the crowdsensing environment, which includes both cyber and physical scenarios. A pilgrim can play the cyber game before he/she starts his/her pilgrimage through virtual space. Once he/she arrives at the pilgrimage venue, the physical game starts, which is architecturally like Nintendō’s Pokémon Go. The two scenarios are briefly explained below.

**Scenario 1: Users in A Cyber World:**

1. A pilgrim has to solve a spatio-temporal puzzle in the context of Hajj in a cyber world. The game environment consists of maps with the actual POIs of the physical holy landscape and digital
road network. Once he/she completes one Hajj task at a particular location (broken down into mandatory, recommended, and optional ritual activities by time and geo-zone), he/she has to perform the next task by visiting the next location using allowable modes for travel (by air, walking, or a vehicle), times, and sequences. This journey continues until a pilgrim wins the game (by being in certain locations in a specific order). The system shows him/her a path to the next step from the current state.

2. The game environment maps each virtual POI with the actual location and elevation of the objects in the holy land, thanks to our crowd-sourced POI collection apps.

3. A pilgrim can share his/her location and geo-tagged multimedia messages with others in the COI of the game environment in case he/she needs guidance or is lost at any geo-location.

4. The game environment is capable of showing a physical crowd and the player’s social network as virtual objects in a leaderboard to pilgrims while they perform the rituals (Fig. 3b).

For example, a pilgrim will be able to view real-life traffic and a number of cars on a certain road while he/she roams around.

5. Once the pilgrim finishes all the parts of the puzzle, he/she gets an accolade, badge, and views his/her score. The system shows the mistakes with details such as the location of the mistake, type of mistake, and correct way of doing the step.

6. The game can be played using gaming hardware such as Oculus Rift, Virtuix Omni, MYO, Google Glass, LEAP, and Kinect2.

7. A user can play the above steps as many times as needed before he/she starts the actual pilgrimage.

8. The game can have multiple levels. For example, in Level 1 (basic level), the user is provided a virtual environment with almost no crowd so that he/she can clearly visualize all related POIs. Factors such as “user gains expertise” or “time taken to complete a level” will determine if a player moves to the next level. The difficulty of a level is changed by adding virtual/real crowds and shorter completion times.

We defined geo-caching game elements within the crowdsensing environment, which includes both cyber and physical scenarios. A pilgrim can play the cyber game before they start their pilgrimage through virtual space. Once they arrive at the pilgrimage venue, the physical game starts, which is architecturally like Nintendo’s Pokémon Go.
9. The game can operate in a recording mode that saves all activities in any format and can be played if assistance is required for performing all the activities in real time.

10. The game also has sharing options, so if one needs specific help, the shared component provides guidance.

11. A special add-in mode was designed for users who need special medical observation. For example, while they play multiple levels of the game, their heartbeat, pulse rate, and blood pressure can be recorded. These measurements can be analyzed to generate automatic recommendations and/or a special consultation before the user actually plans their real-time activities.

12. The game shows other users’ experiences and statuses that can be viewed any time in a leaderboard (in game mode as well as in real time).

Scenario 2: Users in the Physical World:

1. This scenario starts as soon as the pilgrim reaches the actual region where the pilgrimage needs to be performed. The game has to be played physically. If one has family members or other persons of interest accompanying him/her on the pilgrimage, they can play the game together (multi-player game), thereby producing a spatio-temporal massive online real-time geo-caching game.

2. Users face tasks similar to those discussed in scenario 1, except for the fact that the user is in the physical world.

3. Pilgrims generally come in groups. Whenever one pilgrim in a group finishes a ritual in one place, he/she can leave a message and share a trail of his/her events so that others in the group can follow the trail (Fig. 3). The full multimedia sensory data stream along with video and audio can be used to re-create the Hajj experience. Geo tracks can be used to draw the journey path on the map. All the data collected can be used to provide the completely immersive experience of visiting a place to another pilgrim or can be shared with family members around the world.

4. If there are no shared components with any of the COI members, the user can log on to their account and download their pre-recorded activities as performed in scenario 1.

Context-Aware Crowdsourcing Environment

Figure 4 shows the high-level context-aware crowd sensing/sourcing environment. The smartphone apps are designed to probe a user’s current context (location, time, events from mobile sensors, onboard or attached, and mined user social network data), read past contexts, capture user queries or tasks posted from other users, and provide a subset of available services and tools to connect to a subset of the user’s social ties through mobile applications.

Crowdsourcing Cloud Environment

All the crowdsourcing applications we have designed require a big data cloud that supports both real-time and offline multimedia data processing as well as spatio-temporal query analysis and visualization of very big data. We have used Amazon’s big data Web services architecture to deal with multiple applications for multiple entities. The architecture is able to handle multimedia data, spatio-temporal data, and relational data with the support of S3 for storage, SQS for queue management, EC2 for scalability, RDS for relational data management, and DynamoDB for noSQL data management (to name some key technologies). We used Open Street Map for offline mapping and routing using PostGreSQL as the backend database in addition to Google Maps for the online maps. For messaging services and push messages consisting of multimedia and location data, our cloud services provide a set of available services and tools to connect to a subset of the user’s social ties through mobile applications.
All the crowdsourcing applications we have designed require a big data cloud that supports both real-time and offline multimedia data processing as well as spatio-temporal query analysis and visualization of very big data. We have used Amazon's big data Web services architecture to deal with multiple applications for multiple entities.

Figure 5. User interfaces for different crowdsourcing smartphone application suites: (a) sample user interfaces for crowdsourcing, crowdsensing, and free services in the pilgrim app; (b) sample incentive mechanism in which a pilgrim can see his/her live location as well as those of the COI members with respect to ritual geo-zones; (c) family members can see the trails of a pilgrim in real time; (d) the city can visualize the real-time trails of a sub-group or larger group of pilgrims from a certain country; (e) multimedia messenger for sharing text, audio, images, and short videos; (f) multimedia POIs that can be visualized or shared with the crowd; (g) location-aware crowdsourced and crowd sensed collaborative taxi application; (h) while navigating toward a POI or another person, crowdsourced geo-tagged multimedia is shown on the route.
In order to validate the crowdsourcing paradigm, we first introduced the suite of applications to different Hajj stakeholders in May 2014 in six languages. Since then, we have received tremendously positive feedback that motivated us to constantly update our system by taking into consideration the reviews and suggestions of the crowd.

Figure 6. Admin volunteers performing a human intelligence task (HIT) from a web admin by: a) approving, editing, or rejecting points of interests uploaded by the crowd; b) adding/editing a road name based on a crowd submitted picture from the on-site location.
In order to validate the crowdsourcing paradigm, we first introduced the suite of applications to different Hajj stakeholders in May 2014 in six languages. Since then, we have received tremendously positive feedback that motivated us to constantly update our system by taking into consideration the reviews and suggestions of the crowd. More than 20,000 users have downloaded different application suites. Thanks to S. Basalamah, F. Allaf, F. Ur Rehman, A. Ahmad, B. Sadiq, D. Hossain, and S. Abdullah for their great support. Around 100 local volunteers have been helping us to analyze, clean, and publish the crowd data for public usage [14].

Figure 5 shows some of the most popular services along with their user interfaces and usage scenarios, while Fig. 6 shows the human intelligence tasks performed by paid volunteers who analyze, modify, and approve the crowd submitted POIs (Fig. 6a) and missing road name data (Fig. 6b). Using the developed services, pilgrims can consume location- and time-aware services, form ad hoc communication networks with millions of people and share information via geo-tagged multimedia. The developed suite of smartphone applications enables the crowdsensing and crowdsourcing activities described in this article.

**CONCLUSION**

In this article, we present our crowdsourcing and crowdsensing framework designed for a very large ad hoc crowd. The framework offers a suite of applications as free services to incentivize the crowd. To make it sustainable, the framework uses both smartphone and human intelligence to collect, analyze, personalize, and share the crowdsourced data with the different stakeholders of a tiny city that hosts about 3 million tourists for about a week. The proposed crowdsensing paradigm is designed to deal with people who speak many different languages and from each country around the world by forming an ad hoc social network and then providing context-aware services to each person. This work has given us insight and motivated us to work further in understanding such unique crowd dynamics and enhancing incentive models to engage the crowd in consuming and sharing information as well as using the crowd’s intelligence to providing services to the crowd and the city.
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ABSTRACT

An incentive mechanism is important for mobile crowdsensing to recruit sufficient participants to complete large-scale sensing tasks with high quality. Previous incentive mechanisms have focused on quantifying participants’ contribution to the quality of sensing and provide incentives directly to them. In this article, we introduce a novel approach, called the social incentive mechanism, which, surprisingly, incentivizes the social friends of the participants who perform the sensing tasks. The basic idea is to leverage the social ties among participants to promote global cooperation. Since the incentive that a participant receives largely relies on the behaviors of his/her social friends, participants have the motivation to impact their friends’ behaviors through their social relationships in order to gain a higher payoff. This approach is applicable to many scenarios where the contributions to the quality of sensing among participants are interdependent, such as data aggregation. We have provided a case study which shows that the social incentive mechanism is more cost-effective than traditional incentive mechanisms.

INTRODUCTION

Generally speaking, mobile crowdsensing leverages the power of mobile participants with smart devices, including smartphones, smart wristbands, smart watches, and so on, to sense the information of interest from a large area. A popular example of mobile crowdsensing is fine-grained air quality monitoring, in which participants use their smart devices to measure the air quality around the city and upload their sensed data to the mobile crowdsensing platform. Compared to traditional sensor networks, there are many advantages of data collection by mobile crowdsensing [1–3]. First, sensing coverage is unprecedented, since smart devices carried by participants are distributed everywhere in the city. What is more, the mobility of participants further extends the sensing coverage. Second, the cost for installation and maintenance of sensors is trivial in mobile crowdsensing, since these sensors are embedded in off-the-shelf smart devices. Third, with mobile crowdsensing, vast heterogeneous data can be aggregated to provide more comprehensive sensing services.

Although promising, there are some fundamental issues in mobile crowdsensing, among which the incentive mechanism has received the most attention. Since smart devices are owned by mobile users, rather than the mobile crowdsensing platform, we need to encourage the participation of mobile users (i.e., those who own smart devices). Clearly, when mobile participants are performing their sensing tasks, they will consume their time, battery energy, and mobile data; that is, participants will incur certain costs for participating in crowdsensing. Therefore, a crowdsensing platform can barely attract sufficient participants to fulfill tasks without proper incentives. In this sense, an incentive mechanism, which determines the reward for participants to complete their tasks, is critical to guarantee the performance of crowdsensing.

In most previous studies, large-scale sensing tasks are first decomposed into a set of independent sensing tasks. Then the crowdsensing platform allocates these tasks to participants by providing incentives to them directly for what they have performed. Clearly, such mechanisms can motivate the participants to get involved in crowdsensing and provide high-quality sensing data in the independent task scenarios. However, in practice, there are many sensing applications where the quality of sensing tasks are interdependent (e.g., data aggregation applications). It is therefore difficult to decide the incentive for each individual due to the unknown quality of sensing that each participant contributes. If all participants are awarded with the same incentive, this could encourage them to report sensing data at the least cost, which leads to overall poor performance in terms of quality of sensing. Existing results fall short, and a new incentive mechanism is pressingly needed for this application scenario.

Since the quality of sensing is interdependent among a collection of sensing tasks performed by independent participants, it is desired to stimulate cooperation among participants. In practice, the number of participants who perform tasks with interdependent quality of sensing (referred to as interdependent tasks hereafter) could be very large. Most participants may not be willing to cooperate with strangers. Therefore, it is difficult to include all participants in cooperation. Notice that participants may have social friends due to the popularity of social networks. It is more feasible to design an incentive mechanism that encourages social friends to cooperate with each other so that the social welfare and the utility of each participant can be increased simultaneously.

In this article, we propose a novel incentive...
We introduce a new incentive mechanism, the social incentive mechanism in mobile crowdsensing, where incentives are provided to the participants’ social friends to stimulate cooperation, rather than directly incentivizing participants themselves.

We provide a framework, showing how to design an efficient social incentive mechanism for mobile crowdsensing with interdependent tasks. A case study is provided to demonstrate that the performance of the proposed incentive mechanism is better than traditional incentive mechanisms.

**EXISTING INCENTIVE MECHANISMS IN MOBILE CROWDSENSING**

In this section, we summarize existing incentive mechanisms in mobile crowdsensing, shown in Fig. 2. The existing literature can first be categorized according to the different objectives of sensing applications (optimizing data quality, maximizing sensing coverage, protecting privacy, etc.). They can be further divided by their role in designing incentive mechanisms: platform-leading and market-driven. The platform-leading incentive mechanisms are further classified based on the mathematical approaches (e.g., auction, contract). The market-driven incentive mechanisms are mainly designed to balance the supply and demand. Lastly, all incentive mechanisms can be designed in either online or offline ways.

First, in order to meet various requirements in different scenarios, researchers have proposed various incentive mechanisms with objectives varying from optimizing data quality [5] to maximizing sensing coverage [6] to protecting privacy [7], and so on. Taking sensing coverage as an example, consider the case where the platform wants to collect information about how many roads are in poor condition. Thus, the quality of information received by the platform is largely dependent on the sensing coverage. Therefore, the incentive mechanism should encourage participants to sense in various areas. These reporting data of a new location will receive a high reward.

Since there are multiple entities in mobile crowdsensing systems, previous studies can then be classified into platform-leading [5, 7–11, 13] and market-driven [12, 14]. Platform-leading means that the reward of tasks is determined by the platform. Clearly, the platform can take the initiative to maximize its payoff by adjusting tasks’ rewards. Market-driven is a fair situation where the reward of a task is determined on the relation between supply and demand. That is, if there are many participants performing one certain task, the reward will decrease because of redundant supply. If there are many requests for a certain service, the reward of the corresponding task will increase.

![Figure 1. Cooperation propagation through social relationships. Links between the tasks layer and participants layer mean that a task is performed by a participant. Tasks are connected to each other due to interdependence, while participants are connected to each other by social relationships. Participants A, performing task 1, needs to cooperate with B, C, and D, shown in the dashed box. Further, B also needs to cooperate with E. Then E needs to cooperate with F and G. In this way, the cooperation can propagate through social relationships among participants, which results in global cooperation.](image)

![Figure 2. A summary of existing works on incentive mechanisms in mobile crowdsensing.](image)
market-driven approaches need to consider individual rationality (IR), that is, any participant’s payoff must be nonnegative.

Auction is one of the most common approaches in platform-leading incentive mechanisms. In auction, participants have to submit their bids for candidate sensing tasks, and the platform chooses some participants as auction winners according to various requirements. Besides IR, an auction-based incentive mechanism must guarantee truthfulness, which means that a participant cannot improve his/her utility using an untrue cost as his/her bid. Existing studies on this include reverse auction [8], all-pay auction [9], Tullock auction [10], and so on. In reverse auction (i.e., the roles of participants and auctioneer are reversed), participants are data sellers, while the platform is the data buyer. In [8], Yang et al. proposed a reverse-auction-based incentive mechanism for the user-centric model, where participants who are selected as auction winners will upload their data and receive their rewards from the platform. Different from common reverse auction, all-pay auction and Tullock auction are new, where the platform forces all participants to upload their sensing data in advance. In [9], the authors proposed an all-pay auction-based incentive mechanism for the scenario where participants have asymmetric beliefs. The only auction winner is the one with the greatest contribution, who will get a high reward, while other participants gain nothing. A Tullock auction is similar to an all-pay auction. The only difference is that the winner in a Tullock auction is determined stochastically. The one contributing the largest value has the biggest probability to win. Both all-pay and Tullock auctions is efficient to eliminate participants’ free-riding. That is, participants cannot trickily receive profit without contributing. Although no participants except the winner get any reward in all-pay and Tullock auctions, the feasibility lies in the expected individual rationality (i.e., a participant has nonnegative expected payoff).

The contract is another popular approach in platform-leading approaches. Its basic idea is to classify participants into different types, and design a set of contract items for participants of different types. A contract can overcome information asymmetry, that is, the platform may not know the actual cost of performing tasks by participants, due to the lack of private information such as preferences and valuations. A feasible contract ensures that participants of each type will choose the same kind of contract items to maximize their payoffs; meanwhile, the platform can maximize its own payoff. In [11], Duan et al. proposed a contract-based incentive mechanism for distributed computing in crowdsourcing where the contract is a set of task quota and reward pairs. Each participant selects one of the contract items and performs the corresponding amount of the task to obtain the reward.

The Stackelberg-game-based incentive mechanism is also a popular approach in platform-leading incentive mechanisms. Typically, in the context of mobile crowdsensing, the platform is the leader who will first provide a total reward (which will be divided by participants) to recruit participants. Participants, acting as followers, will decide whether to participate in crowdsensing. Reference [11] focused on the scenario where the platform wants to build a database, and proposed a Stackelberg-game-based incentive mechanism for data acquisition. Participants who upload their information will share this reward uniformly. Reference [8] designed an incentive mechanism for a crowdsource-centric model in which participants’ strategies are the sensing time. The reward is divided according to participants’ sensing time instead of equal distribution as in [11].

The most popular market-driven approach is based on exchange economy theory. The utilities of both participants and service requesters interact through the relation between supply and demand. The incentive mechanism is designed to maximize the social welfare on condition that the market is clear. In [12], Tham et al. proposed a market-based approach for crowdsensing taking data quality into account, and proved the existence of the market equilibrium.

All the incentive mechanisms can work either offline or online. An offline mechanism refers to the case where participants are already in the platform and wait for the platform’s recruitment. The platform needs to design an effective incentive mechanism to conduct the crowdsensing process. In contrast, an online mechanism means that participants come to the platform one by one. If not being recruited, a participant will leave. Participants will inform the platform of the tasks in which they are interested and the corresponding reward they expect upon arrival. The platform needs to make a decision at once on whether to recruit this participant or wait for another participant with a lower cost [13]. The key challenge is how to design an efficient algorithm with guaranteed performance.

As seen in Fig. 2, none of the existing incentive mechanisms take the social relationship among participants into consideration. As we consider a quite different scenario where the quality of sensing is interdependent, we propose a novel social incentive mechanism, aiming to promote cooperation among participants in crowdsensing.

**System Model**

We consider large-scale sensing applications where the quality of sensing for sensing tasks is interdependent. An example of such a scenario is the data aggregation, where sensing reports from different participants are fused to serve a common objective [15]. Clearly, the quality of sensing that the platform can receive depends on how many participants share their information.

Define the participant set as $N = \{x_1, x_2, \ldots, x_N\}$. Participant $i$ in the crowdsensing system has his/her own strategy $x_i$, which indicates the workload that participant $i$ wants to perform, or the contribution that participant $i$ wants to make. $x_i$, for example, can be seen as the amount of sharing information. Further, define $X$ as all participants’ strategies (i.e., strategy profiles) and $X_i$ as the strategies excluding participant $i$. As the quality of sensing tasks are interdependent, the utility that participant $i$ can receive is defined as $v(1 \cdot X_i)$, where $\cdot$ is the product operator, and

$$1 \cdot X_i = \sum_{j \neq i \in N} x_j.$$ 

Note that here participant $i$'s own contribution is
trivial for providing service for himself/herself. The reason is that in our scenario, exactly what the participant needs is others’ sharing sensing data. For example, consider that a driver wants to make a good route plan. This driver already knows his/her own GPS information. However, this cannot help make a route plan. What the driver wants to know is whether there is a traffic jam along the selected path. The platform gathers drivers’ GPS information to provide such road condition service. If the driver is informed of another driver’s GPS information, he/she will know the status of traffic and manage to have a wise route plan. That is, this driver can only benefit from others’ information. We assume that \( v_i(1 \cdot x_j) \) is an increasing and concave function with \( v_i(0) = 0 \) to capture the marginal effect. Performing a task will certainly incur a cost for a participant, such as consuming their time, battery energy, and mobile data. Define \( \text{cost}(x_i) \) as the cost of participant \( i \) for performing a task with strategy \( x_i \). Here, we assume that \( \text{cost}(x_i)(0) = 0 \) and \( \text{cost}(x_i)'(0) = 0 \) to indicate the increasing marginal cost for making a greater contribution. Taking the data aggregation as an example, the more information a participant shares, he/she will consume more battery energy and mobile data. At the same time, it will cost more time to sense and upload these sensing data, which will further increase the cost. We define a participant’s payoff as the benefit from others (i.e., the service provided by the platform) minus the cost of performing tasks, i.e., \( u_i = v_i(1 \cdot x_j) - \text{cost}(x_i) \). Besides, define the sum of all participants’ payoffs as the social welfare \( S \), that is,

\[
S = \sum_{i=1}^{N} u_i.
\]

For a better understanding, the service can be viewed as a positive externality. Externality is a concept from microeconomics, in which a participant’s utility is affected by others’ strategies. Note that in our scenario, participants need to cooperate with each other to obtain a higher utility \( v_i \). On the other hand, to bring down the cost, a rational participant may not have enough motivation to perform their own tasks. Define \( x_i^* \) as the best strategy for participant \( i \), which maximizes participant \( i \)’s payoff \( u_i \). It is easy to see \( x_i^* = 0 \). Therefore, each rational participant will never contribute sensing data in the Nash equilibrium. Define \( X^* = 0 \) as the strategy profiles in the Nash equilibrium.

From this dilemma, we can see that noncooperation among rational and selfish participants results in low-level social welfare. The awful consequence is exactly what we should avoid in practice. The basic reason for this dilemma is that participants act individually without considering others’ utility, while the quality of sensing tasks is interdependent.

**Social Incentive Mechanism**

In this section, we propose the social incentive mechanism framework to promote cooperation for interdependent tasks in mobile crowdsensing. As we all know, participants are connected through their social relationships in daily life, and they can affect each other through the social ties. Note that a social relationship between participant \( i \) and participant \( j \) here means \( i \) and \( j \) are friends or acquaintances. Topologically, there is an undirected link between participant \( i \) and \( j \), as can be seen in Fig. 1. Since each participant relies on others’ behaviors for a higher payoff, they have the motivation to cooperate with each other. It is shown in [4] that with the social relationship, participants can exert pressure on their social friends so that their behaviors will become better. We exploit this principle to promote cooperation between a participant and his/her social friends in this article. Further, participants have varying social relationships. Thus, a participant’s friends also need to cooperate with their social friends. In this way, the cooperation can propagate through social relationships. This means the local cooperation of each participant can finally lead to global cooperation.

First, we define \( X^p \) as the strategy profiles that maximize social welfare (i.e., optimal social strategies). Define \( \text{Nbr}(i) \) as the set of participant \( i \)’s social friends. Clearly, we have \( i \in \text{Nbr}(j) \). As participant \( i \)’s utility \( v_i \) depends on other participants’ strategies, participant \( i \) has the motivation to exert pressure on his/her social friends to cooperate for a higher payoff. Define \( p_i \), as the pressure exerted by participant \( i \) on his/her social friends. Further, define \( p_i^* \) as the pressure exerted by participant \( i \) on all his/her friends, \( p_i^* = \sum_{j \in \text{Nbr}(i)} p_{ji} \).

On the other hand, participant \( i \) will also receive pressure exerted by his/her friends, defined as \( p_i^- = \sum_{j \in \text{Nbr}(i)} p_{ji} \).

If there is a gap between participant \( i \)’s current strategy and his/her social optimal strategy, he/she will suffer a disutility because of social pressures \( p_i^- \), which can be modeled as a function of the gap \( |x_i^* - x_i| \) and the pressure exerted on him/her \( p_i^- \). This indicates that the pressure helps regulate participants’ asocial behaviors. Besides, if a participant’s strategy is exactly social optimal, the pressure exerted on him/her is null. For simplicity, we use the product of the gap and pressure to indicate this disutility,

\[
- \sum_{j \in \text{Nbr}(i)} p_{ji} |x_i^* - x_i|.
\]

Further, define \( P \) as the pressure profiles. Exerting pressure on friends will naturally incur a cost, since the friendship may be affected, or there is a cost to inform friends to cooperate. Thus, a participant’s payoff will also be impacted by the cost of exerting pressure on his/her friends. Define \( c_i \) as the per unit pressure cost for participant \( i \) to exert pressure on his/her friends. We assume that \( c_i \) is neither too high (in case no one has the motivation to exert the pressure to his/her friends) nor too low (in case every participant exerts large enough pressure and the social welfare is maximized).

Thus, to determine a strategy, each participant will first exert pressure to promote cooperation among his/her social friends. For participant \( i \), he/she needs to decide how much pressure to exert (i.e., decide \( p_i^* \)). Then participant \( i \) observes the
The work flow of the social incentive mechanism.

We summarize the work flow of the social incentive mechanism in Fig. 3. To implement the social incentive mechanism, the platform should first derive the raw equilibrium strategy profiles $X^*$ and the social optimal strategy profiles $X^\circ$. In what follows, participants in the crowdsensing should calculate their best information sharing level $x^i_j(p^i)$ under any pressure $p^i$. Further, participants need to derive their best exerting pressure level $p^i_j$ based on $X^*(p^i)$. In this sense, pressure level profiles $P$ is determined. Based on $P$, the information sharing level profiles $X^*(p^i)$ can also be determined. Finally, to guarantee $X^*(p^i) = X^\circ$, the platform can determine its incentive to participants.

To summarize, we model the incentive mechanism design process, the exerting pressure process, and the choosing strategy process as a three-stage Stackelberg game, where the platform is the leader and participants are followers in our scenario. In the first stage, the platform declares the incentive mechanism. In the second stage, participants determine how much pressure to exert on their social friends. In the third stage, participants determine their strategies independently. The basic idea is to employ backward induction and derive the best response. Specifically, we first determine the participants' strategy profiles under any pressure profile according to participants' best responses. We then can derive the pressure profile that maximizes participants' payoffs.

The social incentive mechanism is determined to ensure that the participants' strategy profiles are exactly the social optimal strategies.

**CASE STUDY**

In this section, we conduct a simple case study to demonstrate the performance of the social incentive mechanism. For this, we consider the case where five participants want to know each other's amount of exercise, as shown in Fig. 4. Thus, they can know the ranking. Each participant only has a social relationship with two other participants who live nearby. Next, in this scenario, we compare the proposed social incentive mechanism with the traditional incentive mechanisms.

In the traditional incentive mechanisms, the system treats participants individually. In order to avoid sporadic and infrequent contributions, the system provides incentives for participants who complete their tasks. In this case, participants directly get the incentive for their contributions. In our scenario, a participant receives the incentive...
from the system as a reward for changing his/her strategy from the strategy profiles in Nash equilibrium (which is $X^* = 0$). Each participant will find his/her best strategy to maximize his/her payoff. An efficient incentive mechanism should guarantee that all participants’ choices are exactly the social optimal strategies. Under this goal, we implement the social incentive mechanism according to an earlier section. Further, denote the budget of a traditional incentive mechanism and the social incentive mechanism as $B_T$ and $B_S$, respectively. Obviously,

$$B_T = \sum_i r_i \text{ and } B_S = \sum_i \sum_{j \in \text{Nbr}(i)} r_{ij}.$$  

The simulation results are shown in Figs. 5 and 6. From Fig. 5, we can see that without the social pressure and incentives, the best response for each participant is $x_i = 0$, while the social optimal strategy is $x_i = 1$. With the social pressure only, the best response is $x_i = 0.39$ for each participant, and the pressure level in the Nash equilibrium is $p_{ij} = 0.39$ for each participant. Thus, we can see that the Nash equilibrium with only pressure still does not reach Pareto optimality. In this sense, it is essential to provide an efficient incentive mechanism to motivate the optimal behaviors among participants. A traditional incentive mechanism gives reward directly to the participant himself/herself. With the traditional incentive, the budget of the platform is 10 (i.e., $B_T = 10$). In contrast, exploring the power of social relationships and encouraging participants to exert pressure on their social friends, the budget of the social incentive mechanism is only 3 (i.e., $B_S = 3$). Thus, the social incentive mechanism is more cost effective.

Further, we evaluate the impact of cost $c$ on the budget and participant’s payoff, which is shown in Fig. 6. We can see that when the cost for exerting pressure is small enough ($c = 0.25$), the strategy of a participant is exactly the social optimal strategy (i.e., $x_i = x^* = 1$). Besides, there is no need to give incentives at this time in our social incentive mechanism (i.e., $B_S = 0$). On the other hand, the traditional incentive mechanism has the constant budget 10. Also, we can see that when the cost for exerting pressure on friends is quite high, the budget is higher than the traditional incentive mechanism. This means when participants are unfamiliar with each other, or when it is hard to communicate with each other, the social incentive mechanism is not a good choice. However, in practice, the cost $c$ will not be very high since it is convenient to communicate with friends via social networks these days. Therefore, the social incentive mechanism is more cost-effective to promote cooperation and yield near-social-optimal solution.

**Conclusion**

In this article, we have proposed a novel incentive mechanism for mobile crowdsensing, which leverages the power of social relationships to promote cooperation. First, we provide a brief summary about existing incentive mechanisms. Different from these works, we then focus on the scenario where the quality of sensing tasks are interdependent and illustrate the dilemma in that scenario. We propose a framework for designing the social incentive mechanism to promote cooperation in crowdsensing. Further, we provide a primary case study. The results show that the social incentive mechanism is more cost-effective to promote cooperation and yield a near-social-optimal solution. For future work, we plan to study the structure of participants’ social relationships to explore some statistical properties, which may help to design incentive mechanisms for mobile crowdsensing. In a nutshell, this article has explored the power of social relationships and has introduced a new perspective for designing incentive mechanisms in mobile crowdsensing.
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SUSTAINABLE INCENTIVE MECHANISMS FOR MOBILE CROWDSENSING

HySense: A Hybrid Mobile CrowdSensing Framework for Sensing Opportunities Compensation under Dynamic Coverage Constraint

Guangjie Han, Li Liu, Sammy Chan, Ruiyun Yu, and Yu Yang

ABSTRACT

Mobile crowdsensing is a novel sensing paradigm enabled by the proliferation of mobile devices. Since crowdsensing applications are driven by sufficient users, advanced incentive mechanisms have been designed to enhance users’ willingness to participate in sensing tasks. However, incentive mechanisms only provide adequate sensing opportunities on the condition that the available user base is large. If existing users are fewer than the required number of participants, incentive mechanisms will lose efficacy. This article proposes a hybrid framework called HySense to compensate for inadequate sensing opportunities solely provided by incentive mechanisms. Within each sensing cycle, HySense combines mobile devices with static sensor nodes to generate uniformly distributed space-time data under the constraint of field coverage. To balance sensing opportunities among different geographic regions, redundant users are efficiently migrated from densely populated areas to sparsely populated areas. HySense utilizes calibration mode for checking whether the participants’ behavior patterns are consistent with the sensing task queue. Therefore, any change caused by unforeseen accidents can be dealt with in advance.

INTRODUCTION

Following the explosive growth in the number of mobile devices, a large quantity of sensors mounted on mobile devices are available for information perception. Besides good sensing capabilities, sensor-equipped mobile devices are capable of performing data storage, processing, and uploading through internal chips and wireless network interfaces. These indicate that if the potential of existing mobile devices can be fully exploited, large-scale and fine-grained sensing can be realized without deploying additional sensor nodes. The resulting mobile crowdsensing (MCS) has been proposed as a novel sensing paradigm, which utilizes pervasive mobile devices in social scale to perform complex sensing tasks [1, 2].

Compared to wireless sensor networks, MCS systems are also sensor-based and inclined to use wireless communication technology. However, there is no deployment cost issue in MCS because sensor data are not provided by hundreds of sensor nodes but by pervasive mobile devices in people’s daily lives [3, 4]. These pervasive mobile devices include smartphones, wearable devices, and so on. MCS systems recruit users of these mobile devices to contribute their resources for crowdsensing tasks. As long as enough users are recruited, the realization of large-scale sensing can be ensured. However, whether and when to participate in sensing tasks are up to users’ willingness. Generally, for saving location privacy as well as resources of mobile devices (e.g., communication, computation, and energy), users tend to refuse participation in data sensing and sharing [5]. Thus, it is essential for MCS systems to motivate users to share their sensing capabilities.

Researchers have developed several incentive mechanisms for attracting users to participate in MCS. The proposed solutions fall into three categories: entertainment-based strategies, service-based strategies, and reward-based strategies [6]. Entertainment-based strategies motivate participants by turning sensing tasks into games. Participants can experience enjoyment when performing sensing tasks. Service-based strategies stipulate that a user who wants to benefit from the service provided by an MCS system is required to become a service provider first. Reward-based strategies pay participants who make contributions for sensing tasks. Auction mechanisms are widely adopted to negotiate the cost of reward. These existing methods feed MCS systems with sufficient numbers of participants based on a strong assumption that existing users are more than the least expected number of participants. In fact, the number of available users is time-varying. The assumption cannot be satisfied all the time.

According to the biological clock of human beings, few users are available to be recruited in the middle of the night. When the number of users is less than the threshold level that ensures the minimum sensing quality, even if all the users are recruited as participants by incentive mechanisms, the sensing opportunities solely provided by incentive mechanisms will lose efficacy. This article proposes a hybrid framework called HySense to compensate for inadequate sensing opportunities solely provided by incentive mechanisms. Within each sensing cycle, HySense combines mobile devices with static sensor nodes to fulfill dynamic coverage constraints in terms of time and space. To balance sensing opportunities among different geographic regions, redundant users are efficiently migrated from densely populated areas to sparsely populated areas.
Due to the involvement of human beings in MCS, the realization of crowdsensing applications is driven by both temporal and spatial distribution of mobile device users. Owing to the regularity of human behavior patterns, the change of population density in different districts follows certain rules. We have collected some statistics to show spatial and temporal distribution of online smartphone users.

**State of the Art**

Recent studies on mobile crowdsensing have enabled many crowdsensing applications and services, such as social interaction sensing, urban noise monitoring, mapping geographic locations, mobile object discovery, and road traffic/public transport monitoring. To support the above-mentioned applications, corresponding crowdsensing frameworks that involve participatory management, energy conservation, mobility prediction, programming interface, and so on have been designed.

Most existing crowdsensing frameworks follow three main stages, “recruiting-sensing-upload.” In the stage of recruiting, advanced incentive mechanisms are designed to identify well suited participants. Besides attracting enough participants to undertake subsequent sensing tasks, incentive mechanisms are required to minimize the incentive cost. In [7], Reddy et al. propose a recruitment framework for participatory sensing data collection. The framework selects participants from volunteers based on historic participation behavior. A reputation model is established to evaluate participants’ willingness and diligence in data sensing and collection. The framework is designed to support crowdsensing applications that have made systematic guidelines for data collection.

In the stage of sensing, sensing accuracy and resource usage form a contradictory pair. Sensing accuracy can be improved through adding participants to the area of interest, increasing the frequency of data upload, and so on. However, the improvement of sensing accuracy incurs much resource usage at the same time. Thus, it is essential to design intelligent task assignment algorithms to make a trade-off between sensing accuracy and resource usage. In [8], Cardone et al. propose a geo-social crowdsensing platform. The platform consists of an Android mobile app and an infrastructure-side server. The former is designed to ease the delivery of crowdsensing tasks, while the latter functions as an administrator who manages crowdsensing tasks and associated incentives. For a specific geo-socially modeled region, the platform provides a good dimensioning of involved participants and sensing accuracy.

In the final stage, concerns are focused on reducing the cost of data upload. Due to huge volumes of data generated on the social scale, some previous work aggregates sensor data through fusion computation on local mobile devices [9]. Besides, the existence of spatial correlation makes it feasible to upload part of the data while deducing the rest [10]. In [11], Wang et al. propose an energy-efficient mobile crowdsensing framework called effSense for cost-effective data uploading. EffSense empowers non-data-plan users and data plan users to upload data via different network gateways. By offloading data to low-power Bluetooth/WiFi gateways, the energy consumption can be reduced for non-data-plan users. For data plan users, they are advised to piggyback data on a call so that the cost of data uploading can be saved by 55–65 percent.

**Opportunistic Characteristics of Human Distribution**

Due to the involvement of human beings in MCS, the realization of crowdsensing applications is driven by both temporal and spatial distribution of mobile device users [12, 13]. Due to the regularity of human behavior patterns, the change of population density in different districts follows certain rules. We have collected some statistics to show spatial and temporal distribution of online smartphone users. In a civic center, new urban district, and suburb, we recorded the number of mobile device users who use 4G service to access a network at different times of three days. To guarantee the generalization of our findings, statistics were collected at the beginning, middle, and end of a month.

The areas of the study involve three districts, Zhonglou, Xinbei, and Wujin, in Changzhou, Jiangsu Province, China. Zhonglou district is located in the downtown area of Changzhou. It consists of 4423 cells. Xinbei is a new urban district located at the urban-rural fringe. There are 4541 cells within its territory. Wujin district is located in the outskirts of Changzhou. It is a university town that comprises 5957 cells. In Fig. 1, we recorded the number of mobile device users who use 4G service to access the network every three hours on May 5, May 15, and May 25, 2015. It can be observed that from 0:00 a.m. to 6:00 a.m., the number of online users in each district is much lower than that at other times of the day. The number of users peaked at noon and remained relatively stable from 9:00 a.m. to 21:00 p.m. In the same period, there are great disparities in the number of users among the three districts. As a university town, Wujin has the largest number of users, with college students making up the majority. Zhonglou has more users than Xinbei because the downtown area attracts a larger population flow than a new urban district.

Statistics suggest that in the daytime, urban districts have more chance than suburbs to recruit sufficient numbers of participants. In the middle of the night, a small user base makes it difficult to recruit enough participants even though there are incentives for them. On the other hand, imbalanced spatial distribution of population creates opportunities to compensate users in suburbs through user migration.

Inspired by the above-mentioned statistical analysis, we propose a hybrid framework called HySense. HySense possesses three characteristics.
First, within each sensing cycle, redundant users are efficiently migrated from densely populated areas to sparsely populated areas. Second, sensor nodes are introduced to compensate for insufficient sensing opportunities solely provided by incentive mechanisms. Third, uploaded sensor data is ensured to be evenly distributed over geographic regions.

**Hybrid Mobile Crowdsensing Framework**

HySense is designed as a mobile service oriented architecture (SOA) that entails four stages: recruiting, sensing, uploading, and calibrating. The four stages are not carried out in sequence but interact with each other through feedback scheduling. Figure 2 is an overview of HySense. Components in HySense are entities connected by arrows. When an upper entity needs to obtain service or output from a lower entity, the workflow transition is represented by one-way arrows joining the two entities. If two entities are connected by a two-way arrow, it means the two entities form a feedback. In the feedback, the output of the upper entity will reversely work on the lower entity. The main innovative characteristics of HySense are as follows:

- Since the number of mobile device users is uneven in times of day and night, HySense involves sensing opportunities compensation in the phase of recruiting.
- HySense uses trigger time and trigger location to schedule sensing tasks so that batch upload of data from local areas can be avoided.
- Combining user recruiting and migration, HySense fulfills the dynamic coverage and balances sensing opportunities among different geographic regions.
- Due to subjective human initiative, participants might refuse to accomplish sensing tasks as planned. Calibration mode is designed to deal with participants backing out in advance.

**Dynamic Coverage Constraint**

A complex crowdsensing application comprises multiple sensing tasks. For ease of organization and management, MCS systems prefer to divide time into equal-length cycles and require each task to be finished in one cycle. The duration of one sensing cycle depends on the expected sampling frequency. In HySense, the duration of each sensing cycle is treated as a time restriction. Within the time limit, HySense needs to finish participant recruitment, task assignment, and task schedule by leveraging participatory and opportunistic sensing.

We use a practical implementation of an MCS-based project to clarify the design ideas behind HySense. Reviewing that in the CBD area of Abidjan, Cote d’Ivoire, 13 cellular towers are installed in the range of 7 km². With the help of a telecom operator, the city government released a series of MCS tasks through third generation (3G) cellular network infrastructure. The MCS tasks were aimed at monitoring air quality in the CBD area. The corresponding MCS system asked citizens of Abidjan to update the air quality every two hours (sensing cycle) for two weeks. To prevent biased measurements, the system requires at least 40 mobile users to upload sensor data, covering all 13 cells in each cycle. Since the distribution of users is time-varying in different cells, HySense provides two methods to assess the availability of users in terms of geographic and temporal coverage.

Geographic coverage is based on collective participant mobility [14, 15]. When a cellular tower receives the least required number of sensor data scattered across the cell, the air quality of the cell can be evaluated. However, due to the cluster behavior pattern of human beings, sensor data might be limited to a particular spatial...
HySense is a hybrid framework that integrates a sensor network system into classic MCS systems. Chicago provides a referential model of a sensor network system deployment in urban areas. In Chicago, sensor nodes are installed on lamp-posts to collect environment information. These nodes do not violate privacy because they do not record medium access control (MAC) and Bluetooth addresses of mobile devices. Utilizing the above-mentioned model, smartphones along with sensor nodes are able to provide sensor data in HySense. Since sensor nodes are energy constrained but easy to control, while smartphones are rechargeable but it is hard to ensure stable sensing quality, HySense prioritizes the use of smartphones to enable large-scale applications and introduces sensor nodes as alternatives when sensing opportunities are inadequate or cannot be provided in time. Meanwhile, the dynamic coverage problem is addressed in HySense through feedback scheduling.

Initially, HySense splits tasks into smaller, manageable subtasks. A complete subtask involves data sensing and uploading. Each subtask is described by a tuple that consists of its trigger time and trigger position. Through an incentive mechanism (e.g., auction-based), subtasks can be assigned to candidate participants. According to candidate participants’ claim to different subtasks, a task list can be created. HySense utilizes tuples of each subtask from the list to evaluate the quality of temporal and geographic coverage, respectively. Then HySense can deal with the window period during which no data is uploaded.

**Elimination of Window Period**

Since the population changes over time, before the arrival of a window period, HySense still has opportunities to narrow or even eliminate the window period. Thus, HySense keeps recruiting users to participate in sensing tasks that are to be triggered during the window period. As time goes, new users might be added to narrow
the window period. HySense sets a time threshold $t_{th}$ to limit the maximum length of recruiting time. If the window period cannot be eliminated before the arrival of the window period, HySense believes that it cannot recruit enough participants in time. HySense calculates the current length of the window period $t_w$ and turns to schedule sensor nodes as alternatives. The number of sensor nodes used to eliminate the window period is $\left\lceil \frac{t_w \cdot N}{T} \right\rceil$.

HySense allows redundant users’ migration for eliminating neighbor cells’ window periods. In the process of candidate participants recruitment, HySense judges which cell has a surplus of users through the number of subtask requests. On condition that a cell $C_i$ has a large number of users and no window period, it communicates with its neighbor cells $C_{nei}$ through cellular towers. Then $C_i$ will receive tuples of the subtasks scheduled to be triggered during the $C_{nei}$’s window period. HySense allows redundant users who fail to apply for subtasks in $C_i$ to be turned into candidate participants in $C_{nei}$. These users determine whether to accept the subtasks based on their travel plan and traffic mode. When a user applies for subtasks in $C_{nei}$, the cellular tower in $C_i$ will send notification messages of user migration to $C_{nei}$, so $C_{nei}$ can narrow the window period and refresh task lists.

**Exceptional Case Handling**

To improve task execution reliability, we design a calibration mode in HySense. In the calibration mode, HySense protects against malicious users who successfully apply for a subtask but refuse to do it. On the other hand, if an unforeseen event occurs and normal users cannot perform their tasks as planned, HySense can deal with such a problem in advance.

HySense requires each participant to periodically upload his/her current position. According to location history, HySense judges whether the participant is approaching the task trigger location and whether the participant can arrive there before the trigger time. If a participant refuses to report its position three times in succession, HySense considers the participant as a malicious user. The subtask applied by the participant will be removed in the task queue and reassigned by HySense. For normal participants who report positions in time, HySense first removes the participants whose mobility traces are further away from trigger locations. The remaining participants need to be evaluated as to whether they can arrive at trigger locations in time. HySense uses average movement speed of participants as the evaluation criterion. Since elapsed time equals the reporting period, while distance information can be provided by location history, average speed can be obtained through the moved distance divided by the elapsed time. HySense keeps updating participants’ average speed and the interval between current instant and trigger time. If the product of current interval and current speed is less than the distance between current position and trigger location, HySense considers that the participant cannot finish the task in time. From the current instant, HySense recruits additional users near the trigger location to take over the subtask.

---

**Table 1.** The format of a sensing record.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Value</th>
<th>Region</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Gangyu glass store</td>
<td>41.929118</td>
<td>123.398584</td>
<td>114</td>
<td>0_1</td>
<td>5/04/2015 14:00:00</td>
</tr>
<tr>
<td>6</td>
<td>Jinhong supermarket</td>
<td>41.927316</td>
<td>123.398584</td>
<td>99</td>
<td>0_1</td>
<td>5/04/2015 14:00:00</td>
</tr>
<tr>
<td>7</td>
<td>Tanguan capitals</td>
<td>41.92841</td>
<td>123.398584</td>
<td>104</td>
<td>0_1</td>
<td>5/04/2015 14:00:00</td>
</tr>
<tr>
<td>8</td>
<td>Boya teaching building</td>
<td>41.939905</td>
<td>123.398584</td>
<td>110</td>
<td>0_2</td>
<td>5/04/2015 14:00:00</td>
</tr>
<tr>
<td>9</td>
<td>Laboratory building</td>
<td>41.932019</td>
<td>123.398584</td>
<td>93</td>
<td>0_3</td>
<td>5/04/2015 14:00:00</td>
</tr>
<tr>
<td>10</td>
<td>Yuxin teaching building</td>
<td>41.931898</td>
<td>123.398584</td>
<td>127</td>
<td>0_4</td>
<td>5/04/2015 14:00:00</td>
</tr>
<tr>
<td>11</td>
<td>Comprehensive service building</td>
<td>41.935163</td>
<td>123.398584</td>
<td>96</td>
<td>0_5</td>
<td>5/04/2015 14:00:00</td>
</tr>
</tbody>
</table>

---

**Figure 4.** Mobile hardware device for ozone sensing.
before trigger time, if no users are willing to take over the subtask, HySense turns to waking up sensor nodes as alternatives.

**SYSTEM EVALUATION**

We evaluate the performance of HySense in terms of precision because it is of particular concern to crowdsensing applications. A prototype of HySense is implemented to realize the application of ozone concentration monitoring at Liaoning University, Shenyang, China. The experiment ran for one month from 4 May 2015 to 5 June 2015. To validate the precision of HySense, in the experiment, we use ozone data from a monitoring station located in the university as the reference standard. We set the sensing cycle to be one hour. Default parameters $\Delta t$ and $T_{th}$ are set to be eight minutes and five minutes, respectively. As shown in Fig. 4, we designed a specific hardware device to make ozone monitoring feasible for mobile users. It can be observed that an external sensor module is connected to a smartphone by a USB/RS232 bidirectional converter like PL2303. The sensor module is powered by battery. HySense asked at least 80 participants from 300 volunteers who held the smartphones to upload sensor data, covering all 20 microcells in each cycle. One hundred fifty MiCS-OZ-47 ozone sensor nodes are also evenly deployed on the university campus for sensing opportunities compensation.

Table 1 shows the format of the sensing record collected by mobile users. Each record includes name, latitude, longitude, sensor value, microcell ID, and timestamps. The precision of HySense can be revealed by comparing its output to the monitoring station. Figure 5 illustrates the value of ozone obtained by HySense and the monitoring station on May 5, 2015. It can be observed that HySense performs steadily and accurately around the clock.

**CONCLUSION**

In this article, we have proposed a hybrid framework named HySense to combine mobile crowdsensing with static sensing. Besides incentive mechanisms, HySense introduces sensor nodes to compensate for inadequate sensing opportunities. Within each sensing cycle, the window period is eliminated so that temporal coverage can be ensured around the clock. Redundant user migration is allowed in HySense to balance sensing opportunities among different regions. To improve task execution reliability, we designed a calibration mode for checking whether the participants’ behavior patterns are consistent with task queues. Any change in task queues can be dealt with in advance. In further research, we will pay more attention to establishing a prediction model of population. Through the prediction of future crowds in certain regions, HySense has more agility and adjustable space to schedule mobile users.

**ACKNOWLEDGMENT**

The work is supported by the Qing Lan Project and the National Natural Science Foundation of China under Grant No. 61572172, the Fundamental Research Funds for the Central Universities, No. 2016B10714, the Changzhou Sciences and Technology Program, No. CE20165023 and No. CE20166014, and the Six talent peaks project in Jiangsu Province, No. XYDDXJ-007. This research is also supported by a strategic research grant from City University of Hong Kong, No. 7004615.

**REFERENCES**

**Biographies**

**Guangjie Han** [S’01, M’05] (hanguangjie@gmail.com) is currently a professor with the Department of Information & Communication Systems at Hohai University, China. He finished his work as a postdoctoral researcher with the Department of Computer Science at Chonnam National University, Korea, in 2008. From October 2010 to 2011, he was a visiting research scholar with Osaka University, Suita, Japan. He has served as an Editor of *IEEE Access*, *Telecommunication Systems*, *IJAHUC*, *TIIS*, and *JIT*. His current research interests include sensor networks, green computing, cloud computing, and mobile computing.

**Li Liu** (liulihhuc@gmail.com) is currently pursuing his Ph.D. degree from the Department of Internet of Things Engineering at Hohai University. He received his B.S. degree in Internet of Things engineering from Hohai University in 2014. His current research interests are connectivity and coverage for wireless sensor networks.

**Sammy Chan** [S’87-M’89] (eeschan@cityu.edu.hk) received his B.E. and M.Eng.Sc. degrees in electrical engineering from the University of Melbourne, Australia, in 1988 and 1990, respectively, and his Ph.D. degree in communication engineering from the Royal Melbourne Institute of Technology, Australia, in 1995. From 1989 to 1994, he was with Telecom Australia Research Laboratories, first as a research engineer, and between 1992 and 1994 as a senior research engineer and project leader. Since December 1994, he has been with the Department of Electronic Engineering, City University of Hong Kong, where he is currently an associate professor.

**Ruiyun Yu** (yury@mail.neu.edu.cn) received his M.S. degree in computer science in 2004 and B.E. degree in mechanical engineering in 1997, both from Northeastern University, China. Currently he is a professor with the Computing Center of Northeastern University, China. His research interests include wireless ad hoc communication, efficient routing and data processing in sensor networks, and industrial wireless networking technology. From September 2006 to October 2007, he worked as a visiting researcher in the Center for Research in Wireless Mobility and Networking at the University of Texas at Arlington.

**Yu Yang** (yy388@cs.rutgers.edu) is a graduate student in the Department of Computer Science at Rutgers University. He received his B.E. degree from Northeastern University. His research interests include mobile and pervasive computing, vehicular networks, and urban computing.
Enhanced C-RAN Using D2D Network
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ABSTRACT

With the surge in smartphone sensing, wireless networking, and mobile social networking techniques, mobile crowdsensing (MCS) has become a promising paradigm for 5G networks. An MCS system’s service quality heavily depends on the platform, which brings the users under a common cloud with very low delay. Therefore, MCS needs a new platform that brings the best not only from the user’s perspective, but also from the operator’s perspective. In this article, we propose a novel architecture for MCS by combining two technologies, those being C-RAN and D2D. C-RAN is a promising enabling technology that can solve the delay issue and fulfill most of the targets specified for 5G networks in terms of delay, capacity, energy efficiency, mobility, and cost.

INTRODUCTION

The demand for wireless mobile data has continued to rise, leading to a surge in the number of smart devices in use throughout the world. They are usually equipped with a rich set of sensors, including GPS, microphone, camera, accelerometer, and gyroscope, among others. As a consequence, these devices generate a huge amount of data, and according to an Ericsson report [1], on average a laptop will generate 11 GB, a tablet 3.1 GB, and a smartphone 2 GB of data per month by the end of 2018. Mobile crowdsensing (MCS) [2] has come onto the scene recently as a promising large-scale data sensing collection paradigm where the collection is usually performed by smartphones. It is a method that provides the pervasiveness of sensor-equipped mobile devices such as smartphones to collect data. The enormous amount of data is then shared and sent to an MCS central collector that is running on the cloud (as shown in Fig. 1). Mobile crowdsensing is projected to become one of the most important technologies contributing to healthcare, monitoring, logistics, and organization in future smart cities. This huge process of data collection is impeded by current delay tolerance in MCS. To alleviate this delay, we are proposing the novel idea of cloud RAN (C-RAN)-based device-to-device (D2D) networking. D2D is one of the key technologies that can reduce the delay in current MCS systems. In D2D communications mode [3], devices can communicate with each other without the intervention of base stations and provide less delay between devices. Along with D2D, C-RAN will provide reduced signaling overhead and a reduction in the capital expenditure (CAPEX) and operating expenditure (OPEX) of an overall MCS system. Moreover, C-RAN and D2D will be a part of the fifth generation (5G) network and expected to fulfill most 5G requirements. There is already a general consensus on the requirements of a 5G network, which are [4]:

• **Capacity**: 1000× increase in area capacity
• **Delay**: 1 ms round-trip time (RTT) delay
• **Energy**: 100× improvement in energy efficiency in terms of Joules/bit
• **Cost**: 10–100× reduction in cost of deployment
• **Mobility**: Seamless indoor/outdoor mobility and always-on connectivity for high-throughput users

C-RAN is one of the highly anticipated 5G enabling technologies that can optimize network performance and reduce CAPEX/OPEX for the next generation wireless systems [5]. It has a centralized entity to support advanced joint radio resource and mobility management. The C-RAN access separates the baseband units (BBUs) from radio front-ends, also called remote radio heads (RRUs), using a transport link, which is known as the fronthaul (FH), as shown in Fig. 1a. This new framework enables centralized and cooperative techniques. In addition to controlling multi-cell and multi-user in unison, C-RAN is also well equipped for system deployment with multi-radio access technologies (RATs) and multi-layer network coexistence, referred to as heterogeneous networks (HetNets) [6]. Along with its many advantages, C-RAN also has some inherent drawbacks, the most relevant of which for our study is the user plane delay, mainly due to the FH effects, meaning the RTT from C-RAN to end users (C-RAN++FH++users). To alleviate this delay problem, we propose tighter integration of D2D into C-RAN. D2D is adopted as an effective and efficient candidate for very low delay in 5G [7]. D2D communication can serve as a candidate paradigm to...
improve spectrum efficiency as well. In fact, by reusing the spectrum, two D2D users can form a direct data link without the need for routing through base stations (BSs) and core networks (CN). In D2D, reducing the distance between transmitters and receivers also makes a cellular system more energy-efficient. Moreover, D2D communication is the perfect candidate for centralized location-based services that enable efficient, flexible, and secure applications, including social networking applications. These affect users’ interests, locations, and mobility, all important elements in D2D communications.

The rest of the article is organized as follows. We describe the state of the art of the topics in focus, we elaborate on the standardization activities of C-RAN and D2D, and explain the overall architecture and protocol stack of D2D-based C-RAN networks, we give an overview on system models along with simulation results, and finally, future research directions and concluding remarks are provided.

## State of the Art

So far, data offloading from mobile CNs has been an active area of research from industrial and academic stakeholders, as a means toward virtualization by transferring heavy computational operations to resourceful cloud servers, also promoting novel services that far exceed traditional mobile devices’ processing power. For example, [8] presents two data offloading approaches, which are currently used in most of the literature:

- Reducing the execution time of mobile applications using remote cloud resources, for example, by offloading selected computing tasks executed on mobile devices to the cloud
- Enabling nearby devices (mobile devices or small cell BSs or WiFi) to work collaboratively as cloud resource providers

Similarly, [9] presents a two-layered HetNets

<table>
<thead>
<tr>
<th>Feature name</th>
<th>CoMP</th>
<th>C-RAN</th>
<th>D2D</th>
<th>D2D-C-RAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standardization</td>
<td>3GPP Release 11-12</td>
<td>IEEE</td>
<td>3GPP Release 11-12</td>
<td>3GPP and IEEE</td>
</tr>
<tr>
<td>Frequency band</td>
<td>Licensed bands</td>
<td>Licensed bands</td>
<td>Licensed bands</td>
<td>Licensed/unlicensed bands</td>
</tr>
<tr>
<td>Max Transmission distance</td>
<td>500 m</td>
<td>100 m / 1000 m$^1$</td>
<td>20 m</td>
<td>100 m / 1000 m</td>
</tr>
<tr>
<td>Capacity$^2$</td>
<td>Good (500-600 Mb/s)</td>
<td>Good (500-600 Mb/s)</td>
<td>Very good (1 Gb/s)</td>
<td>Excellent (2 Gb/s)</td>
</tr>
<tr>
<td>Delay</td>
<td>&gt;1 ms</td>
<td>&gt;1 ms</td>
<td>“Zero delay”</td>
<td>“Zero delay”</td>
</tr>
<tr>
<td>Uniformity of service provision</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Application</td>
<td>Improved capacity at cell edge. Longer battery life of handsets. Complete operator control.</td>
<td>Improved capacity and coverage at cell center and edge. More energy efficient than CoMP.</td>
<td>Improved capacity and coverage at cell center and edge. More energy-efficient than CoMP and C-RAN. Relaying in cellular networks, safety in public services, sharing in context based applications.</td>
<td>Combination of C-RAN and D2D.</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Within licensed bands, a central controlling unit such as eNB is used for transferring data.</td>
<td>Within licensed bands, a radio controlling cloud is used for transferring data.</td>
<td>Data transfer between users occurs directly, be it licensed or unlicensed bands.</td>
<td>Data transfer between users occurred in licensed bands directly. It is managed by a cloud central controller.</td>
</tr>
<tr>
<td>Expenses</td>
<td>CAPEX: Subsidized hardware. Commissioning new cell sites and towers.</td>
<td>CAPEX: Subsidized C-RAN (BBU) hardware. Installing new RRU.</td>
<td>CAPEX: no expenses since users are using their devices, which are of similar terminal types.</td>
<td>Combination of C-RAN and D2D.</td>
</tr>
<tr>
<td></td>
<td>OPEX: Communication haul (i.e., FH). Leasing and electric power consumption of the cell site. Operational cost of eNBs.</td>
<td>OPEX: Communication haul (i.e., FH). Leasing and electric power consumption of the cell site. Operational cost of RRU’s.</td>
<td>OPEX: usage of battery of the device.</td>
<td>Combination of C-RAN and D2D.</td>
</tr>
</tbody>
</table>

1 100 m is for mmWave at 60 GHz and 1000 m is for fiber.
2 These values are calculated under ideal channel and traffic condition and with 2 × 2 MIMO using 20 MHz of bandwidth.

Table 1. Comparison of technologies.
architecture where mobile cloud computing is utilized, focusing more on the cloud computing phenomenon in terms of service provisioning rather than RAN perspective. A new load balance factor is introduced in [10] for D2D assisted HetNets, which provides a novel framework for D2D offloading. Finally, the seminal work [3] introduces cellular D2D communications just as a means to introduce offloading techniques and to improve the signal-to-interference-plus-noise ratio.

All the above mentioned works either consider D2D or cloud based mechanism to offload the traffic from mobile CN. To the best of our knowledge, this article is the first effort to take the best of both technologies, proposing a novel syndicate architecture for offloading traffic from the CN.

**STANDARDIZATION ACTIVITIES**

C-RAN will most probably be standardized by IEEE. The IEEE standards body 802.15 started the P802.15 [11] project in January 2014 on C-RAN fronthauling, common public radio interface (CPRI) [12], user plane, control plane, transport mechanisms, and synchronization techniques. This project is still in its infancy; nevertheless, China Mobile [5] already started proprietary C-RAN networks deployment, as well as several service providers and equipment manufacturers. An alignment of the work done in IEEE with other relevant standards bodies is still an open point and will be one of the main focuses of the activities in 2016. D2D standardization activities, ruled by the Third Generation Partnership Project (3GPP), and in that context called “proximity services,” started in 2011 under Release 12 with Work Item (WI) “FS_ProSe” and Technical Report (TR) 22.803, which created three new TRs (36.843, 23.703, and 33.833), on radio, architectural, and security aspects, respectfully. Due to the large number of Stage 1 service requirements defined, it was decided to limit the Release12 normative work to a set of basic functionalities, e.g. broadcast (public safety) communication and D2D discovery in network coverage [13], by both enhancing existing Technical Specifications (TSs) and creating new TSs (23.303, 23.333 and 24.334). In 2014 Release 12 was frozen, and the non-addressed Stage 1 requirements and Stage 2/3 normative text moved to Release 13, frozen at the end of 2016. Among the D2D features currently under definition one can mention WLAN interworking, service continuity, handling of relays, and more refined discovery mechanisms. Finally, it is worth highlighting that the D2D work done so far focused on new functionalities only for the LTE access technology, briefly touching on WLAN interworking but leaving 3G and 2G aspects for future 3GPP Releases.

**D2D-BASED C-RAN ARCHITECTURE**

The proposed novel architecture is divided into two main parts, as shown in Fig. 1.

**C-RAN**

We consider a smart city scenario, focusing on a use case where most of the users are in close proximity and communicate with each other using their user equipment (UE) via D2D connection.
Along with D2D users, we also consider normal cellular users who communicate via RRs (UE1 ↔ RRU ↔ UE2). RRs are deployed for radio coverage and can be picocells or micro-cells depending on the specific use case under consideration, but for the sake of simplicity we refer to them all as RRs in this article. An RRU is only used to transfer radio signaling, whereas all other signaling processing/baseband processing — physical (PHY), medium access control (MAC), transport, and control) — is done in the C-RAN.

In C-RAN, baseband processing is centralized and shared among sites in a virtualized BBU pool. This means that it is very much able to adapt to smart city non-uniform traffic and utilizes the available resources (i.e., the BSs) more efficiently. Not only are fewer BBUs needed in C-RAN compared to the traditional architecture, but also C-RAN has the potential to decrease the cost of the network operation, because power and energy consumption are reduced. New BBUs can be added and upgraded easily, thereby improving scalability and easing network maintenance. Virtualized BBU pools can be shared by different network operators, allowing them to rent RAN as a cloud service. Therefore, mechanisms introduced for LTE-A to increase spectral efficiency, interference management, and throughput, such as enhanced inter-cell interference coordination (eICIC) and CoMP, are greatly facilitated.

In spite of several advantages, one of the main disadvantages of C-RAN is the user plane delay due to the FH, which should be less than 1 ms according to 5G. To alleviate this delay problem, we propose D2D integration into C-RAN.

**D2D Network**

D2D proposes to be a “zero delay” technology for 5G networks and will solve the FH delay problem in C-RAN. To enable D2D communication in a C-RAN architecture, we propose a proximity server which resides inside the C-RAN, with interfaces connected to each BBU.

![Figure 2. C-RAN-based D2D protocol stack: a) C-RAN-based D2D: control plane protocol; b) C-RAN-based data plane protocol.](image-url)

For the control plane in the access network of C-RAN, the cellular access link (Uu) is utilized by proximity, whereas for the data plane a novel direct mobile communication interface (Ud) is required for direct communication between devices, as shown in Fig. 1c.
### C-RAN-Based D2D Protocol Stack

Figure 2 shows the layers, interfaces, and protocols that compose the control plane and the data plane of an LTE-A architecture, extended to include D2D C-RAN functionalities by the blocks highlighted with red characters. The LTE-A non-access stratum can be decomposed into several sublayers, the main ones being EPS Mobility Management (EMM) and EPS Session Management (ESM) [14]. In order to handle the D2D bearer management in C-RAN, as shown in Fig. 2a, a proximity services (ProSe) management (PSM) entity is introduced, thus giving rise to an enhanced FH connection that we call “extended control plane.” Each D2D user is also connected to an RRU over the Uu interface. The RRU sends and receives I/Q data, caters for the interface to the C-RAN via fiber, and executes digital processing, digital-to-analog and analog-to-digital conversions, power amplification, and filtering.

The PSM procedures establish and manage the direct radio path bearer. In contrast to presently available LTE-A systems, where the radio bearer is ended at the eNB and the UE, the termination point of the direct radio path communication is located at the two D2D UEs’ side. Therefore, the configuration of PSM rendered by the C-RAN to both UEs should be compatible with each other. In addition, the adjustment of radio link handover, measurement, and monitoring is required to adapt direct path aspects.

Figure 2b focuses on the data plane protocols of an LTE-A system and brings in the novel interface named Ud for the data plane, which is enhanced at the PHY layer with D2D functionalities [15]. Radio bearers — one or more than one — are established for the data plane transmission over direct path transmission. The PHY, MAC, radio link control (RLC) and packet data convergence protocol (PDCP) layers of the wireless protocol stack for these radio bearers are all ended at the respective UE side.

### System Model and Simulation Results

In order to efficiently analyze the performance of D2D-based C-RAN, we have enhanced an existing system level simulator (SLS) with a centralized cloud entity that control all the baseband processing [7], an RRU which acts as an antenna, and a D2D users’ pair. We provide key simulation parameters in Table 2.

Moreover, we also enhanced the following key performance indicators (KPIs) to evaluate the performance of the proposed system. Those are explained in the following.

#### End-to-End Delay:
This performance metric relates to the network delay (RTT), which is measured as the time between a packet being available at the transmitter and the availability of this packet at the receiver in milliseconds.

#### Throughput (with Ideal FH):
The average throughput per cell is defined as the sum of the total amount of bits being successfully received by all active users in the system divided by the product of the number of cells being simulated in the system and the total amount of time spent in the transmission of these packets (the simulation time for LTE is TTI = 1 ms). The mathematical expression is given in the following:

\[
\text{Throughput} = \frac{\sum \sum b^c_u}{N_{\text{cells}} \times T_{\text{sim}}} \quad (1)
\]

where
- \(N_{\text{cells}}\) is the total number of cells being simulated.
- \(T_{\text{sim}}\) is the simulation time per run.
- \(b^c_u\) is the number of bits received with success user \(u\) in cell \(c\).

#### Throughput (with Non-Ideal FH):
The average throughput per cell is defined as the sum of the total amount of bits being successfully received by all active users in the system divided by the product of the number of cells being simulated in the system, the total amount of time spent in the transmission of these packets (the simulation time for LTE is TTI = 1 ms), and the delay of FH link (10 ms).

#### Delay Analysis

Figure 3 shows the end-to-end (E2E) delay experienced by the devices. The number of cellular users in each cell is 30, and they are distributed in close proximity. In this result we use a non-ideal FH link, which can increase E2E delay up to 10 ms. There are a total of 20 D2D pairs in each cell.
and they are separated from each other at 20 m. It is interesting to know that for a higher number of user devices, the delay also increases in traditional C-RAN networks, where data traffic goes through BBUs, while in D2D mode the delay stays almost constant as the number of devices increases thanks to direct data transfer between devices. With these results one can conclude that D2D-enabled C-RAN mode demonstrates the improvement for delay-sensitive 5G networks.

**THROUGHPUT ANALYSIS**

Figure 4 shows the average throughput of the system with and without ideal FH. For this simulation, we consider 20 D2D pairs and 20 cellular users (CUs). We also assume a fixed resource allocation between CUs and D2D users. There are 100 resource blocks (RBs) in LTE 20 MHz band, which were divided equally among CUs and D2D users (50 RBs each). Each of these RBs is then assigned to their corresponding users via a proportional fairness scheduler. CUs on 50 RBs communicate using a cellular link (UE1 ↔ RRU ↔ UE2), while D2D use a direct link (UE1 ↔ UE2).

When only CUs with ideal FH are deployed, the average throughput of the system is around 10 Mb/s, but when this scenario is enhanced with D2D, the average throughput raises to 20 Mb/s. This increase in throughput is due to the inclusion in the C-RAN network of D2D, which, thanks to its capability of direct communication, enhances the average system throughput of the system. Moreover, if shared resource allocation schemes between CUs and D2D with some interference cancellation mechanism are considered, the average throughput of the system increases even further.

When simulations with the non-ideal FH are run, a delay of 10 ms is experienced and CUs throughput drops to around 5 Mb/s. This is due to the FH delay: the greater the delay, the lower the throughput. But for the D2D case, throughput remains the same, because in D2D data is transferred directly between devices, and therefore there is sort of a “zero delay,” but still under the control of C-RAN, which is a benefit in terms of mobility and handover.

**POWER CONSUMPTION ANALYSIS**

In this subsection, we provide power consumption analysis for our envisioned scenario, which is shown in Fig. 5.

**Power Consumption for C-RAN-Based D2D:**

The power consumption comparison of the C-RAN with D2D communication against the conventional small cell associated with a macro BS deployment is shown in Fig. 5a. It can be seen that the power consumption of the conventional small cell deployment scenario increases as the radius of the cell increases, while that of the C-RAN with D2D communication remains unchanged. This is due to the fact that the number of small cells increases in the conventional small cell deployment as the cell radius increases, and each of them increases the power consumption. Meanwhile, only the central cloud BBU unit in the C-RAN with D2D communication is the power consumption source. It is observable that the conventional small cell deployment has about three times higher power consumption than that of the C-RAN with D2D communication, depending on the radius of the cell.

**Different Types of FH Power Consumption for C-RAN:** Figure 5b shows the total power consumption for a given area throughput of three different types of FH technologies: fiber, millimeter-wave (mmWave), and microwave links. The power consumption is measured with respect to area power consumption and is expressed as a function of the area throughput. We find that the fiber FH consumes the least power among the considered FH technologies. Therefore, from a total power consumption standpoint, an optical-fiber-based hauling solution for an FH system is the most suitable. Finally, it is also clear that the mmWave technology proves to be a very convenient option, with performance similar to the fiber FH.

**FUTURE RESEARCH DIRECTIONS**

The proposed D2D-based C-RAN technology framework offers several advantages for MCS: it reduces the signaling overhead when compared to deployed small cells, and acts as a means of enhancing the mobility management. However, there are also some challenges that remain to
be addressed, especially in terms of interference management. In fact, D2D-based C-RAN has evolved into randomly created on-demand small cells, a setup that increases interference among the cells. Another challenge to solve is the problem of jointly optimizing resources in the communication haul and access network for D2D-based C-RAN small cells.

Moreover, actual C-RAN could provide an additional opportunity for energy efficiency since the centralization of the baseband processing might save energy, especially if the latest advances on green data centers techniques are leveraged. The amount of energy consumption by the circuitry needed for C-RAN is still unknown; therefore, how to deal with this is a big research challenge.

Other topics of future research are backhauling aspects, mmWave communication [16], and cross-layer optimizations in C-RANs, aiming to enable even more opportunities for D2D-based networks. Finally, designing resource management algorithms that incorporate tighter frequency reuse in D2D-based C-RAN will have a significant impact on future research for capacity enhancement.

**CONCLUSIONS**

This article proposes a novel framework for MCS applications that incorporates D2D features within a C-RAN communication system. A description of the current status of standardization activities of both C-RAN and D2D is offered, as well as a detailed overview of the architecture of a D2D-based C-RAN system, focusing on the enhancements brought to the FH link, from both the data plane and control plane perspectives of the LTE-A protocol stack. Finally, the effectiveness of the newly proposed architecture is demonstrated by system-level simulations to help mobile stakeholders assess the gains of a C-RAN architecture incorporating D2D functionalities. We believe this novel architecture can provide a significant step ahead toward an effective realization of some of the requirements that are shaping the vision of future 5G systems.

**ACKNOWLEDGMENT**

The research leading to these results received funding from the European Commission H2020 programme under grant agreement no. 671705 (SPEED-5G project). Kazi Mohammed Saidul Huq would also like to acknowledge the Fundação para a Ciência e a Tecnologia (FCT) of Portugal; Reference No. SRFH/BPD/110104/2015.

**REFERENCES**


---

**Figure 5.** Power consumption for C-RAN-based D2D: a) power consumption vs. cell radius; b) power consumption for different types of FH.
Kazi Mohammed Sadul Huq (M) is a senior research engineer at the Instituto de Telecomunicações, Pólo de Aveiro, Portugal. He received his Bachelor’s degree in computer science and engineering from Ahsanullah University of Science & Technology, Bangladesh, in 2003. He has obtained his Master’s and Ph.D. degrees in electrical engineering from Blekinge Institute of Technology, Sweden, in 2006 and the University of Aveiro, Portugal, in 2014, respectively. His research activities include 5G paradigm, backhaul, D2D communication, energy-efficient wireless communication, radio resource management, and MAC layer scheduling. He is the author of several publications including papers in conferences and journals, and a book and book chapters.

Shahed Mumtaz (SM) (smumtaz@av.it.pt) has more than seven years of wireless industry experience and is currently working as a senior research scientist and technical manager at Instituto de Telecomunicações Aveiro, Portugal, in the 4Tell group. Prior to his current position, he worked as a research intern at Ericsson and Huawei Research Labs. He received his M.Sc. and Ph.D. degrees in electrical engineering from Blekinge Institute of Technology Karlskrona, Sweden, and the University of Aveiro. His research interests lie in the field of architectural enhancements to 3GPP networks (i.e., LTE-A user plane and control plane protocol stack, NAS, and EPC), 5G related technologies, green communications, cognitive radio, cooperative networking, radio resource management, cross-layer design, backhaul/fronthaul, heterogeneous networks, M2M and D2D communication, and baseband digital signal processing. He has more than 80 publications in international conferences, journals, and book chapters.

Jonathan Rodriguez (SM) received his Master’s degree in electronic and electrical engineering and Ph.D. from the University of Surrey, United Kingdom, in 1998 and 2004, respectively. In 2002, he became a research fellow at the Centre for Communication Systems Research and was responsible for coordinating Surrey’s involvement in European research projects under Frameworks 5 and 6. Since 2005, he has been a senior researcher at the Instituto de Telecomunicações, where he founded the 4TELL Wireless Communication Research Group in 2008. He was the project coordinator and technical manager of the FP7 C2POWER and FP7 COGEU projects, respectively, and currently acts as coordinator of several national and international projects. He is the author of more than 250 scientific publications, and has served as General Chair for several prestigious conferences and workshops, and has carried out consultancy for major manufacturers participating in DVB-T/H and HSUPA standardization. He is a Chartered Engineer (CEng IET). His research interests include green communications, network coding, cognitive radio, cooperative networking, radio resource management, and cross-layer design.

Paulo Marques received his Licenciatura, Master’s degree, and Ph.D. from the University of Aveiro in 1998 and 2006, respectively. He is a senior researcher at the Instituto de Telecomunicações. During 2006 he was a visiting researcher at Trinity College Dublin, Ireland, working on reconfigurable radio systems. He has been involved in several national and European research projects: the IST projects SAMBA, ASILUM, MATRICE, 4MORE, and ORACLE, where he acts as work package leader on “sensing and interference evaluation.” He is currently the project coordinator of COGEU and technical manager of C2POWER. His research interests include advanced signal processing techniques for wireless communications and cognitive radio networks. His current focus is on the development of efficient sensing algorithms to exploit spectral opportunities in dynamic spectrum systems. He has published extensively in these areas and is an active reviewer for several scientific journals. He is a member of the IEEE P1900.6 standardization group with voting rights.

Bismark Oystre obtained a double M.Sc. in electrical engineering and information technology from Universitet Karlsruhe (now Karlsruhe Institute of Technology) and Politecnico di Torino in 2009. He was a recipient of the Erasmus Mundus Scholarship. He has over six years’ protocol stack development experience working with Intel. He is currently involved in the Speed-5G EU project. His research interests include cognitive radio, efficient MAC schemes, and more.

Valerio Frascolla obtained his M.Sc. and Ph.D. in electrical engineering from Ancona University, Italy. Since 2006, in Germany, he has worked in different roles for Comneon, Infineon, and finally Intel, where he is funding and innovation manager. He has expertise in mobile platforms system architecture and requirements management, standard bodies attendance, and innovation program management, using the latest agile methodologies. He has contributed to several research projects (EASY-C, ADEL, MWaves, SPEED-5G, mmMAGIC, FUTEBOL, 5G-MiEdge, 5GChampion). He has a track record of technical excellence, is an author of several papers and an invited speaker to international venues, and serves as a member of numerous Technical Program Committees. His research interests are hardware/software co-design, mobile edge computing and 5G systems design.
The Internet of Things (IoT) is seen as a set of vertical application domains that share a limited number of common basic functionalities. In this view, consumer-centric solutions, platforms, data management, and business models have to be developed and consolidated in order to deploy effective solutions in the specific fields. The availability of low-cost general-purpose processing and storage systems with sensing/actuation capabilities coupled with communication capabilities are broadening the possibilities of IoT, leading to open systems that will be highly programmable and virtualized, and will support large numbers of application programming interfaces (APIs). IoT emerges as a set of integrated technologies — new, exciting solutions and services that are set to change the way people live and produce goods. IoT is regarded by many as a fruitful technological sector in order to generate revenues. IoT covers a large wealth of consumer-centric technologies and is applicable to an even larger set of application domains. Innovation will be nurtured and driven by the possibilities offered by the combination of increased technological capabilities, new business models, and the rise of new ecosystems.

This Feature Topic (FT) addresses several promising approaches to sensors, actuators, and new consumer devices. New communication capabilities (from short range to LPWAN to 4G and 5G networks, with NB-IoT). In addition, there are new communication protocols and the exploitation of NFV/SDN for better communications; new solutions for large distributed systems (e.g., combination of cloud, grid, and edge/fog computing); new business models and ecosystems; and consumer-centric aspects including IoT application development, utilization of semantics, and security, privacy, and trust.

This timely FT has gathered articles from a wide range of perspectives in different industrial and research communities of IoT.

In response to the Call for Papers, 103 high-quality manuscripts were received, and after a very careful review process six outstanding papers have been selected for Part 3 of this FT, giving an overview of recent developments in underwater communications, NB-IoT, random access for IoT applications in cellular networks, security, and access control mechanisms.

Using underwater wireless sensor networks (UWSNs) has many challenges since it is very different from normal WSNs. In addition, ensuring security and safety of UWSNs increases these challenges. In the first article, J. Jiang, G. Han, C. Zhu, S. Chan, and J. P. C. Rodrigues study the problem of trust establishment between nodes in UWSNs. They show that existing trust management mechanisms do not apply underwater. Then they introduce a trust cloud model that is suitable for trust management under water.

In the second article, Y.-P. Wang, X. Lin, A. Adhikary, A. Grövlen, Y. Sui, Y. Blankenship, J. Bergman, and H. S. Razaghi provide an overview of the 3GPP standard of NB-IoT. They cover deployment flexibility, low device complexity, long battery lifetime, support of massive number of devices, and significant coverage extension beyond existing cellular technologies. Then they cover several open areas for future evolution of NB-IoT.

The radio access network (RAN) can be overloaded if we allow a large number of IoT devices to access the medium simultaneously. T. P. C. de Andrade, C. A. Astudillo, L. R. Sekijima, and N. L. S.da Fonseca, in the third article, review the LTE random access procedure and its support for IoT applications. Then they assess the RAN performance of the standard overload control schemes suggested by 3GPP.

In the fourth article J. Cho, J. Yu, S. Oh, J. Ryoo, J. Song, and H. Kim investigate potential security risks involved in location-based smart services offered by retail stores to their customers by providing as a case study a comprehensive security analysis of the recently launched Starbucks service called Siren Order.

The random access procedures when a large number of connected IoT devices is connected to cellular networks is studied in the fifth article by A. Bader, H. ElSawy, M. Gharbieh, M. S. Alouini, A. Adinoyi, and F. Alshaalan. Based on experimental data and system-level simulations, they demonstrate that it is essential to revisit the status quo of random access procedures in large-scale IoTs.

In the sixth article, D. Hussein, E. Bertin, and V. Frey discuss open issues for security and access control mechanisms in distributed IoTs. They propose a novel community-driven access control framework and demonstrate it in a developed prototype in a user-friendly manner.

---

Christos Venikoukis
Roberto Minerva
Mohsen Guizani
Soumya Kanti Datta
Yen-Kuang Chen
Hausi A. Muller

---

IEEE Communications Magazine • March 2017
BIographies

CHRISTOS VERIKOUIKIS [S’95, M’04, SM’07] (cveri@cttc.es) got his Ph.D. from Universitat Politècnica de Catalunya (UPC) in 2000. He is currently a Fellow Researcher at CTTC, head of the SMARTech Department, and an adjunct associate professor at the University of Barcelona. He has published 106 journal papers and over 170 conference papers. He is also a co-author of three books, 14 chapters in other books, and two patents. He is currently Chair of the IEEE ComSoc CSIM Technical Committee.

ROBERTO MINERVA holds a Ph.D. in computer science and telecommunications from Telecom Sud Paris, France, and a Master’s degree in computer science from Bari University, Italy. He is the Chairman of the IEEE IoT Initiative, an effort to nurture a technical community and to foster research in IoT. He is at TIMLab, involved in activities on SDN/NFV, 5G, big data, and architectures for IoT. He is the author of papers published in international conferences, books, and magazines.

MOHSEN GUIZANI [S’85, M’89, SM’99, F’09] received his B.S. (with distinction) and M.S. degrees in electrical engineering, and M.S. and Ph.D. degrees in computer engineering from Syracuse University in 1984, 1986, 1987, and 1990, respectively. He is currently a professor and the Electrical and Computer Engineering Department Chair at the University of Idaho. He currently serves on the Editorial Boards of several international technical journals. He is the author of nine books and more than 450 publications in refereed journals and conferences.

SOUMYA KANTI DATTA is a research engineer at EURECOM and a co-founder of an IoT startup, Future Tech Lab. His research focuses on innovation, standardization, and development of next-generation technologies in mobile computing, IoT, M2M communication, and security. He is an active member of the IEEE Consumer Electronics Society and W3C. He has published more than 40 papers in top IEEE conferences and journals. Currently he is involved in oneM2M and the W3C Web of Things Group.

YEN-KUANG CHEN [F’12] received his Ph.D. degree from Princeton University. He is a principal engineer at Intel Corporation, Santa Clara, California. His research areas span from emerging applications that can utilize the true potential of IoT to computer architecture that can embrace emerging applications. He has 50+ U.S. patents, 20+ pending patent applications, and 90+ publications. He is the Editor-in-Chief of the IEEE Journal on Emerging and Selected Topics in Circuits and Systems. He is a Distinguished Lecturer of the IEEE Circuits and Systems Society, 2016–2017.

HAUSH A. MÜLLER is a professor in the Department of Computer Science and associate dean of research in the Faculty of Engineering at the University of Victoria. He is a member of the IEEE Computer Society Board of Governors and the 2016–2017 Vice-President of the IEEE CS Technical and Conference Activities Board. His research interests include software engineering, software evolution, IoT, smart cyber physical systems, and self-adaptive systems. He is a Fellow of the Canadian Academy of Engineering.
A Trust Cloud Model for Underwater Wireless Sensor Networks

Jinfang Jiang, Guangjie Han, Chunsheng Zhu, Sammy Chan, and Joel J. P. C. Rodrigues

ABSTRACT

Nowadays, the study of underwater WSNs (UWSNs) has become a hot topic. However, UWSNs have not been fully utilized in the complex underwater environment, since there are some difficulties in controlling mobile sensor nodes and underwater environment conditions. In addition, how to ensure the security of UWSNs and the safety of underwater mobile sensor nodes has not been solved well. In this article, we study the problem of trust establishment between nodes in UWSNs. We first give a detailed overview of existing trust management mechanisms. Since UWSNs possess specific characteristics, it is noted that those existing mechanisms are not applicable for UWSNs. We then introduce a trust cloud model that is suitable for trust management in UWSNs.

INTRODUCTION

Over the past few years, underwater wireless sensor networks (UWSNs) have gained much attention from researchers due to their wide applications in many underwater scenarios (oceanographic data collection, marine environment monitoring, ocean target surveillance, underwater assisted navigation, disaster forecast and prevention, etc.). As a kind of collaborative network, in almost all applications of UWSNs, sensor nodes are required to participate in the collaboration, while malicious attackers can seriously threaten the operation of UWSNs. Therefore, secure communication and collaboration among sensor nodes are needed to ensure the efficiency of UWSNs [1, 2].

Until now, there have mainly been three kinds of security mechanisms: intrusion protection, intrusion detection, and intrusion tolerance. As the first line of defense against malicious attackers, intrusion protection mechanisms use encryption algorithms, key management, and authentication technologies to prevent adversary invasion. They can resist external attacks well, but once the malicious attackers obtain secret keys and successfully initiate internal attacks, intrusion protection mechanisms lose their effectiveness.

Intrusion detection mechanisms aim to detect and identify malicious attackers that have successfully invaded the network. However, intrusion detection mechanisms usually work after the initiation of malicious attacks. It is difficult to detect malicious intruders as soon as possible; thus, real-time detection needs to be improved. Intrusion tolerance mechanisms try to protect networks while allowing the existence of malicious intruders. As the third line of defense, intrusion tolerance is considered to be an efficient security mechanism, and many new algorithms and technologies have been proposed to further improve network security.

Trust management is an important part of intrusion tolerance mechanisms. As an effective complement to traditional cryptography, trust management is widely used in the Internet, terrestrial WSNs (TWSNs), point-to-point (P2P) networks, ad hoc networks, social networks, e-commerce, and so on. However, different application environments have different functional requirements for trust mechanisms. Traditional trust management mechanisms cannot be directly used in UWSNs. Due to the unique characteristics of the underwater environment and acoustic communication, the research on trust management mechanisms in UWSNs faces more challenges. In this article, we first give a detailed overview of existing trust management mechanisms, which are divided into seven categories according to the different theories or methods that are used to calculate trust. Each kind of trust management mechanism is presented in detail and compared carefully. Then this article proposes a novel trust evaluation algorithm, called the Trust Cloud Model (TCM), which can be used in mobile UWSNs. The new algorithm improves the trust calculation accuracy, and increases the successful communication rate of sensor nodes.

In the remainder of this article, we first review existing trust management schemes. Then we describe how the cloud mathematical concept is used to evaluate the trust relationship for underwater sensor nodes. We give the details of our proposed TCM, which is a new trust model for UWSNs. We evaluate the proposed model using various performance metrics. Finally, we conclude the article.

TRUST MANAGEMENT SCHEMES

As an important complement to traditional security defense based on cryptography, a trust management mechanism has a significant advantage in the identification of malicious nodes, and many trust management mechanisms have been proposed for WSNs [3]. The common practice of...
Trust management is to first collect trust evidence, according to the behaviors of sensor nodes and then adopt some mathematical methods to deal with the trust evidence to further determine whether the node is credible or not. In this section, we divide existing trust management mechanisms into the following seven categories according to the different theories or methods that are used to calculate trust.

**Trust management based on subjective logic.** In 2008, subjective logic was first adopted for trust calculation. The concepts of evidence space and concept space are introduced to describe and establish trust relationships. In addition, a set of logical operators are defined to calculate the trust values of sensor nodes. Subjective logic can also be adopted to study group trust relationship establishment. According to different group relations, direct trust and recommendation trust are measured. In 2014, Ren et al. [5] proposed a novel trust model based on subjective logic for intermittent connected networks. A set of trust similarity functions were defined to detect abnormal trust values so as to further improve trust evaluation accuracy. However, how to accurately obtain trust evidence has not been discussed in this kind of trust management mechanism.

**Trust management based on Bayesian theory.** In 2004, Ganeriwal et al. proposed a trust mechanism based on Bayesian theory named Reputation-Based Framework for High Integrity Sensor Networks (RFSN) [6]. To the best of our knowledge, this was the first trust model proposed for WSNs, where sensor nodes monitor communication behaviors of their neighbor nodes. The amounts of successful and unsuccessful communication are counted for trust evidence, and are further used to obtain trust values of sensor nodes by using the Bayesian formula. At present, the trust model based on Bayesian theory is the most extensively used trust mechanism in WSNs. However, only considering successful or unsuccessful communication to evaluate trust is not reliable since communication behavior in UWSNs is easily affected by the environment.

**Trust management based on probability theory.** In 2006, Crosby et al. proposed a trust calculation model based on probability theory [7]. First, through a simple statistical method, the relevant trust evaluation factors are obtained. Then the trust values of sensor nodes are calculated by the weighted algorithm. The proposed trust model is simple and has low computational complexity. However, the calculation is based on local monitoring, ignoring recommendations from other nodes in the network. In addition, it is hard to accurately obtain trust evaluation through the weighted algorithm, since it is difficult to determine the exact size of each weight value in UWSNs.

**Trust management based on fuzzy logic.** In 2010, Chen et al. [8] studied the fuzzy nature of trust, and proposed a trust management mechanism based on fuzzy logic. Trust has subjectivity and fuzziness. In the trust management mechanism based on Bayesian theory and probability theory, randomness is used to express fuzziness, and the probability statistics method is adopted to calculate trust values of nodes. In the trust management mechanism based on fuzzy logic, the fuzzy logic inference rule is established to express the subjectivity and fuzziness of trust, which can solve the problem of inaccurate trust calculation caused by the subjective fuzzy information. However, this kind of trust mechanism cannot provide a specific quantitative method for trust values. How to quantify the fuzzy trust relationship to specific trust values needs further study.

**Trust management based on D-S evidence theory.** D-S evidence theory is an important method in uncertainty reasoning, since it can directly express “inaccuracy” and “uncertainty.” In 2011, Feng et al. [9] proposed a trust model based on node behaviors and D-S evidence theory. D-S evidence theory can describe the uncertainty of trust well. However, the computational complexity of D-S evidence theory is high, and grows exponentially with the increasing number of sensor nodes. Therefore, it is not suitable for resource constrained UWSNs. Another drawback of this kind of trust model is that it may not be possible to get the right result when conflict evidence is synthesized.

**Trust management based on entropy theory.** Entropy is a measurement of information uncertainty. In 2006, Sun et al. [10] introduced entropy theory into trust evaluation for ad hoc networks. In 2008, Dai [11] et al. applied entropy theory for trust evaluation in TWSNs. In 2015, to solve the complex recommendation information processing problem, Zhang et al. [12] proposed a trust model based on entropy and recommendation chain classification. Based on node honesty, recommendation chains are classified into different categories. Then direct trust and recommendation information are aggregated based on entropy theory. Compared to the traditional subjective model, trust management mechanisms based on entropy theory can get rid of trust fuzziness better and obtain accurate trust evaluation.

**Trust management mechanism based on cloud theory.** In 1995, Li et al. proposed a cloud model based on the traditional fuzzy set theory and probability statistics theory [13]. In 2009, Ma [14] introduced a trust cloud into TWSNs, and put forward a cloud-based trust model (CBTM). CBTM does not take timeliness of trust into account. In addition, using the average method to evaluate trust values of sensor nodes is not reasonable. In 2014, Xu et al. designed a lightweight cloud model (LCT) for TWSNs [15]. The proposed trust model is simple: each sensor node can establish an independent LCT and carry out a comprehensive assessment of trust for its neighbor nodes. Cloud theory is mainly used for trust combination and transfer calculation. It can describe the uncertainty of trust well. However, how to obtain trust evidence and how to calculate trust values according to the trust evidence have not been resolved; moreover, in the process of trust combination and transfer calculation, conflict trust, trust repeated calculation, and the timeliness of trust are not taken into account. In addition, all the proposed trust models based on cloud theory are designed for the terrestrial environment, which cannot be directly used in UWSNs. Therefore, in this article, we introduce a trust model based on cloud theory for UWSNs.
The mathematical concept cloud can well describe the uncertainty of qualitative and quantitative values. In our TCM, we use clouds to evaluate trust relationships for underwater sensor nodes, since they possess fuzziness and randomness.

### System Model

#### Network Model

In the UWSN, there are $n$ sensor nodes, denoted by $s_i \in S$, where $S = \{s_i\}_{i=1}^n$. Each sensor node $s_i$ is randomly deployed at position $p_i$. We assume that all sensor nodes have the same communication range. The communication radius is $r$. Only when the distance $d(p_i, p_j)$ between two sensor nodes $s_i$ and $s_j$ satisfies $d(p_i, p_j) \leq r$ can the two nodes directly communicate with each other. We call them one-hop neighbor nodes. The location of any sensor node can be obtained by possibly using GPS or other techniques such as triangulation or localization. In TCM, trust is periodically evaluated by using a sliding time window, as shown in Fig. 1. In each time slot, the information of node, flag, time, data, and trust is obtained, where node is the target node of current communication, flag records the communication status (successful or unsuccessful), time is the current time, and data is the attribute data of the target node obtained in the process communication process. The attribute data is analyzed as trust evidence, which is further used to calculate trust. The calculated trust is recorded in trust.

#### Cloud Model

The mathematical concept cloud can describe the uncertainty of qualitative and quantitative values well. In our TCM, we use clouds to evaluate trust relationships for underwater sensor nodes, since they possess fuzziness and randomness. For any trust attribute $X$, if $\forall x \in X$, where $X$ is a trust evaluation domain denoted with accurate value, there is a mapping satisfying $\mu : X \rightarrow [0, 1], x \rightarrow \mu(x) \in [0, 1]$; then the distribution of $X$ in the domain $X$ is called cloud.

A model could consist of three digital features ($E_x$, $E_y$, $E_z$) to describe transformation between qualitative and quantitative values. $E_x$ is the expected value of the attribute (i.e., the mean of the cloud).

---

Figure 1. The sliding time window.

---

Figure 2. The architecture of TCM.
value). $E_b$ is the entropy of the attribute, which reflects the ambiguity of $x_i$. $E_c$ is the hyper entropy of the attribute, which indicates the uncertainty of $E_b$. Each cloud is composed of a lot of cloud drops. A single cloud drop cannot express any specific meaning or feature. But a cloud that consists of a number of drops can be a feature of a qualitative concept. For any $x_i$, we can calculate $(E_{ei}, E_{ni}, E_{m})$ based on the Backward Cloud Generator as follows:

**Step 1.** Calculating the mean $\bar{x}_i$ and the variance $S^2$ of $x_i$:

$$\bar{x}_i = \frac{1}{n} \sum_{i=1}^{n} x_i, S^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2$$

**Step 2.** Calculating $E_{ei} = \bar{x}_i$

**Step 3.** Calculating $E_{ni}$

$$E_{ni} = S\sqrt{\frac{2}{\pi}} \sqrt{\frac{1}{n} \sum_{i=1}^{n} |E_{ei} - x_i|}$$

**Step 4.** Calculating $E_{m}$

$$E_{m} = \sqrt{S^4 - E_{ni}^2}$$

### METHODS OF TRUST EVIDENCE COLLECTION

In this section, we introduce TCM in detail. Figure 2 presents a work flow of TCM. The detailed operation is presented as follows:

**TRUST EVIDENCE COLLECTION**

The first step of trust management is the collection of trust evidence. As shown in Fig. 3, according to nodes’ communication behaviors, trust evidence is collected. There are two methods for trust evidence collection: neighbor nodes monitoring and direct information interaction. In UWSNs, abnormal acoustic communication (e.g., packet loss, packet error, and abnormal energy consumption) can be used as trust evidence to establish a trust model. A UWSN is characterized by narrow bandwidth, high bit error rate, and packet loss rate. In order to make full use of acoustic channel bandwidth, malicious packet error and packet loss must be avoided; thus, abnormal packet error and loss are used as trust evidence. In addition, as a kind of resource constrained network, a UWSN is especially limited by energy; thus, abnormal energy consumption is also taken into account.

At the beginning of network deployment, there is no past communication between sensor nodes; thus, no trust evidence is available. In this case, we need to initialize the trust values of nodes. Here, we assume that all the sensor nodes are trustworthy at the beginning.

**DIRECT TRUST CLOUD ESTABLISHMENT**

Trust calculation is the core module in the trust management mechanism. In TCM, three kinds of trust are calculated: direct trust, recommendation trust, and indirect trust. For one-hop neighbor nodes, direct trust can be calculated based on their direct communication experiences. Based on trust evidence, trust attributes are calculated to obtain cloud drops, which can be used to establish direct trust cloud based on the backward cloud generator. If there is enough trust evidence between one-hop neighbor nodes, only direct trust is calculated for establishing a trust relationship.

**RECOMMENDATION TRUST CLOUD ESTABLISHMENT**

In UWSNs, underwater sensor nodes freely float with the ocean currents. The neighborhood of a sensor node changes from time to time. In the same neighborhood, the trust values can share with each other to provide recommendation. In a different neighborhood, the trust values can be transferred to obtain indirect trust. For neighbor nodes without direct communication or enough direct interaction experiences, recommendations from other nodes are required to establish recommendation trust. The nodes that provide recommendations are called recommenders. The calculated direct trusts stored in the recommender are used for recommendations. Then direct and recommendation trusts are combined as the current trust cloud.

**INDIRECT TRUST CLOUD ESTABLISHMENT**

For multihop nodes, indirect trust clouds are established. In the process of trust transfer, in order to limit the path length of trust transfer and save energy consumption of recommendation, the six degrees of separation rule is adopted to establish recommendation links, which are used to transfer commendations for multihop sensor nodes.

---

[Figure 3. The detail of TCM.]
Trust has two aspects of dynamic characteristics: first, the trust relationship between sensor nodes changes in a dynamic environment; second, trust decays over time. In the first case, due to dynamic ocean currents and unstable acoustic communication, the sensor nodes with interrupted communication due to an intermittently connected acoustic link may easily be mistaken as malicious nodes. Thus, a redemption factor is introduced to control normal communication. If the value of a sensor node’s trust is lower than the defined redemption factor, it will be forbidden from participating in communication until its trust value returns to normal. The redemption factor can also be used to avoid the excluded malicious nodes quickly joining the network again. In the second case, a memory factor is introduced to describe the time decay characteristic. The trust trails off along with time; thus, the trust closer to the current time can be given a higher weight, and the historical trust is assigned with a lower weight.

TRUST JUDGMENT AND EVALUATION

The trust model is used to quantify trust relationships between sensor nodes. Based on the quantified results and similarity judgment, a sensor node can judge whether another node is trustworthy or not. Thus, in the operation of the UWSN, only trustworthy nodes are selected to use for data transmission.

SIMULATIONS

The simulation is conducted using the Matlab simulator. The number of normal sensor nodes is 100. The number of malicious nodes ranges from 10 to 100 with an increment of 10 each time. All the sensor nodes are randomly deployed over a network size of 500 m × 500 m. The transmission radius of each node is set as 50 m. We evaluate the performance of TCM in the following three aspects:

1. The performance of malicious node detection
2. The performance of trust value calculation
3. The performance of data transmission

THE PERFORMANCE OF MALICIOUS NODE DETECTION

The detection rate and false alarm rate of malicious nodes are compared in Figs. 4(a) and 4(b), respectively. TCM outperforms CBTM and LCT because CBTM and LCT do not take timeliness of trust into account. In addition, using the direct average method to evaluate trust values of sensor nodes is not reasonable.

THE PERFORMANCE OF TRUST VALUE CALCULATION

In order to evaluate the performance of TCM, four kinds of sensor nodes (normal nodes, malicious nodes, hypocritical nodes, and malicious recommender) are simulated. The communication behaviors of normal nodes have been good; thus, their trust values gradually rise along simulation time. On the contrary, malicious nodes’ trust values rapidly decrease with communication time. This is because malicious nodes lose many packets, which introduces unsuccessful communication. As shown in Fig. 5, even they stop performing malicious behaviors; it is hard for them to obtain high trust values. Hypocritical nodes first pretend to be normal nodes, and thus they are
evaluated with higher trust values. However, their trust values will rapidly decrease once they launch malicious attacks. The malicious recommender can be detected and will not continue to be used in the following trust evaluation. These results meet the requirements of slow establishment and rapid destruction of trust evaluation.

THE PERFORMANCE OF DATA TRANSMISSION
As shown in Fig. 6, in the same environment, the rate of successful communication under TCM is higher than that of the other two trust models. The rate of successful communication decreases with the increasing number of malicious nodes. However, TCM can be robust against malicious attacks. When the ratio of malicious nodes grows from 10 to 50 percent, we can get a higher communication success rate and the trend is relatively flat, indicating that TCM can suppress a certain number of malicious nodes.

CONCLUSION
In this article, we have presented a detailed survey of existing trust management mechanisms. Since UWSNs possess specific characteristics, we introduce a new trust cloud model that is suitable for trust management in UWSNs. The research of trust management for UWSNs is still in its infancy; there are still many challenges remaining wide open for future investigation:

1. The challenge of underwater acoustic communication. The underwater environment is complex and dynamic, which leads to poor stability of underwater acoustic communication. How to effectively obtain trust evidence and accurately evaluate trust values is one of the key issues in trust management mechanisms. In addition, the instability of underwater acoustic communication makes UWSNs more vulnerable to various types of network attacks, which brings new challenges for network security.

2. The challenge of node mobility. In UWSNs, the positions of sensor nodes change with ocean water flow. Thus, communication behaviors and trust relationships between sensor nodes also constantly change, which causes a lot of difficulties for trust assessment.

3. The challenge of sparse node deployment. UWSNs are always used to monitor a large-scale scenario, and sensor nodes are usually sparsely deployed. In this case, sensor nodes are far away from each other, so the number of direct communication or information exchange between them is not enough to accurately evaluate trust relationship. How to carry out trust management under the condition of insufficient trust evidence becomes a new problem to be solved.
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A Primer on 3GPP Narrowband Internet of Things
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ABSTRACT

Narrowband Internet of Things (NB-IoT) is a new cellular technology introduced in 3GPP Release 13 for providing wide-area coverage for IoT. This article provides an overview of the air interface of NB-IoT. We describe how NB-IoT addresses key IoT requirements such as deployment flexibility, low device complexity, long battery lifetime, support of massive numbers of devices in a cell, and significant coverage extension beyond existing cellular technologies. We also share the various design rationales during the standardization of NB-IoT in Release 13 and point out several open areas for future evolution of NB-IoT.

INTRODUCTION

Use cases for machine-type communications (MTC) are developing very rapidly. There has been enormous interest in integrating connectivity solutions with sensors, actuators, meters (water, gas, electric, or parking), cars, appliances, and so on [1, 2]. The Internet of Things (IoT) is thus being created and constantly expanded. IoT consists of a number of networks that may have different design objectives. For example, some networks only intend to cover a local area (e.g. one single home), whereas some networks offer wide-area coverage. The latter case is being addressed in the Third Generation Partnership Project (3GPP). Recognizing the importance of IoT, 3GPP has introduced a number of key features for IoT in its latest release, Release 13 (Rel-13). EC-GSM-IoT [3] and LTE-eMTC [4] aim to enhance existing Global System for Mobile Communications (GSM) [5] and Long Term Evolution (LTE) [6] networks, respectively, for better serving IoT use cases. Coverage extension, user equipment (UE) complexity reduction, long battery lifetime, and backward compatibility are common objectives. A third track, Narrowband IoT (NB-IoT) [7], shares these objectives as well. In addition, NB-IoT aims to offer deployment flexibility, allowing an operator to introduce NB-IoT using a small portion of its existing available spectrum. NB-IoT is designed mainly for targeting ultra-low-end IoT applications. NB-IoT is a new 3GPP radio access technology in the sense that it is not fully backward compatible with existing 3GPP devices. It is, however, designed to achieve excellent coexistence performance with legacy GSM and LTE technologies. NB-IoT requires 180 kHz minimum system bandwidth for both downlink and uplink, respectively. The choice of minimum system bandwidth enables a number of deployment options. A GSM operator can replace one GSM carrier (200 kHz) with NB-IoT. An LTE operator can deploy NB-IoT inside an LTE carrier by allocating one of the physical resource blocks (PRBs) of 180 kHz to NB-IoT. As will become clear later in this article, the air interface of NB-IoT is optimized to ensure harmonious coexistence with LTE, and thus such an “in-band” deployment of NB-IoT inside an LTE carrier will not compromise the performance of LTE or NB-IoT. An LTE operator also has the option of deploying NB-IoT in the guard-band of the LTE carrier. NB-IoT reuses the LTE design extensively, including the numerologies, downlink orthogonal frequency-division multiple access (OFDMA), uplink single-carrier frequency-division multiple access (SC-FDMA), channel coding, rate matching, interleaving, and so on. This significantly reduces the time required to develop full specifications. Also, it is expected that the time required for developing NB-IoT products and services is expected to be around the beginning of 2017.

In this article, we provide a state-of-the-art overview of the air interface of NB-IoT with a focus on the key aspects where NB-IoT deviates from LTE. In particular, we highlight the NB-IoT features that help achieve the aforementioned design objectives. The remainder of this article is organized as follows. First, transmission schemes and deployment options are given. We then describe the physical channels of NB-IoT. Resource mapping is described, with an emphasis on how orthogonality with LTE is achieved when deploying NB-IoT inside an LTE carrier. Procedures such as cell search, random access, scheduling, and hybrid automatic repeat request (HARQ) are detailed. The article highlights NB-IoT performance, and the final section provides a conclusion.
TRANSMISSION SCHEMES AND DEPLOYMENT OPTIONS

DOWNLINK TRANSMISSION SCHEME

The downlink transmission scheme of NB-IoT is based on OFDMA with the same 15 kHz subcarrier spacing as LTE [8]. Slot, subframe, and frame durations are 0.5 ms, 1 ms, and 10 ms, respectively, identical to those in LTE. In essence, an NB-IoT carrier uses one LTE PRB in the frequency domain (i.e., 12 15 kHz subcarriers) for a total of 180 kHz. Reusing the same OFDMA numerology as LTE ensures good coexistence performance with LTE in the downlink. For example, when NB-IoT is deployed inside an LTE carrier, the orthogonality between the NB-IoT PRB and all the other LTE PRBs is preserved in the downlink.

UPLINK TRANSMISSION SCHEME

The uplink of NB-IoT supports both multi-tone and single-tone transmissions [8]. Multi-tone transmission is based on single-carrier frequency-division multiple access (SC-FDMA) using the same 15 kHz subcarrier spacing and 0.5 ms slot as LTE. Single-tone transmission supports two numerologies, 15 kHz and 3.75 kHz. The 15 kHz numerology is identical to LTE and thus achieves the best coexistence performance with LTE in the uplink. The 3.75 kHz single-tone numerology uses 2 ms slot duration. Like the downlink, an uplink NB-IoT carrier uses a total system bandwidth of 180 kHz.

DEPLOYMENT OPTIONS

NB-IoT may be deployed as a standalone carrier. It may also be deployed within the LTE spectrum, either inside an LTE carrier or in the guard band. These different deployment scenarios are illustrated in Fig. 1. The deployment scenario, stand-alone, in-band, or guard-band, however, should be transparent to a user equipment (UE) when it is first turned on and searches for an NB-IoT carrier. Similar to existing LTE UEs, an NB-IoT UE is only required to search for a carrier on a 100 kHz raster. An NB-IoT carrier that is intended for facilitating UE initial synchronization is referred to as an anchor carrier. The 100 kHz UE search raster implies that for in-band deployments, an anchor carrier can only be placed in certain PRBs.

Figure 1 illustrates the deployment options of NB-IoT with a 10 MHz LTE carrier. The PRB right above the DC subcarrier (i.e., PRB #25) is centered at 97.5 kHz. Since the LTE DC subcarrier is placed on the 100 kHz raster, the center of PRB#25 is 2.5 kHz from the nearest 100 kHz grid. Similarly, PRBs #30, #35, #40, and #45 are all centered at 2.5 kHz from the nearest 100 kHz grid. It can be shown that for an LTE carrier of 10 or 20 MHz, there is a set of PRBs that are all centered at 2.5 kHz from the nearest 100 kHz grid, whereas for an LTE carrier of 3, 5, or 15 MHz, the PRBs are centered at least 7.5 kHz away from the 100 kHz raster. A PRB that is no more than 7.5 kHz away from the 100 kHz raster may be used as an NB-IoT anchor carrier. Further, an NB-IoT anchor carrier should not be any of the middle six PRBs of the LTE carrier. This is because LTE synchronization and broadcast channels occupy many resource elements in the middle six PRBs, making it difficult to use these PRBs for NB-IoT.

Similar to the in-band deployment, an NB-IoT anchor carrier in the guard-band deployment needs to have center frequency no more than 7.5 kHz from the 100 kHz raster. NB-IoT cell search and initial acquisition are designed for a UE to be able to synchronize to the network in the presence of a raster offset up to 7.5 kHz.

Multi-carrier operation of NB-IoT is supported. Since it suffices to have one NB-IoT anchor carrier for facilitating initial UE synchronization, the additional carriers do not need to be near the 100 kHz raster grid. These additional carriers are referred to as secondary carriers.

PHYSICAL CHANNELS

DOWNLINK

NB-IoT provides the following physical signals and channels in the downlink:

- Narrowband primary synchronization signal (NPSS)
- Narrowband secondary synchronization signal (NSSS)
- Narrowband physical broadcast channel (NPBCH)
- Narrowband reference signal (NRS)
- Narrowband physical downlink control channel (NPDCCH)
- Narrowband physical downlink shared channel (NPDSCH)

Unlike LTE, these NB-IoT physical channels and signals are primarily multiplexed in time. Figure 2 illustrates how the NB-IoT subframes are allocated to different physical channels and signals. Each NB-IoT subframe spans over one PRB in the frequency domain and 1 ms in the time domain.

NPSS and NSSS are used by an NB-IoT UE to perform cell search, which includes time and frequency synchronization, and cell identity detection. Since the legacy LTE synchronization sequences occupy six PRBs, they cannot be reused for NB-IoT. A new design is thus introduced.

NPSS is transmitted in subframe #5 in every 10 ms frame using the last 11 OFDM symbols in the subframe. NPSS detection is one of the most computationally demanding operations from a UE’s perspective. To allow efficient implementation of NPSS detection, NB-IoT uses a hierarchical sequence. For each of the 11 NPSS OFDM symbols in a subframe, either p or –p is transmitted, where p is the base sequence generated based on a length-11 Zadoff-Chu (ZC) sequence with root index 5 [8]. Each of the length-11 ZC sequences is mapped to the lowest 11 subcarriers within the NB-IoT PRB.

NSSS has 20 ms periodicity and is transmitted in subframe #9, also using the last 11 OFDM sym-
bols that consist of 132 resource elements overall. NSSS is a length-132 frequency domain sequence, with each element mapped to a resource element. NSSS is generated by element-wise multiplication between a ZC sequence and a binary scrambling sequence [8]. The root of the ZC sequence and binary scrambling sequence are determined by narrowband physical cell identity (NB-PCID). The cyclic shift of the ZC sequence is further determined by the frame number modulo 8.

NPBCH carries the master information block (MIB) and is transmitted in subframe #0 in every frame. A MIB remains unchanged over the 640 ms transmission time interval (TTI).

NPDCCH carries scheduling information for both downlink and uplink data channels. It further carries the HARQ acknowledgment information for the uplink data channel as well as paging indication and random access response (RAR) scheduling information. NPDSCH carries data from the higher layers as well as paging message, system information, and RAR message. As shown in Fig. 2, there are a number of subframes that can be allocated to carry NPDCCH or NPDSCH. To reduce UE complexity, all the downlink channels use the LTE tail-biting convolutional code (TBCC) [9]. Furthermore, the maximum transport block size of NPDSCH is 680 bits [10]. In comparison, LTE without spatial multiplexing supports a maximum TBS greater than 70,000 bits.

An NRS is used to provide phase reference for the demodulation of the downlink channels. NRSs are time-and-frequency multiplexed with information bearing symbols in subframes carrying NPBCH, NPDCCH, and NPDSCH, using eight resource elements per subframe per antenna port. NB-IoT supports up to two NRS ports.

**UPLINK**

NB-IoT includes the following channels in the uplink:
- Narrowband physical random access channel (NP-RACH)
- Narrowband physical uplink shared channel (NP-USCH)

NP-RACH is a newly designed channel since the legacy LTE physical random access channel (PRACH) uses a bandwidth of 1.08 MHz, more than NB-IoT uplink bandwidth. One NP-RACH preamble consists of four symbol groups, with each symbol group comprising one CP and five symbols [8]. Two CP lengths, 66.67 µs and 266.7 µs, are specified. Each symbol, with fixed symbol value 1, is modulated on a 3.75 kHz subcarrier. However, the tone frequency index changes from one symbol group to another. The waveform of NP-RACH preamble is referred to as single-tone frequency hopping. An example of NP-RACH frequency hopping is illustrated in Fig. 3.

NP-USCH has two formats. Format 1 is used for carrying uplink data and uses the same LTE turbo code for error correction. The maximum transport block size of NP-USCH Format 1 is 1000 bits [10], which is much lower than that in LTE. Format 2 is used for signaling HARQ acknowledgment for NPDSCH, and uses a repetition code for error correction. NP-USCH Format 1 supports multi-tone transmission. In this case, the UE can be allocated with 12, 6, or 3 tones. While only the 12-tone format is supported by legacy LTE UEs, the 6-tone and 3-tone formats are introduced for NB-IoT UEs who, due to coverage limitation, cannot benefit from higher UE bandwidth allocation. Moreover, NP-USCH supports single-tone transmission based on either 15 or 3.75 kHz numerology. To reduce peak-to-average power ratio (PAPR), single-tone transmission uses \( \pi/2 \)-binary phase shift keying (BPSK) or \( \pi/4 \)-quadrature phase shift keying (QPSK) with phase continuity between symbols.

NP-USCH Format 1 has 7 OFDM symbols/slot, one of which is the demodulation reference symbol (DMRS). NP-USCH Format 2 also has 7 OFDM symbols/slot, but uses 3 symbols as DMRS. DMRSs are used for channel estimation.

Table 1 summarizes the NB-IoT physical channels and their differences from their LTE counterparts.
RESOURCE MAPPING

In this section, we describe how NB-IoT resource mapping is designed to ensure the best coexistence performance with LTE if deployed inside an LTE carrier. In essence, the orthogonality to LTE signals is preserved by avoiding mapping NB-IoT signals to the resource elements already used by the legacy LTE signals. An example is illustrated in Fig. 4, in which each column indicates resource elements in one OFDM symbol. There are 12 resource elements per OFDM symbol corresponding to 12 subcarriers. As shown, for the standalone and guard-band deployments, no LTE resource needs to be protected; thus, NPDCCH, NPDSCH, and NRS can utilize all the resource elements in one PRB pair. However, for in-band deployment, NPDCCH, NPDSCH, and NRS cannot be mapped to the resource elements taken by LTE cell-specific reference symbols (CRS) and LTE physical downlink control channel (PDCCH). NB-IoT is designed to allow a UE to learn the deployment mode (standalone, in-band, or guard-band) as well as the cell identity through initial acquisition. Then the UE can figure out which resource elements are used by LTE. With this information, the UE can map NPDCCH and NPDSCH symbols to available resource elements. On the other hand, NPSS, NSSS, and NPBCH are used for initial synchronization and master system information acquisition. These signals need to be detected without knowing the deployment mode. To facilitate this, NPSS, NSSS, and NPBCH avoid the first three OFDM symbols in every subframe as these resource elements may be used by LTE PDCCH. Furthermore, NPSS and NSSS signals overlapping with resource elements taken by LTE CRS are punctured at the base station. Although the UE is not aware of which resource elements are punctured, NPSS and NSSS can still be detected by correlating the received punctured synchronization signal with the non-punctured signal since the percentage of punctured resource elements is relatively small. NPBCH is rate-matched around LTE CRS. However, this requires the UE to figure out the location of CRS resource elements, which is dependent of LTE physical cell identity (PCID). The relationship of the values of PCID and NB-PCID used by the same cell is such that the UE can use NB-PCID to determine the LTE CRS locations.

<table>
<thead>
<tr>
<th>Physical channel</th>
<th>Relationship with LTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPSS</td>
<td>• New sequence for fitting into one PRB (LTE PSS overlaps with middle six PRBs)</td>
</tr>
<tr>
<td></td>
<td>• All cells share one NPSS (LTE uses 3 PSSs)</td>
</tr>
<tr>
<td></td>
<td>• New sequence for fitting into one PRB (LTE SSS overlaps with middle six PRBs)</td>
</tr>
<tr>
<td></td>
<td>• NSSS provides the lowest 3 least significant bits of system frame number (LTE SSS does not)</td>
</tr>
<tr>
<td>NSSS</td>
<td>• May use multiple PRBs in time, i.e., multiple subframes (LTE PDCCH uses multiple PRBs in frequency and 1 subframe in time)</td>
</tr>
<tr>
<td>NPDCCH</td>
<td>• Use TBCC and only one redundancy version (LTE uses Turbo Code with multiple redundancy versions)</td>
</tr>
<tr>
<td></td>
<td>• Use only QPSK (LTE also uses higher order modulations)</td>
</tr>
<tr>
<td></td>
<td>• Maximum transport block size (TBS) is 680 bits. (LTE without spatial multiplexing has maximum TBS greater than 70000 bits, see [9])</td>
</tr>
<tr>
<td></td>
<td>• Supports only single-layer transmission (LTE can support multiple spatial-multiplexing layers)</td>
</tr>
<tr>
<td>NPDSCH</td>
<td>• New preamble format based on single-tone frequency hopping using 3.75 kHz tone spacing (LTE PRACH occupies 6 PRBs and uses multi-tone transmission format with 12.5 kHz subcarrier spacing)</td>
</tr>
<tr>
<td>NPRACH</td>
<td>• Support UE bandwidth allocation smaller than one PRB (LTE has maximum bandwidth allocation of 1 PRB)</td>
</tr>
<tr>
<td></td>
<td>• Support both 15 kHz and 3.75 kHz numerology for single-tone transmission (LTE only uses 15 kHz numerology)</td>
</tr>
<tr>
<td></td>
<td>• Use q/2-QPSK or q/4-QPSK for single-tone transmission (LTE uses regular QPSK and higher order modulations)</td>
</tr>
<tr>
<td></td>
<td>• Maximum TBS is 1000 bits. (LTE without spatial multiplexing has maximum TBS greater than 70000 bits, see [9])</td>
</tr>
<tr>
<td></td>
<td>• Supports only single-layer transmission (LTE can support multiple spatial-multiplexing layers)</td>
</tr>
<tr>
<td>NPUSCH Format 1</td>
<td>• New coding scheme (repetition code)</td>
</tr>
<tr>
<td>NPUSCH Format 2</td>
<td>• Uses only single-tone transmission</td>
</tr>
</tbody>
</table>

Table 1. Summary of NB-IoT physical signals and channels and their relationship with the LTE counterparts.

CELL SEARCH AND INITIAL ACQUISITION PROCEDURE

When a UE is powered on for the first time, it needs to detect a suitable cell to camp on, and for that cell, obtain the symbol, subframe, and frame timing as well as synchronize to the carrier frequency. In addition, due to the presence of multiple cells, the UE needs to distinguish a particular cell on the basis of an NB-PCID. NB-IoT is intended to be used for very low-cost UEs and at the same time provide extended coverage for UEs deployed in environments with high penetration losses (e.g., the basement of a building). Such low-cost UEs are equipped with low-cost crystal oscillators that can have an initial carrier frequency offset (CFO) as large as 20 ppm. Deployment in-band and in guard-bands of LTE introduces an additional raster offset (2.5 or 7.5 kHz) as explained earlier, giving rise to an even higher CFO. Despite this large CFO, a UE should also be able to perform accurate synchronization at very low signal-to-noise ratio (SNR).

Synchronization in NB-IoT follows similar principles as the synchronization process in LTE, but with changes to the design of the synchronization sequences in order to resolve the problem of estimating large frequency offset and symbol timing at very low SNR. Synchronization is achieved through the use of NPSS and NSSS. The NPSS is used to obtain the symbol timing and the CFO, and the NSSS is used to obtain the NB-PCID and the timing within an 80 ms block.

For UEs operating at very low SNR, an auto correlation based on a single 10 ms received segment would not be sufficient for detection. As a result, an accumulation procedure over multiple 10 ms segments is necessary. Because of the inherent NPSS design, the accumulation can be performed coherently, providing sufficient signal energy for detection.

After the synchronization procedure is complete, the UE has knowledge of the symbol timing, the CFO, the position within an 80 ms block, and
the NB-PCID. The UE then proceeds to the acquisition of the MIB, which is broadcast in subframe #0 of every frame carried by NPBCCH. The NPBCCH consists of eight self-decodable sub-blocks, and each sub-block is repeated eight times, so each sub-block occupies subframe #0 of eight consecutive frames. Therefore, one NPBCCH codeword is distributed over 64 frames (i.e., 640 ms) using subframe 0. The design is intended to enable successful acquisition for UEs in deep coverage.

After reading system information on NPRACH, the UE can determine the NPRACH resource configuration, the number of repetitions needed for its estimated coverage level, and transmits a random access preamble back to back within one period of the NPRACH resource configured and the number of repetitions needed for its estimated coverage level. To facilitate NB-IoT deployment, some UE implementations may support multi-tone transmission. The network can partition the NPRACH subcarriers in the frequency domain into two non-overlapping sets. A UE can select one of the two sets to transmit its random access preamble to signal whether or not it supports multi-tone transmission.

In summary, UE determines its coverage level by measuring downlink received signal power. After reading system information on NPRACH resource configuration, the UE can determine the NPRACH resource configured and the number of repetitions needed for its estimated coverage level and transmit power. Then the UE can transmit repetitions of the basic single-tone random access preamble back to back within one period of the NPRACH resources. The remaining steps in the random access procedure are similar to LTE, and we omit the details here. Additional information about NB-IoT random access can be found in [11].

SCHEDULING AND HARQ OPERATION

To enable low-complexity UE implementation, NB-IoT allows only one HARQ process in both downlink and uplink, and allows longer UE decoding time for both NPDCCH and NPDSCH. An asynchronous, adaptive HARQ procedure is adopted to support scheduling flexibility. An example is illustrated in Fig. 5. A scheduling command is conveyed through a downlink control indicator (DCI), which is carried by NPDCCH. NPDCCH may use aggregation level (AL) 1 or 2 for transmitting a DCI [8, 10]. With AL-1, two DCIs can be multiplexed in one subframe; otherwise, one subframe only carries one DCI (i.e., AL-2), giving rise to a lower coding rate and improved coverage. Further coverage enhancement can be achieved through repetition. Each repetition occupies one subframe. DCI can be used for scheduling downlink data or uplink data. In the case of downlink data, the exact time offset between NPDCCH and the associated NPDSCH is indicated in the DCI. Since IoT

Figure 4. NPDCCH/NPDSCH resource mapping example.
devices are expected to have reduced computing capability, the time offset between the end of NPDCCH and the beginning of the associated NPDSCH is at least 4 ms [10]. In comparison, LTE PDCCH schedules PDSCH in the same TTI. After receiving NPDSCH, the UE needs to send back a HARQ acknowledgment using NPUSCH Format 2. The resources of NPUSCH carrying the HARQ acknowledgment are also indicated in DCI [10]. The time offset between the end of NPDSCH and the start of the associated HARQ acknowledgment is at least 12 ms [10]. This allows a UE ample decoding time.

Similarly, uplink scheduling and HARQ operation are also illustrated in Fig. 5. The DCI for an uplink scheduling grant needs to specify which subcarriers a UE is allocated [10]. The time offset between the end of NPDCCH and the beginning of the associated NPUSCH is at least 8 ms [10]. After completing the NPUSCH transmission, the UE monitors NPDCCH to learn whether NPUSCH is received correctly by the base station, or a retransmission is needed.

**PERFORMANCE**

IoT use cases are characterized by requirements such as data rate, coverage, device complexity, latency, and battery lifetime. These are thus important performance metrics. Furthermore, according to [12], IoT traffic is forecast to have compounded annual growth rate of 23 percent between 2015 and 2023. It is therefore important to ensure that NB-IoT has good capacity to support such growth in the years to come.

**PEAK DATA RATES**

NPDSCH peak data rate can be achieved by using the largest TBS of 680 bits and transmitting it over 3 ms [10]. This gives 226.7 kb/s peak layer 1 data rate. NPUSCH peak data rate can be achieved by using the largest TBS of 1000 bits and transmitting it over 4 ms [10]. This gives 250 kb/s peak layer 1 data rate. However, the peak throughputs of both downlink and uplink are lower than the above figures when the time offsets between DCI, NPDSCH/NPUSCH, and HARQ acknowledgment are taken into account.

**COVERAGE**

NB-IoT achieves a maximum coupling loss 20 dB higher than LTE Rel-12 [12–14]. Coverage extension is achieved by trading off data rate through increasing the number of repetitions. Coverage enhancement is also ensured by introducing single subcarrier NPUSCH transmission and π/2-BPSK modulation to maintain close to 0 dB PAPR, thereby reducing the unrealized coverage potential due to power amplifier backoff. NPUSCH with 15 kHz single-tone gives a layer 1 data rate of approximately 20 b/s when configured with the highest repetition factor (i.e., 128) and the most robust modulation and coding scheme (MCS). NPDSCH gives a layer 1 data rate of 35 b/s when configured with repetition factor 512 and the most robust MCS. These configurations support close to 170 dB coupling loss. In comparison, the Rel-12 LTE network is designed for up to approximately 142 dB coupling loss [14].

**DEVICE COMPLEXITY**

NB-IoT enables low-complexity UE implementation by the designs highlighted below:

- Significantly reduced transport block sizes.
- Support only one redundancy version in the downlink.
- Support only single-stream transmissions.
- Only single antenna is required at the UE.
- Support only single HARQ process.
- No need for a turbo decoder at the UE.
- No Connected mode mobility measurement is required. A UE only needs to perform mobility measurement during Idle mode.
- Low sampling rate due to lower UE bandwidth.
- Allow only half-duplex frequency-division duplexing operation.
- No parallel processing is required. All the physical layer procedures occur in a sequential manner.

The coverage objective is achieved with 20 or 23 dBm power amplifier, making it possible to use an integrated power amplifier in the UE.

**LATENCY AND BATTERY LIFETIME**

NB-IoT targets latency-insensitive applications. However, for applications like sending alarm signals, NB-IoT is designed to allow less than 10 s latency [3]. NB-IoT aims to support long battery life. For a device with 164 dB coupling loss, a 10-year battery life can be reached if the UE transmits 200 bytes of data a day on average [3].

**CAPACITY**

NB-IoT supports massive IoT capacity by using only one PRB in both uplink and downlink. Sub-PRB UE scheduled bandwidth is introduced in the uplink, including single-subcarrier NPUSCH. Note that for a coverage limited UE, allocating higher bandwidth is not spectrally efficient as the UE is power limited rather than bandwidth limited. Based on the traffic model in [3], NB-IoT with one PRB supports more than 52,500 UEs per cell [3]. Furthermore, NB-IoT supports multiple carrier operation. Thus, more IoT capacity can be added by adding more NB-IoT carriers.

**CONCLUSION**

In this article, a description of NB-IoT radio access is given. We emphasize how radio access is designed differently compared to LTE, and how it is designed to fulfill the performance requirements of IoT such
as significant coverage extension, low device complexity, long battery lifetime, and supporting a massive number of IoT devices. Further enhancements of NB-IoT in the next 3GPP Release are ongoing in 3GPP, including, for example, introducing low-complexity multicast functionality, for rolling out firmware updates and enhancing positioning accuracy, which is important to many IoT applications. NB-IoT is a step toward building the fifth generation (5G) radio access technology intended for enabling new use cases like machine type communications. NB-IoT devices, after deployment, are expected to remain in the network for many years, likely beyond network migration toward 5G. It is thus important to design 5G radio access technology to coexist well with NB-IoT and its evolutions. It is also important to ensure that NB-IoT continues to evolve toward meeting all 5G requirements for IoT, minimizing any need to introduce a new 5G IoT technology, which may cause market fragmentation and reduce the benefit of economy of scale. NB-IoT ushers in ultra-low-cost devices and has enough capacity to support a massive number of these devices in a cell. This is also a step toward the fog network [15] as these devices, although individually simple and low-cost, collectively form significant capability in terms of sensing, intelligence, storage, and computing.
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ABSTRACT

Network connectivity is a key issue in the realization of IoT, and LTE cellular technology is the most promising option for the provisioning of such connectivity. However, in LTE networks, a large number of IoT devices trying to access the medium can overload the RAN. In this article, we review the LTE random access procedure and its support for IoT applications. We also assess the performance of the RAN overload control schemes proposed by 3GPP, taking into consideration the interaction between the random access procedure and packet downlink control channel resource allocation.

INTRODUCTION

In the Internet of Things (IoT), tens of billions of devices with sensing, computing, and communication capabilities will improve our daily life and create new business opportunities [1]. Various sectors will benefit from the information exchange in IoT, such as transportation, health care, and manufacturing, as well as the development of smart cities, smart grid, and smart home. Devices will be interconnected by a diverse communication infrastructure, with connectivity being a key issue for the realization of IoT.

Machine-to-machine (M2M) communication, or machine-type communication (MTC) technology, will enable the interaction of IoT devices. Technologies using unlicensed frequency bands and featuring low power consumption for a short transmission range, such as RF identification, Zigbee, Bluetooth Low Energy, and low-power WiFi, have been designed to support M2M applications. However, in order to provide coverage for wide areas, which is a key requirement for various IoT applications, these technologies rely on multihop packet forwarding, as well as the addition of backhaul links. Moreover, these technologies are prone to interference because of the use of the unlicensed spectrum, which reduces the reliability and availability of these systems, and increases communication delays [2].

To overcome some of these limitations, long-range, low-power communication technologies, known as low-power wide area, such as Sigfox, LoRa, Weightless, and Long Term Evolution (LTE), are gaining momentum in the IoT connectivity landscape [3], with the LTE cellular technology being the most suitable solution for the interconnection of IoT devices due to its wide coverage, security, licensed spectrum, and simplicity of management. By using LTE technology for MTC, mobile network operators (MNOs) can leverage their investment in 4G LTE networks to provide IoT connectivity.

Traditionally, cellular networks were designed to support human-to-human (H2H) communications. However, the requirements of IoT M2M communication and the energy limitation of devices impose additional requirements for the cellular networks. For example, severe congestion can occur when a massive number of transmitting devices attempt to access the network simultaneously. Moreover, the connection-oriented communication in traditional cellular networks can generate excessive signaling overhead for transmitting small data packets generated by IoT applications. Consequently, quality of service (QoS) provisioning for human-type communication (HTC) and MTC can be jeopardized.

In order to make the LTE technology more suitable for M2M communications, 3GPP LTE standard Releases 11, 12, and 13 included different features to support MTC applications, known as LTE for MTC (LTE-M), as well as a new technology, known as Narrowband LTE (NB-LTE).

This article focuses on the random access network (RAN) overload problem, especially the problem of congestion arising from a massive number of MTC devices trying simultaneously to access the LTE network. The evolution of the LTE standard for the support of IoT applications is reviewed, especially a variety of proposals impacting the random access procedure. The performance of the main approaches for the amelioration of the RAN overload problem [4] is shown. This article considers the interaction of the random access procedure and packet downlink control channel (PDCCH) resource allocation, which has not been undertaken previously. Results derived via extensive simulations show that the RAN overload problem has been underestimated. We show that physical and PDCCH constraints strongly impact the network performance during the random access procedure. Based on these findings, we present key research directions for the improvement of the performance of the random access procedure of LTE to enhance the access by the massive number of devices expected in IoT scenarios.
handshake contention-based RA procedure is described below.

The UE first transmits a preamble (msg1) message on the random access channel during the first random access opportunity (RAO) after the triggering of the random access procedure. The eNB periodically informs the UEs about a set of up to 64 orthogonal preamble sequences from which the UE can make a choice. Collisions occur when two or more UEs transmit the same preamble sequence during the same RAO. However, the eNB does not detect such collisions during this step.

The second step is the transmission of a random access response (RAR) (msg2) message by the eNB, addressed to the random access temporary identifier (RA-RNTI) over the downlink shared channel. A DCI message is thus scheduled on the CSS of the PDCCH to indicate the PDSCH resources in which the RAR message was transmitted. This message contains a timing advance command and an uplink grant for the transmission of a message in the following step. If the UE device that sent a preamble sequence does not receive an msg2 message from the eNB within a certain period of time, it enters a backoff period again, trying to access the network once this period has expired.

Then the UE transmits a layer 2/3 (L2/L3) (msg3) message on the uplink shared channel. The message is addressed to the RA-RNTI and carries either the identity of the UE, if it is in the connected radio resource control (RRC) state, or a temporary UE identity (if the UE is in the idle RRC state). If two or more UEs have chosen the same preamble sequence in a RAO, they will receive the same grant in the RAR message, and thus, all their L2/L3 message transmissions will collide. A contention resolution (msg4) message is then sent to each UE on which msg3 message was successfully received by the eNB.

**LTE RANDOM ACCESS PROTOCOL**

The random access procedure is performed by a UE in the following cases:

- Upon initial access to the network
- Upon arrival of uplink data at the UE buffer if no radio resources have been assigned to request uplink resources
- During handover
- Upon radio failure to re-establish a connection
- When the UE is not synchronized with the eNB

There are two types of random access (RA) procedures: contention-free and contention-based. The former is used to perform handover, whereas the latter is used otherwise. The four-way handshake contention-based RA procedure is described below.

The UE first transmits a preamble (msg1) message on the random access channel during the first random access opportunity (RAO) after the triggering of the random access procedure. The eNB periodically informs the UEs about a set of up to 64 orthogonal preamble sequences from which the UE can make a choice. Collisions occur when two or more UEs transmit the same preamble sequence during the same RAO. However, the eNB does not detect such collisions during this step.

The second step is the transmission of a random access response (RAR) (msg2) message by the eNB, addressed to the random access temporary identifier (RA-RNTI) over the downlink shared channel. A DCI message is thus scheduled on the CSS of the PDCCH to indicate the PDSCH resources in which the RAR message was transmitted. This message contains a timing advance command and an uplink grant for the transmission of a message in the following step. If the UE device that sent a preamble sequence does not receive an msg2 message from the eNB within a certain period of time, it enters a backoff period again, trying to access the network once this period has expired.

Then the UE transmits a layer 2/3 (L2/L3) (msg3) message on the uplink shared channel. The message is addressed to the RA-RNTI and carries either the identity of the UE, if it is in the connected radio resource control (RRC) state, or a temporary UE identity (if the UE is in the idle RRC state). If two or more UEs have chosen the same preamble sequence in a RAO, they will receive the same grant in the RAR message, and thus, all their L2/L3 message transmissions will collide. A contention resolution (msg4) message is then sent to each UE on which msg3 message was successfully received by the eNB.
The 3GPP Release 12 introduces a new LTE UE device category (Cat. 0) for MTC devices to potentiate LTE penetration into restrictive MTC markets. This new category decreases the cost and complexity of the LTE chipset. It features a single receiver, 1 Mb/s maximum bit rate, and half-duplex operation.

There is no agreement in 3GPP whether NB-LTE is a clean slate approach or not. 3GPP has introduced NB-LTE (NB-LTE) structure has been proposed. By using the ePDCCH (ePDCCH) architecture, a portion of the resources dedicated to the PDSCH is used for conveying control resources. It can alleviate the shortage of control resources resulting from a massive number of devices [5].

3GPP Release 12 introduces a new LTE UE device category (Cat. 0) for MTC devices to potentiate LTE penetration into restrictive MTC markets. This new category decreases the cost and complexity of the LTE chipset. It features a single receiver, 1 Mb/s maximum bit rate, and half-duplex operation, which can achieve a 50 percent reduction in complexity and a 30 percent reduction in cost when compared to a Cat. 1 chipset.

Two important features for MTC devices are introduced in 3GPP Release 13: enhanced coverage and Cat. M1, a new low-complexity UE device category. The Cat. M1 reception bandwidth has been reduced to 1.4 MHz. This release also introduces coverage levels and physical channel repetitions to improve coverage and allows the relaxation of hardware requirements. These cost reductions and coverage enhancements allow MNOs to cover a larger number of IoT applications with LTE technology. Since the legacy PDCCH is spread across the entire bandwidth, a new PDCCH design, the MTC PDCCH, has been developed to support this new category. However, the uplink channel, including the physical random access channel (PRACH), remains the same as for UE Cat. 0 and above.

The final 3GPP enhancement for MTC is called NB-LTE [6], which will operate with a 200 kHz channel bandwidth. Consequently, other UE device categories will be introduced in future releases, further reducing the cost of the MTC device. Such a new category should reduce the complexity of hardware by at least 80 percent in comparison with the hardware of a Cat. 1 UE. This technology aims to support ultra-low-complexity and low-throughput IoT applications via LTE cellular systems. Although NB-LTE still makes extensive use of the higher-layer user plane, it represents a “clean slate” approach, in which many aspects of the physical layer of the LTE technology will be changed. In the uplink, the duration of OFDM symbol, slot, and subframe will be six times longer than its LTE counterpart. Thus, an NB-LTE subframe (M-subframe) is now 6 ms rather than the 1 ms in the traditional LTE system. Even though NB-LTE has the possibility of 64 preamble sequences available as well as the random access procedure with four messages, it remains basically the same as for the standard LTE technology; the MTC PRACH occupies two M-subframes (12 ms) and uses different preamble sequence signals. Depending on the level of coverage, which determines the number of repetitions required, up to six M-subframes may be needed to transmit the preamble sequence. Six devices is the maximum number that can be scheduled in an M-subframe. The Narrowband IoT technology, which is similar to NB-LTE, was recently included in 3GPP Release 13.

**Implications on the Random Access Procedure**

Although the ePDCCH was proposed to alleviate the shortage of control resources, this channel still has two important limitations during the random access procedure. One limitation is that the ePDCCH is configured in the UE only after the establishment of the RRC connection [7]. As a consequence, devices in idle RRC state (usually when the device performs its initial access) cannot use this channel during the random access procedure; moreover, the eNB must rely exclusively on the PDCCH to allocate control messages to random-access-related messages. The second limitation is that the ePDCCH supports only UE-specific DCI allocations, which means it cannot be used to allocate control resources to RAR messages. Another issue is the reduction in the capacity to transmit data on the downlink as a consequence of resource sharing with the PDSCH. This can have an impact on the performance of downlink-intensive HTC users in a scenario with coexisting M2M/H2H communications.

The main difference between the ePDCCH and the MTC PDCCH of UE Cat. M1 is that the latter also supports CSS allocation, thus allowing the base station to allocate resources to random-access-related messages in the MTC PDCCH. The enhanced coverage feature in 3GPP Release 13 increases access delay due to repetition of the transmissions.

Although NB-LTE devices perform the random access procedure as described earlier, 3GPP considered that advanced RAN overload control schemes will not be required due to the adoption of a simple mechanism based on an access class barring (ACB) bitmap. Moreover, the delay during the random access procedure may increase significantly since only a single device can be scheduled per millisecond on average. In traditional LTE networks, however, devices can transmit not only 3 ms/5 ms on average but also conventional downlink/uplink data. However, this is not expected to affect performance, since Narrowband IoT applications are generally delay-tolerant, and the NB-LTE system will not share resources with legacy LTE users. Thus, those IoT applications with a QoS requirement or throughput constraints will use Cat. M1 chipsets or above. Based on this analysis, we now focus on the interaction between the random access procedure and the PDCCH. Therefore, the insights arising from this article can be generalized to all LTE-M technologies, including Releases 11, 12, and 13.

**State of the Art in RAN Overload Control for LTE Networks**

Different approaches have been proposed to counteract the RAN overload problem, most of which were proposed by 3GPP in [4]. This section briefly discusses some novel solutions that use more robust approaches, solutions that do not use a combination of 3GPP proposed solutions but rather more innovative ones. These approaches have emerged as a consequence of the limitations of the existing solutions in the LTE standards.

An approach for handling massive MTC traffic by using a dense network was proposed in [8]. Femtocells are used to decrease the access delay...
includes detailed implementation of the random access delay. The PRACH load is reduced more than they are in the 3GPP RAN overload control schemes [4]. In [9], two methods for the management of critical and emergency alarm messages in LTE networks are proposed. They require dedicated preambles for alarm devices as well as specific modifications of both the eNB and UE. Each message is mapped on either a predefined index or a sequence of preambles, depending on the method used. Although such methods can significantly reduce the time required for notification of an alarm to the eNB, they require excessive PRACH resources (i.e., RAO) every millisecond as well as the reservation of a set of preambles for use only by those applications. Table 1 shows a summary of the RAN overload control schemes proposed by 3GPP.

### Table 1. Summary of the RAN overload control schemes proposed by 3GPP.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Benefits</th>
<th>Limitations</th>
<th>Challenges</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access class barring</td>
<td>Different access probability values can be configured to deal with different PRACH loads.</td>
<td>Low flexibility to provide device differentiation</td>
<td>Determination of the barring probability based on the PRACH load</td>
<td>Low computational processing and low number of message exchanges</td>
</tr>
<tr>
<td>EAB</td>
<td>Access differentiation can be provided with fine granularity</td>
<td>Access classes are either completely barred or unbarred and only delay-tolerant devices are supported.</td>
<td>Determination of the PRACH load and selection of the barred and unbarred classes</td>
<td>Moderate computational processing and moderate number of message exchanges</td>
</tr>
<tr>
<td>SB</td>
<td>Collisions are solved faster and it is backward compatible with traditional backoff scheme.</td>
<td>Inefficient under high PRACH load conditions</td>
<td>Definition of the scheme settings based on the device requirements</td>
<td>Very low computational processing and low number of message exchanges</td>
</tr>
<tr>
<td>RRS</td>
<td>HTC is not affected by MTC.</td>
<td>Inefficient when there is unbalanced load between MTC and HTC</td>
<td>Dynamic allocation of RA resources for each device type</td>
<td>Very low computational processing and low number of message exchanges</td>
</tr>
<tr>
<td>Slotted access</td>
<td>Dedicated RA slots for individual devices or group of devices</td>
<td>The number of unique RA slots is proportional to the RA cycle length.</td>
<td>Effective allocation of RA slots to devices/groups</td>
<td>Low computational processing and messages exchange</td>
</tr>
<tr>
<td>Pull-based</td>
<td>Overload on PRACH can be effectively mitigated.</td>
<td>Unexpected surge of access requests cannot be handled.</td>
<td>Mechanism to decrease the load in the paging channel</td>
<td>High number of message exchanges in the core network and paging channel</td>
</tr>
<tr>
<td>Distributed queuing</td>
<td>Infinite number of simultaneous devices can ideally be handled.</td>
<td>Only delay-tolerant devices are supported.</td>
<td>Access delay increases as the number of devices increases.</td>
<td>High computational processing and high number of message exchanges</td>
</tr>
<tr>
<td>Femto-cell-based</td>
<td>Low energy consumption; support for high number of simultaneous devices</td>
<td>Lack of access differentiation; low outdoor coverage</td>
<td>Differentiation of users’ attempts</td>
<td>Huge cost of the approach for MNOs</td>
</tr>
</tbody>
</table>

Another solution, proposed in [3], is distributed queueing (DQ)-based. It supports an infinite number of contending devices over PRACH. It has clear advantages over the conventional RA procedure; delays and energy consumption are reduced more than they are in the 3GPP RAN overload control schemes. Nevertheless, the access delay is greater than that required by delay-sensitive IoT applications.

In [9], two methods for the management of critical and emergency alarm messages in LTE networks are proposed. They require dedicated preambles for alarm devices as well as specific modifications of both the eNB and UE. Each message is mapped on either a predefined index or a sequence of preambles, depending on the method used. Although such methods can significantly reduce the time required for notification of an alarm to the eNB, they require excessive PRACH resources (i.e., RAO) every millisecond as well as the reservation of a set of preambles for use only by these applications. Table 1 shows a summary of the RAN overload control schemes proposed by 3GPP.

### PERFORMANCE EVALUATION

To evaluate the performance of different RAN overload control schemes, a special module was developed for the LTE-Sim simulator, which includes detailed implementation of the random access procedure, described next. The collision of preambles can only be detected when a UE does not receive the msg4 message within the waiting time window. Thus, the UEs can send msg3 messages in the same PUSCH resources, even though this leads to collisions. In addition, whenever an msg3 message is retransmitted, the contention resolution timer is restarted. The PDCCH CSS and DSS mechanisms were also implemented. This inclusion reduces the region in which the eNB can allocate control information to each UE as well as increasing blocking on the PDCCH, when two or more UEs use the same region. The processing latency for each step of the RA procedure was introduced, following the specifications in [10].

We validated this new module by comparing its output with the metric values given by the 3GPP TR 37.868 MTC simulation model [4]. To provide a fair comparison, however, it was necessary to assume that the eNB does not decode simultaneous transmission of the same preamble, and, therefore does not send the uplink grant for those preambles as assumed in [4]. This comparison is displayed in Table 2, on the columns “LTE-Sim Module” and “3GPP TR 37.868,” respectively. The last column of Table 2 shows the impact of the inclusion of the above-mentioned realistic assumptions in the enhanced simulation model. Simulations considered scenarios with 5000, 10,000, and 30,000 UEs, with the number of connection requests over a period of 10 s following a Beta(3, 4) distribution as proposed in [4].

Tables 3 and 4 show the configuration param-
Table 2. Validation of our simulation model and the impact of realistic considerations on the performance of a traditional random access scheme.

<table>
<thead>
<tr>
<th>Metric</th>
<th>3GPP TR 37.868</th>
<th>LTE-Sim module</th>
<th>Enhanced LTE-Sim module</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of devices per cell</td>
<td>5000</td>
<td>10,000</td>
<td>30,000</td>
</tr>
<tr>
<td>Access success probability</td>
<td>100%</td>
<td>100%</td>
<td>29.5%</td>
</tr>
<tr>
<td>Average access delay (ms)</td>
<td>29.06</td>
<td>34.65</td>
<td>76.81</td>
</tr>
<tr>
<td>10th percentile access delay (ms)</td>
<td>15</td>
<td>15.25</td>
<td>15.89</td>
</tr>
<tr>
<td>90th percentile access delay (ms)</td>
<td>51.61</td>
<td>65.71</td>
<td>174.39</td>
</tr>
<tr>
<td>Number of preamble transmission</td>
<td>1.56</td>
<td>1.77</td>
<td>3.49</td>
</tr>
<tr>
<td>Preamble collision probability</td>
<td>0.45%</td>
<td>1.98%</td>
<td>47.76%</td>
</tr>
<tr>
<td>msg2 blocking probability</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Average delay, defined as the ratio between a fully complete RA and the total number of RAs triggered; average delay, defined as the time elapsed from the transmission of the first msg1 message to the reception of an msg4 message, considering only successful accesses; preamble collision ratio, which is the ratio between the number of events when two or more devices send the same msg1 message (collision) and the overall number of msg1 messages available during the period; CCE utilization, which is the ratio between the number of CCEs used on the PDCCH and the overall number of available CCEs in the PDCCH; and msg2 blocking probability, which is the ratio between the number of dropped msg2 messages to send msg3 and the number of this type of msg2 messages that joined the eNB queue.

Table 2 shows that the results for the enhanced LTE-Sim module differ from those of the other models due to consideration of realistic assumptions in both the detection of preamble sequence collisions and the allocation of control resources, with the access success probability decreasing while the preamble collision probability and the access delay increase. One of the reasons for the increase in the average access delay is the consideration that preamble collisions will only be detected when the msg4 message is not received. This increases the number of detected preambles, thus increasing the msg2 blocking probability. The dropping of the msg2 messages due to timeout of the timer is the main factor for the decrease in the access probability. This blocking occurs mainly when various UEs are trying to access the network at the same time (or in a short period) and the eNB does not have enough resources during the time window to send the msg2 messages. Another reason for the increased delay is the delay in the downlink grant for msg4 message on the PDCCH. This happens when the PDCCH resources for the allocation of msg4 message destined to a UE are already allocated to other UE msg4 messages, resulting in the postponement of the transmission of the msg4 message despite the existence of available resources on the PDCCH.

Under light loads, all schemes achieved 100 percent access, except some losses when using the Fixed-EAB (F-EAB) scheme (Fig. 2a). Moreover, the F-EAB scheme imposed the greatest average access delay, some 2.8 times greater than those of the second slowest scheme (the fixed-ACB [F-ACB]), and 46 times greater than the smallest delay imposed by the LTE scheme (Fig. 2b). No scheme produced a preamble collision probability greater than 1 percent (Fig. 2c), which suggest that few attempts using the same preamble were sent. However, the CCE utilization exceeded 20 percent in 6 schemes, the F-ACB scheme being the one with lowest utilization, only 11 percent (Fig. 2d). Although the operation of both ACB schemes is quite similar, the fixed approach incurs a greater average access delay than does the adaptive one. Since the barring probability varies as a function of the network load, and few preamble collisions occur on the network, it is possible to conclude that the variation in blocking probability is of little relevance, remaining most of the time in 0, thus allowing the preamble transmissions. The F-EAB scheme produces high msg2 blocking probability values due to the consequence of numerous simultaneous access attempts (Fig. 2e). The other schemes spread access attempts along the timeline, decreasing the intensity of access attempts.

Under medium loads, the F-ACB, adaptive-ACB (A-ACB), adaptive-EAB (A-EAB), and specific backoff (SB) schemes also achieved an access ratio of almost 100 percent, despite a decrease in this ratio for certain other schemes (Fig. 2a). Such a high access probability is due to the fact that these schemes spread in time the attempts to transmit the preambles, thus avoiding collisions. However, such a high access success ratio leads to a considerable increase in delay, which reaches as high as 35 times (Fig. 2b). The access ratio of F-EAB decreased to 68 percent due to the period required for altering the unbarred class. The longer the period, the greater is the number of devices waiting to attempt access after the change of unbarred class. This procedure degrades the performance when compared to the performance of the LTE scheme. Such an increase in delay is due to the large number of devices trying to use the same preamble in an attempt to access the network. Moreover, the CCE utilization of all schemes increased, reaching 50 percent for the conventional scheme, which shows that more msg4 messages were transmitted (Fig. 2d). The msg2...
The blocking probability of all schemes increased, but the ACB schemes produced the lowest probability value, only 0.5 percent (Fig. 2e). However, this low value of the F-ACB scheme is achieved at the expense of high access delay (Fig. 2b). Conversely, the A-ACB scheme obtained msg2 blocking probability as low as 2.95 and 1.8 percent, respectively, while providing low access delays (Fig. 2b).

Under heavy loads, the access ratio decreases dramatically for some schemes. For the adaptive ACB scheme, the access ratio decreased 25 percent, while for the RACH resource separation (RRS) scheme, it decreased more than 90 percent (Fig. 2a). Conversely, the A-ACB scheme obtained msg2 blocking probability as low as 2.95 and 1.8 percent, respectively, while providing low access delays (Fig. 2b).

Table 3. RAN overload control schemes configuration.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTE</td>
<td>Backoff period</td>
<td>20 ms</td>
</tr>
<tr>
<td>F-ACB</td>
<td>Barring factor</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Barring time</td>
<td>4 s</td>
</tr>
<tr>
<td>A-ACB</td>
<td>Barring factor</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>Barring time</td>
<td>4 s</td>
</tr>
<tr>
<td></td>
<td>Monitoring period</td>
<td>500 ms</td>
</tr>
<tr>
<td></td>
<td>Update period</td>
<td>500 ms</td>
</tr>
<tr>
<td>F-EAB</td>
<td>Round period</td>
<td>500 ms</td>
</tr>
<tr>
<td></td>
<td>ON/OFF</td>
<td>Always ON</td>
</tr>
<tr>
<td>A-EAB</td>
<td>Round period</td>
<td>500 ms</td>
</tr>
<tr>
<td></td>
<td>ON/OFF</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>Update period</td>
<td>500 ms</td>
</tr>
<tr>
<td>RRS</td>
<td># preambles to HTC</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td># preambles to MTC</td>
<td>30</td>
</tr>
<tr>
<td>SB</td>
<td>Backoff period HTC</td>
<td>20 ms</td>
</tr>
<tr>
<td></td>
<td>Backoff period MTC</td>
<td>960 ms</td>
</tr>
</tbody>
</table>

Table 4. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Frame structure</td>
<td>FDD</td>
</tr>
<tr>
<td>PRACH configuration Index</td>
<td>6</td>
</tr>
<tr>
<td>Max. preamble retransmissions</td>
<td>10</td>
</tr>
<tr>
<td>Number of msg2 per subframe</td>
<td>3</td>
</tr>
<tr>
<td>Total preamble sequences</td>
<td>52</td>
</tr>
<tr>
<td>RAR window size</td>
<td>5 ms</td>
</tr>
<tr>
<td>Contention resolution timer</td>
<td>48 ms</td>
</tr>
<tr>
<td>Max. msg3 retransmissions</td>
<td>5</td>
</tr>
<tr>
<td>Number of CCEs</td>
<td>16</td>
</tr>
</tbody>
</table>

F-ACB preamble collision probability of only 13 percent, the access probability achieves only 44 percent, and the CCE utilization is equal to 29 percent (Figs. 2b and 2d). Moreover, there is a slight increase in the CCE utilization over what is found for the scenario with 10,000 UEs for the F-ACB scheme, which suggests saturation of the networks. All the schemes produced an msg2 blocking probability lower than 40 percent, showing limitation of the capacity for sending RAR. For the ACB and EAB schemes, the fixed approach dropped more msg2 messages than did the adaptive one (Fig. 2e).

In summary, the performance of the RA procedure depends on the number of competing UEs and their generated traffic. For networks with a small number of UEs, the LTE scheme is more appropriate, since it provides a good trade-off between access ratio and delay. For instance, 100 percent of access is possible with a delay of only 47 ms. For networks with a large number of UEs generating delay-tolerant traffic, the recommendation is the employment of the adaptive ACB scheme, since it produces the greatest access ratio, although this access is delayed.

**Challenges and Research Directions**

Although progress has been made in reducing the impact of the RAN overload problem, several challenges remain to be overcome, especially those related to the support of delay-sensitive IoT applications. This section discusses three key challenges originating from the need to provide some kind of guarantee to limit delays during the random access procedure as these can reach several seconds under heavy load conditions and control resources’ influence on the performance.

**QoS-Aware RAN Overload Control**

Existing RAN overload control mechanisms do not provide QoS guarantees for delay-sensitive IoT applications. It is necessary to investigate new ways to reduce the random-access delay as well as increasing the chances of access of IoT devices.
The challenge is finding a way to differentiate access on the basis of class. The state-of-the-art methods differentiate classes by means of preamble sequence reservation (e.g., the RRS scheme and the two methods proposed in [9]) or configuration of random access parameters (e.g., the SB scheme and the ACB mechanism in [12]), but these methods are not scalable and affect performance. An interesting option is to prioritize preamble transmissions by means of their transmit power level [13]. Another option that could be combined with various existing schemes would be the use of the QoS class identifier (QCI) available in LTE technology rather than the device type to provide greater flexibility to the random access procedure [14].

**QoS-Aware PDCCH Resource Allocation**

A QoS-aware PDCCH scheduler can also improve performance during random access. QoS awareness in the allocation of control resources can further improve the performance of a network during periods of access attempt by a massive number of users [15]. In fact, the PDCCH scheduling algorithm can have great impact on the network performance in MTC/HTC coexisting scenarios [15]. Moreover, 3GPP does not standardize any PDCCH scheduling algorithm, but rather leaves this option to the vendor to implement its own solutions. Thus, PDCCH schedulers can make a real difference in the IoT market. PDCCH schedulers typically give high priority to msg2 and msg4 messages regardless of the QoS required by a device with control resources shared by downlink assignments, uplink grants, and msg2 and msg4 messages. Thus, PDCCH policies taking QoS requirements of all control messages into consideration can improve network performance and maximize resource utilization.
**Random-Access-Aware Packet Scheduling**

With large delays in network access, the performance of delay-sensitive IoT applications is degraded. The packets generated by delay-sensitive applications do not receive adequate service differentiation. Even though various M2M schedulers reserve certain physical resource blocks (PRBs) for MTC devices and implement some sort of prioritization for them, existing schedulers do not take into consideration the time consumed for access of the channel. Typically, LTE schedulers estimate the delay of device packets on the basis of arrival time of the request at the base station, thus ignoring delays in random access in the production of schedules. However, this can lead to less urgent packets receiving grants unless random access awareness is considered.

**Concluding Remarks**

The RAN became the bottleneck of an LTE system when a very large number of MTC devices transmit within a short time interval. In this article, the performance of the LTE random access procedure for IoT connectivity has been analyzed. The impact of LTE enhancements on the random access procedure for MTC is highlighted. RAN overload control schemes standardized by 3GPP and novel approaches for supporting massive access to IoT devices over LTE networks have been reviewed, and the performance of those schemes standardized by 3GPP under realistic assumption in both the PRACH and control resource allocation are assessed. Extensive simulation results indicate that the RAN overload problem has been underestimated due to use of unrealistic assumptions in previous work. Based on these observations, directions for future research to ameliorate the RAN overload have been presented.
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**ABSTRACT**

The Internet of Things interconnects a mass of billions of devices, from smartphones to cars, to provide convenient services to people. This gives immediate access to various data about the objects and the environmental context — leading to smart services and increased efficiency. A number of retail stores have started to adopt IoT enabled services to attract customers. In particular, thanks to indoor proximity technologies, it is possible to introduce location-based services to customers, for example, transmitting identifiable signals that represent the locations of stores. The authors investigate a potential security risk involved in such technologies: physical signals used as identifiers can be captured and forged easily with today's widely available IoT software for implementing location spoofing attacks.

**INTRODUCTION**

Tracking the physical locations of objects (e.g., a user's smartphone) could be applied to the Internet of Things (IoT) to make them more convenient and attractive to users. There are many practical applications utilizing the geographical locations of things; some applications allow customers to locate various points of interests (POIs) including retail stores, tourist attractions, public transportation stations, and so on; other applications focus on marketing and help vendors push advertisements to potential clients when they are within a specific range of a geographic location.

For example, in order to help their customers avoid queues, Starbucks Korea recently introduced a mobile pre-ordering and payment service called **Siren Order**. This service allows customers to remotely place their orders and pay in advance for those orders using their smartphones without contacting a cashier at a Starbucks store. For this service, a customer’s Starbucks app needs to identify the particular Starbucks store where the customer wants to pick up the order. Unfortunately, GPS does not often work well for this scenario when the customer is already inside a building (i.e., the Starbucks store). Therefore, an indoor positioning system can alternatively be used for this kind of pre-ordering/payment service.

A large number of available sensors built into a thing (e.g., smartphone) — RF technology such as Wi-Fi, Bluetooth, and RFID, ultrasound, GPS, infrared, and magnetic fields — can be used for tracking people and objects within a geographical space [1]. For instance, IndoorAtlas (http://www.indooratlas.com, accessed 10 October 2016) uses magnetic technology, Wi-Fi, and Bluetooth to provide an indoor positioning service. Skyhook (http://www.skyhookwireless.com, accessed 10 October 2016) uses GPS and Wi-Fi to deploy geofences. Recently, Broadcom (http://www.broadcom.com, accessed 10 October 2016) developed an indoor positioning technology using fifth generation (5G) Wi-Fi (802.11ac).

Despite the benefits of indoor positioning systems for both customers and retailers, this technology may pose serious security and privacy threats. Several studies [2, 3] demonstrated that indoor positioning systems might be vulnerable to location spoofing attacks at the physical layer. Tippenhauer et al. [4] particularly introduced several kinds of attacks targeted at WLAN-based positioning systems through the security analysis of a WLAN-based positioning system such as Skyhook. They showed that Skyhook is vulnerable to location spoofing attacks by jamming and replaying localization signals to deceive WLAN clients into believing that they are at a position which is different from their actual physical position, and suggested some mitigation techniques (e.g., using the unique characteristics of access points).

In this article, we demonstrate that a different type of indoor positioning system using high-frequency audio signals can also be vulnerable to similar location spoofing attacks, through a deep analysis of the **Siren Order** service in Starbucks stores. We found that an attacker can easily record the unique audio signal used for identifying a Starbucks store, and then broadcast that signal in another store to deceive victims into placing their orders at the place where the attacker is located. Therefore, the item being ordered can be intercepted by an attacker. Such attacks might, in turn, negatively influence customers’
attitude and behavior toward indoor positioning systems and may seriously damage the reputation of the company using the system. We demonstrated the feasibility of a successful attack exploiting the real-world service called Siren Order. This implies that many real-world indoor positioning systems might be badly designed without considering security threats at the physical layer. To improve the status quo, we suggest practical ways to address such vulnerabilities.

The remainder of this article presents our in-depth security analysis and discusses Siren Order. We first explain how Siren Order works in detail, and then discuss the feasibility of a location spoofing attack against that service.

What Is Siren Order?

Starbucks Korea launched a new mobile pre-ordering service, called Siren Order, with the Starbucks mobile app, which has been made available for both iOS and Android platforms. The goal of this service is to allow customers to order in advance, saving them waiting time before picking up their order at a store location. Unlike Mobile Order & Pay, which was launched in the United States, using smartphones’ GPS functionality to identify the Starbucks store nearest to a customer’s location, an indoor positioning system is used to implement the Siren Order service. Even when a customer inside a Starbucks store tries to place an order through the Starbucks app, the Siren Order service (i.e., the Starbucks mobile app) can identify in which Starbucks store the customer placed the order.

For the Siren Order service, high-frequency audio signals that are mostly inaudible to human ears have been used. This technology has some benefits compared to conventional RF-based indoor positioning systems. In general, audio signals are easily absorbed into walls. That is, user locations can be determined at room-level precision with high accuracy because those signals cannot pass through walls or windows. This is very useful to precisely identify which store the customer is actually located at.

In general, audio signals are easily absorbed into walls. That is, user locations can be determined with room-level precision with high accuracy because those signals cannot pass through walls or windows. This is very useful to precisely identify which store the customer is actually located at.

Figure 1. Overview of the process of Siren Order.

In general, audio signals are easily absorbed into walls. That is, user locations can be determined with room-level precision with high accuracy because those signals cannot pass through walls or windows. This is very useful to precisely identify which store the customer is actually located at.

Figure 2. Signal generator.

2. The app turns on the microphone in the customer’s smartphone and then records the audio signals, which come from the signal generator installed in a Starbucks store (see an example in Fig. 2).
3. When the recording ends, the app analyzes the captured audio signal and submits a query with the signal data to the location server.
4. After receiving that query, the location server finds the Starbucks store matched with the signal data, and sends the Starbucks store information to the Starbucks app.
5. After receiving the query response, the Starbucks app sends the order information to the order server.
6. Finally, this order information is processed at the order server and relayed to the POS system at the Starbucks store for placing the order to the cashier at the store.

We collected audio signals from four different Starbucks stores and found that the audio signals used in Siren Order typically range from 18 to 20 kHz, which humans cannot hear. The collected audio signals have uniquely different periodic patterns, although all patterns are commonly repeated every 1.25 s (i.e., five time units). Figure 3 shows one of the audio signals recorded in a Starbucks store. As shown in Fig. 3, one period of the signal is composed of two parts — start flag (the first time unit) and store ID (the remaining time units).
IMPLEMENTATION OF A LOCATION SPOOFING ATTACK

We describe our implementation of a location spoofing attack against Siren Order. As mentioned earlier, a signal generator at a Starbucks store continuously emits a unique audio signal to represent the store’s identifier. The goal of our attack is to deceive a victim’s Starbucks app at store $S_1$ into believing that the app is at store $S_2$ in which an attacker is located. When an order is placed at $S_2$ instead of $S_1$, the attacker can illegally intercept the item that the victim ordered in store $S_1$. Therefore, such attack attempts will inevitably harm the reputation of Starbucks since the attacker can control customers’ orders freely and/or disrupt the whole service.

Figure 4 illustrates an overview of our attack. In our attack, there are two attackers: attacker $A_2$ in store $S_2$ and attacker $A_1$ in store $S_1$. $A_2$ has recorded the signal transmitted from $S_2$, and delivers it to $A_1$ via any communication channel. After receiving the signal from $A_2$, $A_1$ broadcasts it again (i.e., by playing the recorded signal through an audio player) to its neighbors (i.e., potential victims) in $S_1$. To succeed in this attack, a victim’s device must receive $A_1$’s signal instead of the authentic signal transmitted from $S_1$’s signal generator. This can be achieved simply by jamming at the physical layer (e.g., loudly playing the signal to represent $S_1$’s identifier). If $A_1$’s signal is more powerful than the signal from the transmitter at $S_1$, the attacker can interfere and overpower the signal from $S_1$. As a result, a victim’s Starbucks app in $S_1$ receives the attacker’s signal representing $S_2$’s identifier and unknowingly transmits that signal to the location server with which the Starbucks app communicates. Thereafter, the location server finds the store information about $S_2$ in response to the received signal and replies to the victim’s Starbucks app: the Starbucks app blindly believes that it is in $S_2$. Therefore, if the victim places an order through her Starbucks app, this order is processed at $S_2$ in spite of the user’s original intent (to place the order at $S_1$) in which attacker $A_2$ is located. This is a typical scenario for our location spoofing attack.

As a proof of concept, we performed a location spoofing attack on real Starbucks stores. In our implementation, we used QuickTime Player (https://support.apple.com/kb/PH22585, accessed 10 October 2016) for recording signals and Adobe Audition CC (http://www.adobe.com/products/audition.html, accessed 10 October 2016) for filtering out unnecessary signals, which are widely affordable and popular.

In our experiment, we first recorded a signal in Starbucks store A and then applied a bandpass filter (in Adobe Audition CC) between 18 and 20 kHz to the recorded signal data to isolate the high-frequency part, which is a typical range used for Siren Order. In another Starbucks store, B, two participants were recruited to play the roles of “victim” and “attacker,” respectively. The attacker simply amplified the audio signal (previously recorded at store A) and broadcasted it to overpower the signal data emitted from store B’s generator. When the victim was located around the attacker (e.g., within about 3 m), the victim’s Starbucks app believed that the victim was in store B. Finally, we confirmed that location spoofing attacks can be successfully performed in real-world settings when the victim tried to place an order through his Starbucks app: his order was inappropriately placed at store B, although he was in store A (our demonstration video clip is available at https://youtu.be/ON9kB169kV, accessed 10 October 2016).

The main goal of this experiment is not to damage Starbucks’ business or reputation. We conducted this experiment in order to highlight the possibility of location spoofing attacks on new indoor positioning systems through a case study. We already reported the discovered problem to the Starbucks developers and suggested a fix based on our observations.

COUNTERMEASURES

How can we fix this problem in indoor positioning systems? In this section, we discuss some possible mitigation techniques against such attacks.

FRESHNESS OF AUDIO SIGNALS

Location spoofing is basically a kind of replay attack. Therefore, we need to verify the freshness of messages to prevent location spoofing attacks. A number of distance-bounding protocols have already been proposed for this purpose. Brands and Chaum [5] proposed the first distance-bounding protocol against a type of replay attack called Mafia fraud [6]. Hancke and Kuhn [7] also proposed a distance-bounding protocol against a terrorist fraud [6], which was a modified version of Mafia fraud. Furthermore, Reid et al. [8] proposed an advanced distance-bounding protocol based on a symmetric key cryptosystem, taking advantage of the security strengths of Brands’ and Chaum’s protocol and the efficiency of Hancke’s and Kuhn’s protocol. However, those distance-bounding protocols are not suitable for the indoor positioning system in Siren Order where one-way communication from a signal generator to a Starbucks app is only allowed because in the aforementioned protocols, challenge-response message pairs should be repeatedly exchanged to obtain
meaningful statistical information about the physical distance between the sender and the recipient. To overcome this limitation in our application, we present a distance-bounding protocol based on a synchronized timestamp.

Our main idea is to include a timestamp in the signals used for an indoor positioning system to limit the lifetime of recorded signals. We briefly describe this with the following notation. In a protocol that is used by $S_1$ and $S_2$, $S_1 \rightarrow S_2$. $x$ means that $S_1$ sends message $x$ to $S_2$. The symbols $G$, $k$, and $S$ represent the signal generator, Starbucks app, and Starbucks server, respectively. $E$ is a symmetric encryption algorithm (e.g., AES). $k_{GS}$ is a secret symmetric session key to be shared by two parties $S_1$ and $S_2$. For data input $x$, $E_k(x)$ denotes the data value resulting from $E$'s encryption operation on $x$ using the encryption key $k$. $t_p$ is a timestamp generated by a party. $P$, $id_G$ is a signal to identify a sensor installed at a Starbucks store. Notation $||$ denotes the concatenation operation. We assume that an encryption key $k_{GS}$ is securely shared between $G$ and $S$, and $G$ and $S$ have a synchronized time clock that can be maintained via coordinated universal time (UTC). A reliable connection to the Internet is needed for $G$ and $S$ to use a clock synchronization mechanism on the Internet. This assumption could be acceptable because it is expected that most sensor devices such as $G$ would be connected to the Internet in the near future.

Unlike the existing system, in our proposed protocol our own timestamp, and broadcasts the encrypted signal $E_{k_{GS}}(id_G || t_G)$ instead of the plaintext signal $id_G$ in its Starbucks store as follows:

$$G \rightarrow A: \quad E_{k_{GS}}(id_G || t_G)$$

After receiving $E_{k_{GS}}(id_G || t_G)$, $A$ immediately generates its own timestamp $t_A$ and then relays $E_{k_{GS}}(id_G || t_G)$ with the generated $t_A$ to $S$. We assume that the communication channel between $G$ and $S$ is secured. This assumption is practical and reasonable because $G$ and $S$ communicate via the Internet against an attacker who can eavesdrop and modify any wireless signals in the Starbucks store.

$$A \rightarrow S: \quad E_{k_{GS}}(id_G || t_G) || t_A$$

After receiving $E_{k_{GS}}(id_G || t_G) || t_A$ from $a$, $S$ decrypts the encrypted part $E_{k_{GS}}(id_G || t_G)$ only with the shared key $k_{GS}$ and verifies its freshness. For the verification, $S$ calculates the time difference between $t_G$ and $t_A$. If the difference is less than a pre-determined threshold $\delta$, the received query message is accepted, and the corresponding Starbucks store information is sent to $a$; otherwise, this query is rejected. If the Starbucks customer relays an outdated message $E_{k_{GS}}(id_G || t_G)$ (which has been replayed by a location spoofing attack) to $S$, the time difference between $t_G$ and $t_A$ would be quite large.

Suffice it to say that it is important to choose a proper $\delta$ to make location spoofing attacks difficult while guaranteeing a low false alarm rate for legitimate customers. We claim that a considerable amount of processing time will be required to perform a location spoofing attack in this scenario. If an attacker tries a location spoofing attack, the attacker’s timestamp can be approximately calculated as follows:

In this equation, $t_{sound}$ is the amount of time in seconds from a signal generator to an attacker’s recording device; $t_{record}$ is the amount of time taken for recording the audio signal in a digital format; $t_{internet}$ is the amount of time taken to deliver a recorded signal from an attacker’s audio player to a victim’s Starbucks app. Note that $t_A$ can also be represented as $t_G + t_{sound}$, which might be significantly less than $t_{attack}$. To prevent location spoofing attacks, we need to find a proper threshold $\delta$ that satisfies the following equation. To simplify the equation, we assume that $t_{sound}$ is equal to $t_{sound}$ as follows:

$$t_{sound} < \delta < 2 \cdot t_{sound} + t_{record} + t_{internet}$$

Now suppose that the distance from a signal generator to a customer’s smartphone is 10 m. In this case, if we assume that the speed of sound is 343.2 m/s, $t_{sound}$ can approximately be calculated to be roughly 29.1 ms. To show that there is a practically reasonable $\delta$ for the proposed mitigation technique in a real-world situation (i.e., $2 \cdot t_{sound} + t_{record} + t_{internet} \gg 29.1$ ms), we conducted a simple experiment with two laptops with a non-congested 100 Mb/s Wi-Fi connection to a LAN connected to the Internet via a Gigabit-speed link. The first and second laptops were used to simulate attackers $A_1$ and $A_2$, respectively, in Fig. 4. We used an audio streaming application named Nicecast to efficiently deliver the recorded audio signal from the first laptop to the second laptop. We recorded the input sound stream and receiver’s output sound stream synchronously. A short audio signal was generated and delivered to
simulate a location spoofing attack. After receiving the sound signal, the second laptop produced the same sound signal from its speaker. We measured the total processing time for those steps to approximately measure \( 2 \cdot t_{\text{sound}} + t_{\text{record}} + t_{\text{internet}} \) We repeated this 20 times to obtain statistically meaningful results. The mean time spent on each simulation was 2.1 s, ranging from 1.9 s to 2.9 s, which implies that there is a significant gap between \( t_{\text{sound}} \) (29.1 ms) and \( 2 \cdot t_{\text{sound}} + t_{\text{record}} + t_{\text{internet}} \) (2.1 s). Therefore, in practice, we can find a reasonable \( \delta \) to mitigate location spoofing attacks.

However, efficient and accurate time synchronization is not easy in the real world. For example, Network Time Protocol (NTP) [9] provides limited accuracy because the packet propagation delay varies depending on network conditions. Fortunately, our experimental results (2.1 s vs. 29.1 ms) show that the proposed method does not require a highly accurate time synchronization model. An inaccuracy of a few milliseconds, which could be incurred by NTP, seems well tolerated in the proposed solution.

**Transaction Authentication**

The main problem, or the reason for this attack, is the absence of a verification process when an order is picked up. We can simply fix this problem by introducing an additional procedure for transaction authentication. That is, we require that a customer provides a proof of transaction before picking up an order. It is a secure way to authenticate whether someone who is trying to pick up the order is the legitimate customer of the order being placed.

For example, when a customer places an order via Siren Order, the customer's Starbucks app can generate a 4-digit random number as a one-time password and send it to a clerk through the Siren Order service. This number is then required to pick up the order for the purpose of verifying the customer who placed the order. This technique helps protect the customer's order against an attacker who wants to steal the ordered product. It is very difficult for an attacker to obtain the randomly generated number, although capturing any signals in the air is possible. Without modifying the existing system, this verification procedure might be added with a software patch to the Starbucks app. However, it is likely to degrade the usability of the Siren Order service as customers and clerks should check the validity of the generated random number for each order. Therefore, we need to conduct a user study to investigate the usability of this newly proposed procedure.

**Conclusion**

In recent years, indoor positioning systems are gaining popularity in the market to provide the location information of people and devices in a building. Several different types of technologies have been introduced, but their security issues have not been explored thoroughly.

In this article, we point out a security risk called location spoofing associated with indoor positioning systems by providing a proof-of-concept case study that implements a well designed location spoofing attack against the Starbucks pre-order service called Siren Order, which can cause severe disruption in the service. To mitigate such attacks, we discuss two possible mitigation strategies.

There are many IoT platforms, for example, Mobius based on oneM2M global IoT standards [10] and IoTivity open source platform based on OCF (https://openconnectivity.org, accessed 10 October 2016). In order to deploy our mitigation methods into such existing IoT platforms, a platform has to support at least two features: location and security. As these widely used IoT platforms support location and security functions, our mitigation methods can easily be integrated into existing IoT platforms.

As part of our future work, we plan to implement the proposed mitigation techniques and further investigate the performance and usability of those solutions by conducting user studies.
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The authors shed light on the random access dilemma and present a case study based on experimental data as well as system-level simulations. Accordingly, a case is built for the latent need to revisit random access procedures. A call for action is motivated by listing a few potential remedies and recommendations.

**ABSTRACT**

The Internet of Things is large-scale by nature. This is not only manifested by the large number of connected devices, but also by the sheer scale of spatial traffic intensity that must be accommodated, primarily in the uplink direction. To that end, cellular networks are indeed a strong first mile candidate to accommodate the data tsunami to be generated by the IoT. However, IoT devices are required in the cellular paradigm to undergo random access procedures as a precursor to resource allocation. Such procedures impose a major bottleneck that hinders cellular networks’ ability to support large-scale IoT. In this article, we shed light on the random access dilemma and present a case study based on experimental data as well as system-level simulations. Accordingly, a case is built for the latent need to revisit random access procedures. A call for action is motivated by listing a few potential remedies and recommendations.

**INTRODUCTION**

A plethora of application scenarios are rapidly emerging within the context of the Internet of Things (IoT) in possibly every industrial and market vertical [1]. As such, it is large in scale by design [2]. A recent report from ABI Research predicts that 75 percent of the growth in wireless connections between today and the end of the decade will come from non-hub devices, that is, sensor nodes and accessories [3]. Accordingly, the wireless infrastructure should be able to accommodate unprecedented traffic levels that are essentially a blend of human-type and machine-type communications. While the common perception of IoT dwells in the low-bandwidth delay-tolerant quadrant, there is growing evidence of IoT application scenarios that thrive in the totally opposite quadrant, that is, high-bandwidth delay-intolerant [4, 5]. This primarily appears in applications demanding real-time transmission of video and rich multimedia streams. Consequently, the large-scale nature of the IoT stems not only from the massive number of devices but also from the amount of the uplink (UL) traffic it is poised to generate. Hence, it is crucial to study the spatiotemporal dynamics of the IoT based on the spatial density of the IoT devices as well as the traffic requirement per device. This leads to the notion of spatial traffic intensity in the context of the IoT. This perception is further illustrated by means of shedding some light on the growing domains of IoT applications.

There are a few natural technology contenders for addressing the scalability challenges of the IoT era, including LTE, Wi-Fi, and LoRa, among others. While each may have its own potential, LTE is better positioned to handle key trade-offs pertinent to ubiquity, mobility, scalability, and latency. However, cellular networks (including LTE) are mainly designed to address massive downlink (DL) traffic demands, while the IoT is fiercely pushing the envelope on the UL interface. Articulated differently, the IoT is expected to exert tremendous pressure on LTE networks, particularly in the UL direction.

To that end, there is a long-standing challenge that has been inherited by the IoT from its machine-to-machine (M2M) predecessor, and still persists: random access (RA) procedures [6]. Particularly, devices with UL traffic need to go through an RA procedure prior to resource allocation and packet scheduling via the base stations (BSs) [sesia2009lte]. As the number of devices and traffic intensity grows, contention over scarce RA resources escalates substantially. This can be the cause of excessive access delays leading to frequent packet drops [7]. An empirical case study is presented supporting such an argument. The study highlights the detrimental effect that RA inefficiency may have on the ability to meet UL traffic demands, not limited to IoT devices but actually overall.

To accommodate large-scale IoT, refining RA procedures and addressing their limitations in LTE networks bear paramount importance. This article discusses the need to rigorously model RA procedures in LTE in light of spatial distribution of devices as well as the traffic demand per device. Within that context, researchers have already started to look into combined stochastic geometry and queueing theory models to capture such spatio-temporal dynamics [8, 9]. This combined model abstracts the IoT network to a network of spatially distributed and interacting queues, in which the interaction resides in the mutual interference between the devices. In other words, the service rate of one queue depends on the number of other active queues and their relative locations from the test queue.

The marriage between queueing theory and stochastic geometries offers insightful views that can be used when designing the radio access networks. For example, design engineers can identify combinations of temporal traffic intensity and spatial device density beyond which the network becomes unstable. Within this context, instability refers to the situation where the probability...
of queue overflow is one. This occurs when the RA process invokes substantial delay such that the packet service rate becomes less than the packet arrival rate. The call for action is clear: it is essential to revisit the status quo of RA procedures. Indeed, there are straightforward remedies to circumvent shortcomings pertaining to RA procedures. Furthermore, additional potential solutions are highlighted, while also pinpointing some promising research directions.

**IoT Implications on LTE Networks**

**Growing Uplink Traffic Demand**

There is a growing list of application scenarios that are expected to generate overwhelming upstream demand. Two examples of “uplink-centric” service categories are highlighted in this section.

The first one relates to crowds and venue management. During events, venue owners and event organizers can benefit from the IoT paradigm to hook up a massive array of IP-enabled cameras covering the crowds. These cameras can be fixed at strategic locations [10] or mounted aboard unmanned aerial vehicles (UAVs) for flexible and dynamic monitoring. Video streams are analyzed in real time in order to classify a crowd (e.g., gender, age, ethnicity) or estimate its parameters (e.g., density and flow intensity) [11]. In fact, crowded venues can be associated with many other flavors of IoT-driven applications. Some of them are UL-centric and may well fall in the high-bandwidth delay-intolerant quadrant illustrated in Fig. 1.

On a different IoT wavefront, live video streaming might be a crucial ingredient for future cyber-physical systems (CPSs). With the rocket speed advancements in UAVs, new horizons are currently being explored. For example, we can now imagine public safety personnel and emergency responders performing critical field missions while being aided by clusters of UAV agents [12]. In fact, Qualcomm and AT&T have recently announced UAV connectivity trials with the objective of better serving emerging IoT needs in logistics, search and rescue, and inspection sectors.1

The industrial IoT (IIoT) may also entail some bandwidth-hungry applications. Conscious of safety and operational integrity, many energy production plants are installing vision-based equipment. Coupled with arrays of gas and temperature sensors, tomography cameras help energy plant operators detect anomalies in the underlying physical/chemical process and react in a timely manner. Also within the context of the IIoT, there is growing attention to machinery health management. This entails online monitoring of rotating parts (turbines, engines, fans) by means of characterizing the vibration in the frequency domain. Similarly, ultrasonic corrosion/erosion measurements are periodically carried out on hydrocarbon transmission pipelines to ensure their integrity. While such types of measurements can be delay-tolerant, they generate an appreciable amount of upstream traffic.

**Lower Transmission Efficiency**

We are already in the fifth generation (5G) era, the next evolution wave of cellular networks. 5G networks are not only envisioned to offer tangible performance improvement in terms of data rate, network capacity, energy efficiency, and latency, but also to offer support for large-scale IoT. There are indeed tangible efforts to address the growing spatial traffic intensity over LTE cellular networks. Some notable examples are massive multiple-input multiple-output (MIMO) antenna techniques, non-orthogonal multiple access, and extreme network densification. Together, these technologies promise magnitude of order UL capacity gains [13]. However, these technologies can mainly be exploited to boost the data-serving capacity but have minimal impact on improving RA performance.

The LTE standard requires the IoT devices and user equipment (UE) to undergo RA procedures twice. The first corresponds to the transition from idle (RRC_IDLE) state to connected (RRC_CONNECTED) state. A device that has been idle for some time needs to synchronize once again with a base station (BS). The second step is required to send a resource scheduling request (SR) to the BS [7]. In LTE, RA is dominantly contention-based. Therefore, it is prone to collisions when the number of UL connection requests is quite high, as in the large-scale IoT case. Accordingly, many devices do not get the opportunity to successfully complete the RA process in the first place.

As such, RA may well be a bottleneck preventing full exploitation of all the available capacity to be provided by novel 5G technologies.

To validate such an argument, the UL throughput is simulated for various levels of device intensity. The exercise considers machine-type as well as human-type traffic. The goal of the simulation is to explore the effect of congestion/collisions on the RA UL radio resources as the number of UEs grows. The simulation is not built from scratch but rather takes into consideration historical user traffic profiles and user mobility trends from an active cellular network deployment in a massively crowded geographical locale. It is in essence an extrapolation of network behavior measured for low to moderate device intensities. A carrier

---

At low to moderate device counts, minimal to negligible levels of collisions occur on the RA radio resources. However, mobile networks are already past this phase: the number of devices in a small cell is rapidly growing beyond 1000.

The achievable UL capacity is computed based on signal-to-noise-plus-interference ratio (SINR) distributions typically seen in small cells. As the number of devices grows, the available capacity needs to be boosted to accommodate the increase in traffic demand. The amount of served and unserved traffic is stacked and plotted for various device counts.

As shown in the figure, even for low to moderate device counts (200–600), there is a small percentage of unserved traffic. Articulated differently, while there is an ample remainder of unused UL capacity, part of the traffic demand is never served. Collisions do occur, and therefore frames are occasionally dropped by devices. The percentage of unserved traffic grows evidently with the increase in the number of devices. For instance, 16.8 percent of the traffic demand is unserved when the number of devices is 1000, while as much as 39.6 percent of traffic is dropped when the number of devices is 1800.

These results clearly underline the challenges as the IoT rollout picks up. While the IoT is a long-awaited business opportunity for operators, it may be a serious threat to the quality of service (QoS) if this issue is not rapidly tackled. Before attempting to do so, there is an obvious need first to rigorously model the RA process. In the absence of such models, any attempt to develop solutions or propositions cannot be evaluated properly. Accordingly, a combined stochastic geometry and queuing model is discussed in the next section.

**RANDOM ACCESS MODELING AND PERFORMANCE EVALUATION**

By far, stochastic geometry lends itself as a very powerful tool for modeling large-scale wireless networks [14]. However, traffic-agnostic spatial models are not sufficient to understand the RA behavior. Hence, combining queuing theory and stochastic geometry is advocated to give a unified overview of the spatio-temporal performance of the network. Stochastic geometry takes care of topological aspects, while queueing theory incorporates protocol state as well as queue state awareness in the models.

**COMBINED STOCHASTIC GEOMETRY AND QUEUING MODEL**

For simplicity, it can be assumed that BSs are spatially distributed according to a homogeneous Poisson point process (PPP). Similarly, the devices are spatially distributed via an independent PPP with intensity $\lambda$. Four standards-based RA schemes are modeled.

**Baseline:** This scheme defines only one protocol state in which the device persistently sends the RA request with the same power as long as there is a UL packet to transmit.

**Power Ramping:** This scheme defines multiple protocol states based on the transmit power used by the device. Particularly, the device increases its power in each RA attempt to increase the success probability until the maximum allowable power threshold is reached. Once successful, the device repeats the same strategy next time starting from the initial (i.e., smallest) power control threshold.

**Backoff:** The backoff scheme defines multiple protocol states that defer transmissions to control RA contention. Particularly, the device goes for a deterministic backoff state for $N$ time slots followed by a probabilistic backoff state with probability $1 - q$ after each RA failure. The backoff scheme is generic. It captures deterministic backoff by setting $q = 1$, random backoff by setting $N = 0$, and generic combinations of both deterministic and random backoff states by setting $N > 1$ and $q < 1$.

**Combined:** The power ramping and backoff schemes can be combined together simply by ramping the transmit power whenever the device backs off after a failed attempt. It is worthwhile mentioning that the baseline scheme is a special case of the power ramping scheme (i.e., by setting $M = 1$) and also a special case of backoff scheme (i.e., by setting $N = 0$ and $q = 1$).

Each IoT device in the network is abstracted via a two-dimensional Markov model, as illustrated in Fig. 3 for the power ramping and backoff schemes. In essence, this two-dimensional Markov model captures the temporal evolution of the queue and protocol states, which can evaluate the intensity of active/idle devices as well as the average number of packets per queue. Using the two-dimensional queue/protocol state model, more insights about the networks can be obtained such as:

- Intensity of active devices at each protocol state
- Transmission success probability
- Average waiting time before successful RA
- Average queue length
- Conditions for network stability

**PERFORMANCE EVALUATION**

The LTE standard specifies 64 Zadoff-Chu (ZC) orthogonal sequences to be used by devices in the RA process [7]. It is assumed that the IoT/user device intensity is high enough that there would be multiple active devices in each BS using the same sequence. It can be shown that the devices interfering on the same ZC sequence constitute a
active devices and their protocol states. The SINR depends on the intra-cell and inter-cell interference, which are assumed to be independent of each other, and Rayleigh fading environment are considered. All the channel gains are assumed to be independent of each other, and identically distributed (by virtue of the inversion power control). This assumption is justified by the sufficiently small BS footprints driven by the foreseen 5G network densification [13]. Large-scale IoT is typically expected to go in conjunction with highly dense BS deployment modes such that the average cell radius is small enough. Hence, it can be safely assumed that there would be enough headroom.

All BSs are assumed to have an open access policy, and hence, each of the devices is assumed to request Internet access from its nearest BS. A power-law path loss model and a Rayleigh fading environment are considered. All the channel gains are assumed to be independent of each other, independent of the spatial locations, and identically distributed (by virtue of the inversion power law). In this model, Rayleigh fading is considered.

While a case study with full technical details is available in [15], it is worthwhile to offer a high-level description of the analytical framework. The cornerstone of the computation of the transmission success probability, which is a function of the SINR. Using stochastic geometry, SINR, which depends on the intra-cell and inter-cell interference, is characterized in terms of the intensity of active devices and their protocol states.

It is noted that the transmission probability for each device is not trivially equal to one since some devices may be in backoff states or even idle if they have empty buffers. This is the point where the employed two-dimensional Markov model is exploited to find the intensity of the devices operating at each protocol state. Under PPP distribution and equiprobable usage of ZC sequences, all devices have identically and independently distributed queue and protocol states. Furthermore, it is noteworthy that there is a causality problem between the Markov model solution and the stochastic geometry analysis due to the interdependence between the queue transition probabilities and the network interference. This causality problem can be solved via an iterative solution.

Based on the above, the performance of the four RA schemes can be investigated. Optimum values of $N$ and $q$ in the backoff and combined RA scheme are selected via an exhaustive search. The criterion for optimality is minimization of the waiting time. The BS density used in the evaluation is 50 BS/km². One of the key metrics considered for performance evaluation is network stability. For each value of device-to-BS density ratio there is a maximum frame arrival rate beyond which the network becomes unstable. This means that the frame arrival rate will be larger than the RA service rate.

Analytical and simulation results have shown that all four RA schemes — more or less — have the same stability region. As such, their performance measured in terms of waiting time or average queue length are tightly coupled during stability [15]. This is mainly due to the fact that the success probability is sufficiently high during stability. As such, most of the devices maintain...
empty buffers and remain in idle mode. Hence, the RA resources are not congested, and there is no need to impose sophisticated techniques to regulate the RA process.

Figure 4 portrays the stability region for the combined RA scheme. The curve can be used to reinforce what should be an intuitive insight: allocating more radio resources for the RA process has a highly profound effect. For instance, changing the RA Configuration Index from 3 to 9 as per Third Generation Partnership Project (3GPP) Technical Specification 36.211, Table 5.7.1-2, increases the number RA slots per frame from 1 to 3. Assuming a 10 MHz channel, the contribution of the RA allocation to the physical layer (PHY) overhead increases slightly from 1 up to 3 percent. However, by doing so, the BS is now able to handle $3 \times 5 \times$ larger frame arrival rates while still operating in the stability region, as evident from Fig. 4.

However, inevitably there will be situations where bursts of UL traffic or peaks in user intensities drive the network toward instability. In this case, RA resources quickly become congested such that the RA scheme starts to play a major role in the network performance. Consequently, it is worthwhile to contrast the four schemes in terms of expected number of retransmissions before success. In such circumstances, the combined RA scheme differentiates itself very clearly, as shown in Fig. 5. It is clear from the figure that the combined scheme features consistently lower numbers of retransmissions than the other schemes, particularly as the detection threshold requirement increases.

In practice, the range of detection thresholds is typically confined between –11 and –8 dB (as per Tables 8.4.2.1-1 and 8.4.2.1-2 in 3GPP Technical Specification 36.104). The said tables specify the detection threshold for multipath channels under slight mobility for the cases of 2 and 4 receive antennas at the base station. Having said that, equipment vendors have one of two options when the network faces unstable conditions:

- Introduce an RA scheme that is slightly more sophisticated than the baseline one.
- Invest in enhancing the detection capability of the base station by a couple of dBs. This will enforce network stability in which all schemes impose similar behavior.
- Change the RA Configuration Index, which allocates more RA slots per frame.

**POTENTIAL REMEDIES AND RECOMMENDATIONS**

Now that we quantitatively know the limits of the RA process in LTE, it is time to contemplate possible remedies and enhancements. A few propositions are outlined herewith starting with the most obvious ones. Potential challenges and drawbacks associated with each proposition are also highlighted.

**Quick Wins**

It has already been demonstrated that allocating more radio resources for RA pays off significantly. In practice, however, scheduling UL traffic on resource blocks that are spectrally adjacent to the physical random access channel (PRACH) has been avoided. This has been mainly to reduce unwanted adjacent interference whose impact is even more drastic when RA power ramping is exercised. As such, a BS should schedule those data resource blocks to devices that enjoy good radio conditions so as to minimize the effect of adjacent RA interference.

It is also worthwhile pointing out that allocating spectrally adjacent blocks for RA increases computational complexity at the BS side due to parallelized processing [7]. Nonetheless, we believe such additional computational burden can
Another quick win is to simply keep the majority if not all devices in the RRC_CONNECTED state. This will significantly cut down the load on the RA process. In fact, transitioning devices into the RRC_IDLE state was primarily motivated in the early days by the need to relax the computational load of resource scheduling and allocation on the BS. However, this should not be worrisome anymore! The radio access network (RAN) is expected to soon become significantly more computationally powerful thanks to cloud-based architectures and network functions virtualization (NFV).

One additional proposition is to streamline the RA process by simply combining its two stages (i.e., piggyback the SR to the RRC transition request). The problem here is that the RA preamble signal is not designed in the first place to bear any useful information. As such, there is a need to investigate RA preamble waveforms, which can be information to be extracted by BSs.

Finally, the network can work toward shaving user intensity or traffic arrival peaks by invoking more RA-sensitive handover algorithms. Rather than basing handover solely on data serving capacity metrics, RA stability metrics can also be jointly considered.

**Bandwidth Sharing**

A potential route to resolving RA congestion directly stems from optimization of resource allocation for data transmission. The ability to serve devices with higher modulation schemes intuitively correlates to lessening the rate of RA attempts. Our experience shows that for a fixed UL traffic volume, a tangibly lower number of connections can be exploited to increase the available UL capacity at the BS. This is further explained in the sequel.

As a widely practiced approach, resource scheduling on the UL is performed irrespective of the UL channel response. However, for more efficient channel-aware scheduling to be feasible, UL channel sounding has to take place. Unless the number of connections is low enough, the sounding overhead becomes prohibitive. One proposition to lower the number of connections would be to cluster devices and IoT devices within a confined proximity. Data from cluster members is forwarded through an elected or BS-assigned cluster head over unlicensed spectrum.

On the other hand, there are a couple of drawbacks here. The first relates to interference in the licensed domain due to over-grazing (i.e., excessive use) of the spectrum for device-to-device (D2D) data forwarding. It also entails fairness issues regarding battery depletion rates and tariffing. Other well-known challenges encompass the need for intrusive changes to the back-end accounting and billing system in order for fair tariffing. Also, the overhead pertaining to cluster formation, particularly in light of mobility, should not be overlooked.

**Coordinated Random Access**

To avoid over-grazing of the unlicensed spectrum, a “coordinated random access” approach is proposed herewith and depicted in Fig. 6. Under this approach, cluster members only exchange information about their traffic profiles with the goal of amicably agreeing to an RA schedule. As a result, the rate of RA collisions caused by devices belonging to one cluster can be potentially driven down to zero. In contrast to the bandwidth sharing approach, each cluster member here takes responsibility to transmit its data on its own. Clearly, the advantage of coordinated RA is light use of the unlicensed D2D spectrum, since it is only utilized to exchange informational messages in contrast to forwarding of the actual data payload. It is intuitive to state that the coordinated RA approach is more efficient than the former at higher device and/or traffic intensities.

While this scheme may well prove to have merit, it is quite challenging to implement in a non-invasive manner. In other words, adjustments have to be incorporated into the LTE specification and implemented on a mobile chipset to support its operation. Furthermore, this approach is more feasible for small cells. For larger cells, the number of coordination clusters increases, thus reducing the amount of mutual information across clusters. As a result, this diminishes the ability to avoid collisions.

Finally, it is crucial to point out that both approaches (bandwidth sharing and coordinated RA) may face serious scrutiny due to their security threats and vulnerability to attacks. Measures to circumvent these limitations are indeed an interesting area of research.

**Conclusions**

The IoT is going to be large in scale by nature. A wide array of applications with different mobility, latency, and traffic requirements will be associated with the IoT. To entertain such a diverse set of requirements, LTE technology is often perceived as a perfect candidate. Nevertheless, LTE is soon going to be plagued by unprecedented congestion on random access resources. Live network measurements and simulations carried out in this work confirmed the validity of this claim. As such, a combined stochastic geometry and queueing model is developed so as to better model and design RA procedure in terms of spatio-temporal traffic intensity. Furthermore, a few potential
remedies and recommendations for relaxing RA congestion are also highlighted.
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The authors propose utilizing a community-based structure to define the notion of access rights in a distributed IoT environment. With this structure, within a given community of smart objects sharing a common mission, access rights are to be evaluated based on the community norms by smart objects with sufficient resources on behalf of those with resource limitations.

**INTRODUCTION**

Where and how should access control (AC) be exercised in the Internet of Things (IoT)? Vint G. Cerf [1] deliberates on some possible AC methods for IoT. Cerf discusses the idea of placing AC at the edge of the network, particularly at the device level or the device controller level. In this sense, devices should be able to evaluate an external source’s authorization to command, access, or gain control over them. Along the same lines, Roman et al. [2] provided the concept of distributed IoT as an element of the future IoT. Distributed IoT can be characterized by two main principles: edge intelligence, in which parent nodes are able to delegate authority decisions to entities at a lower level, and collaboration among diverse entities to reach a certain goal.

In daily social life, the distribution of rights and obligations is typically addressed through the notion of community, which is formalized within the philosophy of social science. Bhaskar et al. [3] notably provide this seminal definition: “Community is conceptualized as an identifiable, restricted enduring (if typically evolving) coherent grouping of people who share some set of (usually equally evolving) concerns.”

This conceptualization of communities, as we argue in this article, is helpful to clarify the notion of rights in distributed IoT. That is, the vision of edge intelligence as proposed in the literature [1, 2] is hardly possible to achieve by smart objects (SOs) with limited capabilities. Thus, relying on a community-based structure would enable SOs that share common missions and have sufficient resources to make authorization decisions on behalf of those with less capability. Additionally, this community structure would enable a finely tuned set of AC policies to be stored and managed locally to fit the goals of the community. From a computational perspective, the overhead required to process and enforce AC policies at the individual device level will be scaled down when policies are designed to secure access to a community of devices sharing common missions and therefore access requirements. Finally, external entities that, temporarily or permanently, share a common mission and are capable of providing sufficient assertions to prove compliance to the community rules can be entitled to get a key to enable access to the community.

The structure of a community, however, is different from the social structures proposed by the social Internet of Things (SIoT) paradigm [4]. SIoT suggests building a social structure composed of diverse entities, not necessarily driven by common goals and missions, to facilitate SOs’ navigability and services discovery in a manner similar to social network services (SNS).

This article proposes a community structure for distributed IoT environments in order to manage AC rights. We define an IoT community as composed of the following elements:

- An evolving set of SOs, each one having a specific position within the community according to its resource capability (sensor, actuator, controller, etc.)
- A set of shared goals that defines the mission statement of the community
- A set of policies defining the rights and obligations toward the community

Community capability-based access control (COCapBAC) is proposed in this article where AC is managed at the level of IoT communities sharing the same mission (e.g., entertaining guests in a smart home, managing kitchen and cooking appliances). At the bootstrapping stage, a community is created with one or more resource-capable IoT objects, named gatekeepers, that have the role of making AC decisions on behalf of other resource-constrained objects in the community. Additionally, owning a community key token, named capability, enables access to devices and resources within the community.
community without the need to issue and validate tokens prior to each access attempt.

The rest of the article goes as follows. We review the current state of the art and related works. We present our CCapBAC approach and framework. A use case is implemented later to demonstrate our approach in a daily life scenario. We provide a discussion on AC principles for future-driven IoT paradigms. Finally, the article is concluded.

### STATE OF THE ART

#### SECURITY AND PRIVACY IN IOT

Security and privacy in the IoT arena are emerging, crucial topics, which are widely tackled by a number of review articles in the literature. Roman et al. [2] define and compare security challenges and requirements in centralized vs. distributed IoT environments. Similarly, Sicari et al. [5] summarize contributions of articles tackling IoT security. Vasilomanolakis et al. [6] provide taxonomy for the main security requirements in IoT and their subcomponents. Among the common research challenges and open issues found in the previously mentioned survey articles are the need to provide scalable security and AC mechanisms for devices with limited capabilities. Also, there is the challenge of achieving horizontal security approaches for cross-domain IoT [5]. That is, in many IoT scenarios, objects that belong to certain security domains might need to access data produced in another domain. Moreover, in mission-critical application scenarios, like in an enterprise, data generated by IoT objects at different security levels may only be meant for accessing by selected employees. Thus, there is a need for building cross security domain AC in IoT.

In addition to research articles, European projects are also concerned with security and AC for IoT. As summarized in Table 1, we surveyed the contributions of European FP7 projects that have particularly addressed this topic. It is worth mentioning here that within these projects we did not detect novel challenges, security, or AC models beyond the current state of the art.

#### ACCESS CONTROL IN IOT

One of the most common AC models is the AC list (ACLs), in which access rights are centrally specified and assigned to concerned subjects. This approach becomes a burden to manage and deploy with the increasing number of IoT objects [7].

Role-based AC (RBAC) emerged to propose an additional layer: assigning rights to roles, instead of granting those rights directly to subjects; thus, these roles can be assigned to the subjects requesting access [8]. This approach reduces the effort of managing AC rules; however, its scalability is a big challenge, given the need to assign roles to a big number of IoT objects.

Attribute-based AC (ABAC) addresses the problem of managing a huge number of rules by giving the possibility to use a combination of various attributes concerning a requested subject (i.e., location, temperature, etc.) to generate dynamic access policies, and therefore potentially reduce the number of static AC rules associated with each resource [9]. For instance, the location of the IoT object in addition to the object owner identity could be combined dynamically to allow/deny access to a certain building. The potentially large number of attributes that need to be understood and managed in order to establish dynamic policies is one of ABAC’s biggest challenges.

One problem common to ACL, RBAC, and ABAC is centralization, as a central entity is
Centralized Capability-Based AC Approach: In this approach capability issuance, as well as validation, takes place at a central point (Fig. 1a). The authorization server (AS) is responsible for acting as a certificate authority (CA) to issue capability tokens, as well as a policy decision point (PDP) to evaluate and make authorization decisions. This approach starts with the requesting entity (subject) requesting a capability token in order to get authorized access to another entity (object). After evaluating the AC policies, a capability token is issued specifying access rights toward the requested object. Then, prior to each access attempt by the subject, the capability token has to be presented once again to the central AS to verify its validity and to avoid forgery before allowing or denying access to the object. However, the centralized approach is not compatible with different implementation choices in cross security domains.

Distributed Capability-Based AC Approach: In this approach capability issuance takes place centrally, whereas capability validation is enforced via distributed PDPs embedded at the device or gateway level (Fig. 1b). This approach begins with the subject requesting a capability token from the CA where a centralized management of requests is taking place. After making a capability authorization decision and issuing a capability token, this capability token has to be locally verified by the target object. AC decisions are hence made and enforced via PDP and policy enforcement point (PEP) roles embedded in target objects. This approach brings forward the challenge of managing access policies and rules per device in the network, especially in large-scale IoT networks. In addition to the challenge of embedding PDP in resource limited objects.

TOWARD A COMMUNITY-DRIVEN CAPABILITY AC APPROACH

THE COCapBAC APPROACH

In COCapBAC, the authorization decision is split between:
1. The CA (for asserting a subject’s attributes)
2. The AS (for issuing CO capability tokens)
3. CO gatekeepers (for validating the correctness of a CO capability token against forgery)

These gatekeepers are chosen among the most capable objects of a given community.

In the first phase the subject will send an attribute assertion request to a CA of choice and trust by the AS (mobile operator, location service, IoT device manufacturer, etc.). The goal of this request is to receive a certificate signing the authenticity of the subjects’ attributes (e.g., mobile phone number, current location, device manufacturer code). In the second phase, the subject will send an access request to the CO gatekeeper along with the signed attributes, which will transfer the request and attributes to the AS. The AS is responsible for acting as a PDP for evaluating a CO access request. In the third phase, after validating the signed attributes, the AS will generate a CO capability token and transfer it back to the CO gatekeeper, which will forward it to the subject (Fig. 1c).

Each time the subject holding a CO capability token is requesting access to an SO, it will present the CO capability token to the CO gatekeeper. The CO gatekeeper acts as a PEP to execute AC
policies within a CO. Such policies are managed by the AS. After validation of the correctness of the token, the CO gatekeeper will allow/deny access to the requested SO (Fig. 1d).

**COCapBAC Framework**

Figure 2 depicts the main elements of the COCapBAC framework that are responsible for issuing and validating a capability token. Most of the elements types are borrowed from well established schemas like SAML\(^1\) and XACML\(^2\). Additionally, most of the definitions used are provided by the Internet Engineering Task Force (IETF) Policy Framework Working Group [15].

**Authorization Server:** It is responsible for authorizing access to a community. For this purpose, it registers SO attributes and AC policies. It also has a capability token manager, which is responsible for delivering capability tokens.

**Policy Decision Point:** This is embedded within the AS, and is responsible for evaluating applicable policies and rendering capability authorization decisions.

**Certificate Authority:** It is responsible for providing assertions to a subject requesting access to a target (CO or SO) managed by a given AS. As discussed before, each entity can rely on any CA to provide the required assertion given that this chosen CA is trusted by the AS. For this purpose and upon request for an assertion made by a subject, the assertion manager in the CA will require further authorization steps before providing an assertion (these steps are not in the scope of this article).

**Community Gatekeeper:** This is responsible for enforcing an access authorization decision made by AS inside the CO. For this purpose, it registers attributes of SOs that are part of a community as well as community policies (which are pre-specified at the AS).

**Policy Enforcement Point:** It is embedded within a CO gatekeeper and responsible for enforcing CO decisions sent by the PDP. It also validates the correctness of a capability token against interception from third parties.

**Community:** This is a group of SOs and services that share common goals (e.g., accommodating guests in a smart home) and are managed by the same AS.

**Capability:** It is a data structure that contains a set of access rights, which is issued and signed by the AS and validated by a CO gatekeeper.

The proposed COCapBAC is built on JavaScript

---

\(^1\) SAML, https://www.oasis-open.org/committees/security/

\(^2\) XACML, https://www.oasis-open.org/committees/xacml/
The proposed COCap-BAC is built on JavaScript Object Notation (JSON) as a representation format for the CO capability token, as well as the use of dedicated communication protocols such as the Constrained Application Protocol (CoAP). The basic operation of our COCapBAC proposal is shown in Fig. 2. Below, we clarify the different steps of the process.

1. Attributes assertion: This is an initial step where a CA asserts the subject attributes (i.e., identity, location, device manufacturer, etc.).

2. Access request: Once a subject is holding asserted attributes, it can request access to a certain CO. This request is sent to either a CO gatekeeper if the address of the gatekeeper is known to the subject or to any objects in the CO, which will transfer the request to the CO gatekeeper. This request is sent along with asserted attributes.

3. Get/return authorization decision: When an access request is sent to the gatekeeper, it presents it to the AS, which checks the rights associated with the subject. The returned decision includes a CO capability token in the case that access is allowed, a request for other asserted attributes from the subject, or a message rejecting access.

4. Issue CO capability token: The CO capability token is issued by the AS upon the gatekeeper transfer of the access request from the subject to the AS (see capability components below).

5. Validate CO capability token: The validation process is undertaken by the CO gatekeeper to ensure the correctness of the CO capability token against forgery from third parties.

We extend the notations provided by the IETF Network Working Group [15] to define a CO capability token, which consists of the access rights associated with all the objects inside a given CO. This capability is verified prior to each access attempt by the gatekeeper. Components of the CO capability token are:

- Identifier (ID): This field is used to identify a capability token.
- Issuing time (II): It identifies the time at which the token was issued.
- Issuer (IS): It identifies the issuer and the signer of the token, that is, the AS.
- Subject (SU): It refers to the subject to which the capability token is granted.
- Device (DE): It is a URI used to identify the device(s) in the community to which the token applies.
- Community (CO): It references a community to which the DE belongs.
- Signature (SI): It carries the digital signature of the capability token.
- Not before (NB): The time before which the CO capability token must not be accepted.
- Not after (NA): The time after which the CO capability token must not be accepted.
- Access rights (AR): This field represents the set of rights that the issuer has granted to the subject.
- Device (DE): It represents the smart service, device, or data for which the action is granted.
- Action (AC): It identifies a specific granted action. Its value could be any CoAP method (i.e., GET, POST, PUT, DELETE). These methods are represented within the CoCapToken structure as read, create, modify, and delete, respectively.
- Conditions (C): This is a set of conditions that have to be fulfilled locally on the device to grant the corresponding action; for instance, the validity time of the capability token (Fig. 3).

Figure 3 summarizes the structure of a capability token, using JSON classes, which is designed to allow access to two CO objects: a parking area gate and a temperature sensor.
COCap generation and validation (Fig. 5). The prototype, Trusted Sharing, to demonstrate the scope of this article. Thus, we have developed a prototype, Trusted Sharing, to demonstrate COCap generation and validation (Fig. 5). The processing power and storage required in order to run Trusted Sharing are compatible with smartphones and/or devices capable of handling JSON code and managing the digital signatures used to secure QR codes. The goal is to demonstrate effortless deployment of our proposed COCapBAC in real-life scenarios.

Trusted Sharing is composed of sensor nodes, a router, and a smartphone application for Android operating systems. Trusted Sharing is responsible for matching an access request with its assigned access rights (using the phone number as a key for the matching). If the matching is correct, a capability token will be issued and sent to the requester smartphone via NFC technology. We assume that an attribute assertion is sent from the requester smartphone via NFC to a Trusted Sharing server, as shown in Fig. 5a1. A light sensor is used to demonstrate successful access authorized by Trusted Sharing, as shown in Fig. 5a2.

After authorized access to Bob’s parking garage, Trusted Sharing will transfer a CO capability token to Alice’s smartphone via NFC technology. Once Alice receives the CO capability token, as shown in Fig. 5b1, she can now transfer the CO capability token to her smartphone via NFC technology, as shown in Fig. 5b2. Finally, Alice uses the CO capability token to get access to a Deezer shared playlist at Bob’s home. She can play the shared music on Bob’s smartphone via NFC to a Trusted Sharing server, as shown in Fig. 5c.

For non-NFC-enabled devices, QR codes could be used to transfer a capability token, as shown in Fig. 5a1.

**Discussion: Emerging Requirements for AC in Future-Driven Distributed IoT Environments**

This article focuses on providing a particular solution to realize AC for distributed IoT environments, as deducted from challenges introduced in the literature. Behind this solution, however, there are some essential requirements we have addressed in our approach and believe should be fulfilled regardless of the solution or AC model used. Hereafter, we present these requirements to the IoT research community:

**From identity-centric to attributes-centric AC approaches:** Relying on a central identity management authority to assert the identities of subjects in cross-domain IoT applications seems to introduce more complexity in addition to scalability.
issues. It adds further complexity for IoT in particular where objects’ identities are hard to maintain and assert. For instance, a laptop has its manufacturer model number, a product key of its operating system, and an IP or medium access control (MAC) address. Which identity is going to be used for granting/revoking access requests, especially when the device location might change? Instead, relying on one or more attributes for asserting the authenticity of the requester (e.g., current location, manufacturer, etc.) seems more reliable for AC in distributed environments.

From fully distributed to semi-distributed authorization: A very optimistic approach to achieve fully distributed authorization at the edge of the IoT network is sometimes suggested in the literature. This approach, however, is challenged by the number of resource limited SOs in a typical IoT scenario. To tackle this issue in future-driven AC approaches, we rather suggest allowing some designated nodes to make AC decisions on behalf of incapable SOs. Accordingly, AC rules and policies will not be stored at each individual SO, or SO controller, in the network. They will instead be managed by those designated AC decision points in a semi-distributed manner.

From user-driven to self-contained and automated AC: Finally, relying on the users’ ICT skills to define AC rules and to delegate AC permissions, or capabilities, is proposed in the literature, but it might introduce great complexity issues for end users, given the number of resources to which a user might have to grant access rights. Instead, creating automated access rights delegation by relying on dynamic policies and rules defined at design time to reduce the effort at the end-user side seems necessary. Users could define general-purpose policies and let objects form communities.

**Conclusion**

This article proposes a novel framework for AC in distributed IoT: community-driven AC. From an IoT perspective, the concept of community seems well suited. This assumption is driven by the fact that IoT objects are indeed rarely fully isolated; instead, they operate in conjunction with other objects and services to fulfill a common mission. In this article, we build on the concept of community to define the notion of rights. That is, an IoT entity “having an access right” means it has to play the role of the entitled party toward an obliged party in a relationship defined by the system of norms of a given community.
In fact, the importance of AC in IoT will be emphasized in the years to come, as the number of connected objects increases and IoT business models become more sophisticated. In this article we provide a set of requirements for realizing AC in IoT, independent from any particular AC mechanism. In the future, it is an important task to tailor standard AC mechanisms for applying these requirements to daily-life scenarios.

In the future, we plan to study the phases of community creation and development with AC rights associated with each phase. Additionally, we plan to extend our prototype to demonstrate access policy specification by a community manager at a bootstrapping phase. We also plan to extend our prototype to large-scale IoT systems, particularly in an enterprise.
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Network testing could have a wide spectrum. It is not confined to lab testing with all configurations preset and all results easily reproducible. It could go to field testing with a much larger and even operational network as the testbed. This could also be hybrid testing with parts of the testbed being real and the other parts being emulated or even simulated. Although testers are usually limited to a few engineers or researchers, they could also be crowdsourced volunteers who are ordinary users. As we have expanded our series to include analytics, we are encouraging analytics-based network testing that mines more data and observations from the operational network. After all, if no interesting and useful insights can be found in the test results, network testing and its methodology are not effective enough for the developers of protocols and algorithms.

This March issue has everything mentioned above! We received 13 submissions and accepted four after two rounds of review. The first article reports 4G field testing through 19,000 km of drive test. The second article conducts hybrid testing of 4G high-speed trains where a massive number of UEs and high-speed movement are emulated, but the eNBs are real. Again, the third article resorts to field testing to profile NATs in the wild Internet, but it adopts crowdsourcing to recruit 781 users to run their client program, NATwatcher. The fourth article investigates test gears for traditional lab testing, but it pushes per-flow traffic analyzers one step further by utilizing only off-the-shelf hardware to reach the extreme of 40 Gb/s. All four articles give very good traffic analytics from their testbeds.

Identifying discrepancies between standardized performance requirements and measured results would help to diagnose bottlenecks, define next standards more realistically, and trigger better technology designs. In the first article, “From LTE to 5G for Connected Mobility,” M. Lauridsen et al. conduct an LTE field drive test in Denmark to measure control and user plane latency, handover execution time, and coverage. Compared to the LTE standard requirements of user-plane latency (20 ms), control-plane latency (100 ms), handover execution time (49.5 ms), and supported maximum coupling loss (140 dB), the measured LTE performance shows excess user-plane latency (averaged 51–121 ms due to long core network latency), satisfactory control-plane latency (averaged 80–120 ms) and handover execution time (averaged 40 ms), and acceptable coverage of 99 percent with respect to 140 dB. Given that the fifth generation’s (5G’s) target requirements could be as stringent as 1 ms, 10 ms, 0 ms, and 164 dB, respectively, the authors suggest mechanisms such as semi-persistent scheduling, mobile edge computing, network slicing, make-before-break, multi-cell connectivity, cell densification, and so on.

Packet generators and analyzers fall into the classic research area for network testing. The challenging parts are handling multi-10 Gb/s with per-flow statistics by commercial off-the-shelf (COTS) hardware. In the second article, “Traffic Analysis with Off-the-Shelf Hardware: Challenges and Lessons Learned,” M. Trevisan et al. are able to achieve 40 Gb/s with a single COTS PC by combining the Intel Data Plane Development Kit (DPDK) and traffic analyzer Tstat into DPDKStat, using state-of-the-art techniques including receiver side scaling queues, schedule deadline, non-uniform memory access (NUMA), and hyper-threading.

Probably no environments besides high-speed trains pose more extreme conditions on 4G systems, where a massive number of onboard UEs have frequent handovers in multiple consecutive groups through a two-hop architecture with onboard mobile relay nodes (MRNs) and roadside eNBs. The in-lab testbed reported in the third article, “Load-Stress Test of Massive Handovers for LTE Two-Hop Architecture in High Speed Trains,” by A. Parichehreh et al. has emulated UEs, high-speed handovers, and real eNBs. The result shows 70 percent handover success ratio in 600 ms, 40 percent link failure, 90 percent VoLTE call drop ratio, and throughput degradation. But with multi-cell access and directional antenna at MRNs, the performance is improved by three times to a more acceptable range.

Although Network Address Translation (NAT) extended the lifetime of IPv4, various NAT traversal techniques and their different implementations have complicated the peer-to-peer application design where peers are mostly hiding behind NAT. Applications that cannot traverse NATs well would suffer longer latency, which is unsatisfactory for real-time applications such as online gaming. The fourth article,
“NATwatcher: Profiling NATs in the Wild,” by A. Mandalari et al. answers what types and distributions of NAT profiles and behaviors exist on the Internet to help peer-to-peer application developers in utilizing various NAT traversal techniques. They resort to crowdsourcing to recruit 781 volunteers scattered around 65 countries and 280 ISPs with NAT products from 120 vendors. The results show that 80 percent of NATs follow standard behavior under 64 percent of tests (11 out of 17), while only 13 percent of NATs follow the standard in the other 36 percent of tests. They also identify the 11 most common NAT configurations.
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From LTE to 5G for Connected Mobility

Mads Lauridsen, Lucas Chavarría Giménez, Ignacio Rodriguez, Troels B. Sørensen, and Preben Mogensen

Abstract

Long Term Evolution, the fourth generation of mobile communication technology, has been commercially deployed for about five years. Even though it is continuously updated through new releases, and with LTE Advanced Pro Release 13 being the latest one, the development of the fifth generation has been initiated. In this article, we measure how current LTE network implementations perform in comparison with the initial LTE requirements. The target is to identify certain key performance indicators that have suboptimal implementations, and therefore lend themselves to careful consideration when designing and standardizing next generation wireless technology. Specifically, we analyze user and control plane latency, handover execution time, and coverage, which are critical parameters for connected mobility use cases such as road vehicle safety and efficiency. The measurements have been collected using commercial radio network scanners and measurement smartphones. Even though LTE has low air interface delays, the measurements reveal that core network delays compromise the overall round-trip time design requirement. LTE’s break-before-make handover implementation causes a data interruption at each handover of 40 ms at the median level. While this is in compliance with the LTE requirements, and lower values are certainly possible, it is also clear that break-before-make will not be sufficient for connected mobility use cases such as road vehicle safety. Furthermore, the measurements reveal that LTE can provide coverage for 99 percent of the outdoor and road users, but the LTE-M or NarrowBand-IoT upgrades, as of LTE Release 13, are required in combination with other measures to allow for additional penetration losses, such as those experienced in underground parking lots. Based on the observed discrepancies between measured and standardized LTE performance, in terms of latency, handover execution time, and coverage, we conclude the article with a discussion of techniques that need careful consideration for connected mobility in fifth generation mobile communication technology.

Introduction

The third and fourth generations (3G and 4G) of mobile communication technologies are widely deployed, providing voice and mobile broadband as their main services. However, due to the increasing demand for higher data rates and larger system capacity [1], in addition to the emergence of new Internet of Things use cases, the fifth generation (5G) is currently being discussed. 5G is expected to be standardized and deployed in 2018 and 2020, respectively. A key scenario for 5G is connected mobility, which utilizes vehicular communication for such things as infotainment, safety, and efficiency [2]. The two latter uses impose new and challenging requirements in terms of low latency, zero handover interruption time, and ultra-high radio signal reliability [3].

While these requirements are already in the scope of 5G standardization, the ability to meet the requirements in practice is more important than ever in view of the criticality of the safety-oriented connected mobility use cases. These cases rely on vehicular communication for such capabilities as platooning, cooperative awareness, and self-driving cars [2]. In this sense, there is learning to be had from network testing on the already established 4G Long Term Evolution (LTE) infrastructure, to see if the original LTE requirements are met in practice, and if not, evaluate whether the current 5G developments are likely to minimize the gap between requirements and commercial implementation. In this article, we look at the initial design requirements of 4G LTE and the observed performance in terms of user and control plane latency and LTE handover execution time. In view of this, we discuss how 5G may be designed to address the latency and handover requirements of connected mobility use cases such as vehicular communication for safety and efficiency. Our analysis is based on an extensive measurement campaign of LTE performance in four cellular networks in Northern Jutland, Denmark. The campaign included 19,000 km of drive test with commercial radio network scanners and specialized measurement smartphones. Furthermore, we use the measurements to calibrate a radio wave propagation tool to study radio coverage, because it is a prerequisite for good latency and handover performance.

The LTE latency and handover performance has previously been studied, for example, in [4–7]. However, the scope of our measurement campaign in terms of number of studied operators, network configurations and topologies, device speeds, and scenario areas is unprecedented to the best of our knowledge. Specifically, we study four commercial operators covering both rural, urban, and suburban areas, totaling 19,000 km of drive test at speeds from 30 to 130 km/h.
using specialized measurement smartphones, which provide information on not only application layer performance but also radio resource control (RRC) messages. This is a significant statistical improvement compared to [4], which is based on three days of measurements in a single, lightly loaded, urban network with line-of-sight connection, and [5], which is based on 35 km of urban drive test, and [6], which is based on field trials, where the core network (CN) was located close to the trial area to reduce the latency. The report [7] relies on data collected in the Nordic countries from 22,000 users via a smartphone application in January through March 2016, but it only provides information on data rates and user plane latency. Therefore, the statistical representation of our measurement data and the availability of network parameters ensures a solid comparison with the design requirements, enabling us to identify any discrepancies.

The article is structured as follows. First, we describe the extensive measurement campaign. Then the latency and handover performance observations are presented. Next, we present the LTE coverage and discuss how it can be extended. Then we identify discrepancies and areas for improvement by comparing the LTE requirements with the observed performance, and discuss how the 5G development can address these issues.

**Measurement Campaign**

The extensive measurement campaign was conducted in the region of Northern Jutland in Denmark. The region has about 800,000 inhabitants over an area of 8000 km². A large part of the region is rural area with small villages and farmland, and only few larger cities with population size in the 10 000 20,000 range and one major city of 100,000 inhabitants. The wireless infrastructure in the region is well developed. As was revealed in the measurement campaign, at least one operator provides all technologies over the full region. If two operators are required for 3G or 4G coverage, about 60 small areas (of 0.5–4 km radius) experience limited or no coverage.

The drive test measurements were made using two cars covering about 19,000 km of city roads, rural roads, and highways within the region, and therefore includes measurements in the range of 30–130 km/h. During the drive test, samples of received signal power, data rate, round-trip time (RTT), and radio access network (RAN) specific parameters were collected simultaneously for the four main operators in Denmark. The road coverage, based on more than half a million collected data points, is illustrated in Fig. 1. The measurements were made during the daytime Monday through Friday in the period from November 2015 to May 2016. Note that the status of the four networks may have changed during the long measurement campaign, in terms of both deployed base stations and equipment, but also in terms of number of users and network load. However, this information is not publicly available; therefore, the measurement campaign reflects the performance at the average time of measurement.

Each car, moving according to local traffic rules, was equipped with a roof box containing a Rohde & Schwarz FreeRider III system. The system consists of four Samsung Galaxy S5 Plus smartphones, running specialized QualiPoc measurement software, and a TSME radio network scanner. The smartphones reflect the user experienced performance and, in addition, are able to record relevant network parameters such as RRC messages. Each phone was connected to one of the four main mobile network operators of Denmark using either 3G or 4G depending on the current signal levels and operator traffic steering policies, while the scanner passively monitored the allocated frequency bands for 2G, 3G, and 4G communication from 700 MHz to 2.7 GHz. We only report results for 4G in this work. The smartphones and the scanner measured the received signal power from the serving cell and all observable neighbor cells, respectively. The scanner was equipped with an external, omnidirectional Laird TRA6927M3NB-001 antenna, which was mounted in the roof box on a separate ground plane. In addition, the position was logged per measurement sample via GPS and used to generate averages of the received signal power over 50 m road segments.

Each smartphone continuously performed a series of data measurements consisting of four fixed duration FTP transfers in uplink and downlink (alternating link directions, i.e., eight transfers in total), each 20 s long, to estimate the broadband coverage. The FTP transfers were followed by a 10 s idle period and preceded by two ping measurements occurring with 1 s separation. The ping and FTP measurements were made toward a server located at Aalborg University (AAU). The server was connected via 10 Gb/s fiber to the Danish Research Network, which is connected to the Danish Internet Exchange Point via another 10 Gb/s fiber, and thus the link between the Internet and the server is expected to have minimal impact on the measurements. Ping measurements made from a computer located at AAU toward the server, passing through the Danish Research Network, result in average RTTs of 7.5 ms with a standard deviation of 0.5 ms.
deviation of 0.6 ms. Figure 2 emphasizes the key performance indicators (KPIs) considered in this article — RTT, handover execution time, and received signal power — and how the KPIs relate to the network configuration in the measurement campaign. Notice that each of the operators have a direct link to the Danish Internet Exchange Point. Furthermore, two of the operators share their networks, and therefore their measurement results are combined in this work.

**Latency Performance**

Latency or RTT performance is a KPI for user quality of experience. The emergence of the connected mobility use cases for safety makes it even more critical to deliver data and responses with low latency [2]. Latency can be divided into control plane latency, which is the time it takes the device to transfer from the RRC Idle state to the RRC Connected state and be able to transfer data; and user plane latency, which is equal to the RTT of a data packet and its associated acknowledgment from the target layer, assuming the device is connected with the network. In LTE the control plane latency target is 100 ms, while the user plane latency target is 20 ms [8].

Figure 3 shows the cumulative distribution function (CDF) of the two ping measurements performed using LTE. The second ping, performed 1 s after the first ping, is a good measure of the user plane latency, because the 1 s delay allows sufficient time for entering an RRC Connected and schedulable state. According to [6] the RTT of LTE, excluding the CN delay, is approximately 19 ms when the user equipment (UE) does not have pre-allocated resources, and therefore a scheduling request in uplink is triggered. During high network load and/or poor radio signal conditions, this value will increase due to scheduling delays, low data rates, and retransmissions. As mentioned previously, the AAU server to Danish Research Network RTT, illustrated in Fig. 2, was measured to be 7.5 ms, and furthermore the RTT between the Danish Research Network and the Danish Internet Exchange Point is estimated to be 1 ms. The total latency, excluding the CN, is thus about 27.5 ms, which fits with the observation of Fig. 3a where the lowest observed RTT is 28 ms. Scheduling delays, low data rates due to network load and insufficient coverage, and retransmissions contribute to the 95th percentile being 67, 160, and 120 ms for operators A, B, and C, respectively. However, even the best 5th percentile experience latencies 7.5, 33.5, and 21.5 ms above the expected 27.5 ms for operators A, B, and C, respectively. Clearly, the RTT of a data packet and its associated acknowledgment from the target layer, assuming the device is connected with the network and thus varying scheduling delays and data rates, but also less consistent routing of packets in the CN. Independent of the reason, it is an issue for safety-critical connected mobility, which requires predictable and steady latency performance.

The first ping, which is performed after 10 s of idle time and illustrated in Fig. 3b, is a measure of the control plane latency combined with the user plane latency of Fig. 3a. Since the server is addressed via IP, there is no additional delay incurred due to Domain Name System lookup.

The inactivity timer of LTE, that is, the time between the last data transfer and until the network moves the UE to RRC Idle, is on the order of 5–10 s for most networks, which explains why some UEs in the CDF of ping 1 in Fig. 3b experience performance similar to ping 2. Excluding the UEs that seem to be RRC connected when ping 1 is initiated, and subtracting the average RTT observed in Fig. 3a, the lowest control plane latency is on the order of 120 ms for operators A and B and 80 ms for operator C. Some users experience longer latencies, which may be due to a failed random access (RA) procedure in addition to the aforementioned RAN contributors. Independent of the operator, there are some distinctive steps that occur at intervals of 40 and 80 ms. This corresponds well with the periodicities of system information blocks 1 and 2, which are needed by the UE to perform cell access and RA [9]. Similar to the user plane latency result in Fig. 3a, operator A performs best in Fig. 3b, but when the user plane latency is subtracted from the measurements, the three operators perform very similarly.
Handover Execution Performance

LTE implements break-before-make handover, where the UE breaks data exchange with the serving cell before establishing a connection toward the target cell. As a result, the UE experiences a service interruption at each handover for a short period of time. Upon reception of the handover command or the RRC Connection Reconfiguration message, which includes the mobility control information [9], the UE proceeds to reconfigure layers 2 and 3, terminating any data exchange with the network. Afterward, it performs radio frequency retuning and attempts RA toward the target cell. When completed, the UE sends the RRC Connection Reconfiguration Complete message to confirm the handover, informing the target cell that the data flow can be restored. The stage that encloses the procedures between both RRC messages is called handover execution [6]. In order to detect problems during handover execution, the UE initiates timer $T_{304}$ after receiving the handover command. If the MAC layer successfully completes the RA procedure, the UE stops the timer. However, if timer $T_{304}$ expires before the handover has been completed, a handover failure is declared, and the UE shall perform connection re-establishment [9].

Ideally, the time it takes to perform the handover execution is a lower-bound of the handover service interruption time. In practice, there are additional delays such as UE and eNB processing times and propagation delays that may increase the overall service interruption. Current Third Generation Partnership Project (3GPP) studies on LTE latency report a typical handover execution time of 49.5 ms [10], while the International Telecommunication Union (ITU) target is 30–60 ms [8]. The average handover execution time is reported to be 30 ms in [5], but the measurement only covers 35 km of urban drive test. Similarly, [6] reports average times around 25 ms, but for a field trial where the CN was located close to the trial area.

Figure 3 illustrates handover execution times larger than 200 ms, and some are due to unsuccessful handovers (approximately 1 percent of the total number of samples). In these cases, a handover failure is declared, and the connection re-establishment increases the data interruption time up to several seconds. These extreme values show that the LTE handover execution with a break-before-make implementation may become an issue for the safety-critical connected mobility use cases with stringent latency requirements.

Coverage Performance

The requested latency and handover performance cannot be achieved without sufficient radio coverage. As mentioned earlier, the 4G coverage is good in the region, but since the measurements are performed as drive tests, they only indicate road coverage. However, the connected mobility use cases focused on vehicular communication for safety and efficiency also require indoor coverage, for example, for underground parking lots and integral garages. Therefore, the extensive measurement campaign was used for calibration of a radio wave propagation tool in order to estimate the received signal power for a selected rural area of the region. The area under study is approximately 800 km² and is based on a local operator’s commercial deployment of 71 eNB sectors operating in LTE band 20 (~ 800 MHz).
The area is illustrated with a red rectangle in Fig. 1. An elevation map, obtained from Kortforsyningen [11], is imported to account for terrain variations and combined with a log-normal shadow fading of 8.7 dB variance, which was estimated using the received power values from the measurement campaign. The area is divided into 50 x 50 m pixels, and the coupling loss is then determined between each pixel and the 71 eNB sectors. The coverage is evaluated for different user groups, which are assigned to specific pixels based on public database information. The first set is outdoor users, located in pixels that contain a house number based on Open Street Map, and road users, located in pixels that contain a road segment [11]. The other group consists of indoor users, which are also identified by house numbers. The indoor users are divided into 3 sub-groups, experiencing 10, 20, and 30 dB penetration loss in addition to the observed coupling loss. The indoor groups are generated to study a light indoor scenario, where, for example, a user is located close to a window and thus only experiences 10 dB additional loss, and deep indoor scenarios, where, for example, a user is located in a basement such as an underground parking lot and therefore suffers 20–30 dB additional loss [12]. For further details on the simulation setup refer to [11].

Figure 5 shows the coupling loss between the UE and the serving cell, which is selected based on the strongest received signal. The three dashed vertical lines indicate the supported maximum coupling loss (MCL) for LTE Release 8 (140 dB), LTE-M Release 13 (156 dB), and Narrowband Internet of Things (NB-IoT) Release 13 (164 dB) [13]. The two latter technologies achieve higher MCL by applying repetitions in time (at the cost of latency) and power spectral density boosting in smaller transmission bandwidths of 1.4 MHz for LTE-M and 200 kHz for NB-IoT. Note that NB-IoT does not apply handovers, but only cell reselection. Figure 5 also contains road measurements obtained in the area indicated by the red rectangle in Fig. 1. The curve shows a good fit with the simulation of outdoor and road users, and the minor difference is attributed to remote houses in the area that are located far from the road measurements.

The results in Fig. 5 indicate that LTE Release 8 provides sufficient coverage for 99 percent of the outdoor and road users. If indoor coverage is needed LTE Release 8 provides coverage for only approximately 90 percent of light indoor users, experiencing 10 dB additional penetration loss. For deep indoor users, NB-IoT is required and can provide coverage for about 95 percent of the users. However, for most of the safety and efficiency use cases, outdoor and road users can rely on LTE Release 8, and thus also benefit from the larger bandwidth and lower latency of this technology.

**Enabling Connected Mobility in 5G**

The connected mobility use cases, focused on road vehicle safety and efficiency, demand low latency, high reliability, and zero handover execution time [2, 3]. These parameters were also defined for LTE, but using different values since mobile broadband and voice applications were mainly targeted. In Table 1 the LTE requirements are compared to the results of the extensive measurement campaign, which represents what is achievable in commercially deployed networks. In addition, the current 5G targets are listed together with highlights of ongoing 5G research on how the mobile communication system can improve compared to LTE and address the discrepancies between standardized and measured performance. These comparisons are important in order not to experience similar performance discrepancies when 5G is deployed.

The measured LTE user plane latency (Fig. 3a) is significantly higher than the 20 ms target [8] for all operators. However, the key observation is that there is an even larger difference (51 vs. 121 ms) between two operators. Since the air interface is the same and assumed to have comparable loads, it is clear that RAN setup, routing, and CN architecture have a major impact on user
failure occurs in approximately 1 percent of the attempts are delayed significantly due to the 80 ms delay.

**Table 1.** Comparison of requirements, measured performance, and potential techniques for improvement.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>LTE requirement</th>
<th>Measured LTE performance</th>
<th>5G target</th>
<th>Potential techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>User plane latency (RTT)</td>
<td>20 ms</td>
<td>Average: A: 51 ms, B: 121 ms, C: 72 ms. Even the users in the best radio signal conditions are affected by long core network latency.</td>
<td>1 ms</td>
<td>Semi-persistent scheduling and combining network slicing</td>
</tr>
<tr>
<td>Control plane latency (idle-to-active)</td>
<td>100 ms</td>
<td>A and B require 120 ms, while C completes in 80 ms. Subsequent access attempts are delayed by long system information block periods.</td>
<td>10 ms</td>
<td>Optimized random access and security setup, periodicity of system information blocks, network slicing, and mobile edge computing</td>
</tr>
<tr>
<td>Handover execution time</td>
<td>49.5 ms</td>
<td>Similar median LTE values for all the operators of ~40 ms</td>
<td>0 ms</td>
<td>Make-before-break, multi-cell connectivity, UE autonomous cell management, synchronized handover</td>
</tr>
<tr>
<td>Supported maximum coupling loss</td>
<td>140 dB</td>
<td>LTE Release 8 provides coverage for 99 percent of the outdoor and road users in the rural area under study.</td>
<td>164 dB</td>
<td>Micro and macro diversity, TTI bundling, cell densification, power spectral density boosting</td>
</tr>
</tbody>
</table>

When designing 5G, it is therefore important to minimize the probability and impact of poor RAN and CN performance on the envisioned new and optimized air interface. In addition, 5G research is targeting reduction of the user plane latency to 1 ms, [3] by use of shorter transmit time intervals (TTIs), bundling of scheduling request and data, decreased processing times obtained due to technology improvements, and potentially semi-persistent scheduling. Fortunately, work is also ongoing to optimize the RAN and CN. For example, the use of mobile edge computing, where processing and decision making are moved toward the eNB, is studied. Moreover, the 5G network is expected to rely on flexible slicing of the RAN and CN, and splitting of tasks between edge and central clouds to accommodate the requirements of the different use cases [14].

The control plane latency of LTE was targeted to be 100 ms or less [8], and one operator fulfills this, achieving 80 ms on average, while the two other operators require approximately 120 ms, as illustrated in Fig. 3b. However, subsequent access attempts are delayed significantly due to the 80 ms or higher periodicity of the system information blocks, which provide the information the UE needs in order to access the network. The 5G target is 10 ms, [3], and therefore the required access information must occur more frequently, at the cost of increased control overhead. Additionally, work is ongoing to develop new RA and registration methods to enable the UE to connect faster and with more consistent performance. The control plane latency will also benefit from the use of network slicing, for example, by applying faster RA schemes to time-critical applications, and using different control channel modulation and coding schemes for different applications as well as mobile edge computing, for example, by letting the eNB handle some of the tasks currently performed by the mobility management entity in LTE.

The LTE handover execution time target is 49.5 ms [10]. The measurement results in Fig. 4 show that the operators on average fulfill this target with a median of 40 ms. However, a radio link failure occurs in approximately 1 percent of the measurements, and the subsequent connection re-establishment procedure extends the handover execution time to several seconds. The connected mobility use cases targeting safety and efficiency require 5G to provide zero service interruption time; therefore, a significant amount of work is needed in this area [3]. One proposed solution is to apply make-before-break connectivity where the UE connects to the target cell before disconnecting from the serving cell. In 5G this may be expanded to multiple connections due to the expected use of multi-cell connectivity. The cost is increased UE complexity and simultaneous utilization of resources in multiple cells. This concept is similar to the Dual Connectivity Split Bearer Architecture of LTE, which potentially can be combined with UE autonomous cell management. The latter concept allows the UE to autonomously add and release different radio links, reducing the control signaling overhead. Finally, 5G may also utilize synchronized handover, which is a random access-less procedure where the synchronized UE and cells agree on when the handover shall occur.

The supported MCL of a mobile communication system defines the radio signal availability together with the network deployment and load. The LTE Release 8 MCL is 140 dB, and the calibrated simulation in Fig. 5 of a rural area showed that a commercially deployed network would provide coverage for approximately 99 percent of the outdoor and road users. However, the connected mobility use cases focused on safety must also work in deep indoor scenarios such as underground parking lots with higher coupling loss [12]. Therefore, a certain slice of 5G must support a higher MCL, potentially similar to the 164 dB of NB-IoT. Similar to NB-IoT the 5G design can thus rely on TTI bundling, that is, repetitions of transmissions in the time domain, which, however, will harm the latency, and use of power spectral density boosting, which may harm the signal-to-interference ratio of other users. Therefore, 5G will preferably utilize the expected network of ultra-dense small cells, macrocell densification, and micro and macro diversity to improve the received signal power and reliability [15].
CONCLUSION

In this study we examined the performance of four LTE operators in an extensive measurement campaign of 19,000 drive test kilometers. The goal was to identify gaps between LTE requirements and achievable performance in order to avoid similar discrepancies when 5G is standardized and deployed. The 5G will be able to support connected mobility use cases focused on vehicular communication for road safety and efficiency, but improvements are needed in the areas of user and control plane latency, handover execution time, and radio signal availability.

The LTE user plane latency is observed to be twice as long as the requirement due to core network latencies, and thus diminishes the effect of an optimized air interface. For 5G it will be of key importance that the operators focus on the latency of the core architecture in order to achieve the 1 ms RTT target. The studied networks roughly achieve the LTE control plane latency requirement, but since 5G requires it to be 10 times lower the amount of random access, connection and security setup signaling must be reduced. For both latency targets the use of mobile edge computing and network slicing will be beneficial.

The LTE handover execution time requirements and observed performance are similar, but since the connected mobility use cases targeting safety and efficiency require zero service interruption time, the 5G design must utilize new mobility methods such as make-before-break, multi-cell-connectivity and synchronized handovers.
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Traffic Analysis with Off-the-Shelf Hardware: Challenges and Lessons Learned

Martino Trevisan, Alessandro Finamore, Marco Mellia, Maurizio Munafò, and Dario Rossi

ABSTRACT

In recent years, the progress in both hardware and software allows user-space applications to capture packets at 10 Gb/s line rate or more, with cheap COTS hardware. However, processing packets at such rates with software is still far from being trivial. In the literature, this challenge has been extensively studied for network intrusion detection systems, where per-packet operations are easy to parallelize with support of hardware acceleration. Conversely, the scalability of statistical traffic analyzers (STAs) is intrinsically complicated by the need to track per-flow state to collect statistics. This challenge has received less attention so far, and it is the focus of this work. We present and discuss design choices to enable a STA to collect hundreds of per-flow metrics at a multi-10 Gb/s line rate. We leverage a handful of hardware advancements proposed over the last years (e.g., RSS queues, NUMA architecture), and we provide insights on the trade-offs they imply when combined with state-of-the-art packet capture libraries and the multi-process paradigm. We outline the principles to design an optimized STA, and we implement them to engineer DPDKStat, a solution combining the Intel DPDK framework with the traffic analyzer Tstat. Using traces collected from real networks, we demonstrate that DPDKStat achieves 40 Gb/s of aggregated rate with a single COTS PC.

INTRODUCTION

The last years have witnessed a growing interest in solutions for Internet packet processing. The engineering of such systems is a far from trivial challenge. In fact, while Internet services are becoming more and more complex and require more processing power to monitor them, Moore’s law scales at a slower pace compared to the annual bandwidth consumption rate. Traffic monitoring requires the acquisition, movement, and processing of packets, while maintaining their logical organization in flows. These are daunting tasks to tackle at 10 Gb/s line rate or more, where each packet lasts a few tens of a nanosecond. Engineering a software monitoring solution on common-off-the-shelf (COTS) hardware requires a lot of ingenuity. The advent of optimized packet acquisition libraries and ad hoc hardware solutions alleviated the problem of mere packet acquisition. These solutions indeed allow the system to capture packets at 10 Gb/s line rate thanks to zero-copy, that is, moving packets via direct memory access (DMA) from the network interface controller (NIC) directly into user-space. The challenge becomes how to speed up the processing of such a deluge of data. Software developers have explored multi-core CPUs, graphical processing units (GPUs), network processing units (NPUs), and field programmable gate array (FPGA) architectures. This is testified by seminal [1] and more recent works [2–4] successfully scaling and optimizing multi-core network intrusion detection systems (NIDSs), where a large set of rules have to be checked on a per-packet base. Fewer efforts have been devoted to the area of statistical traffic analyzers (STAs), which instead aim to collect both basic statistics, for example, TCP round-trip time (RTT) or packet loss events, and more articulated indicators (e.g., performance of video streaming applications). STAs normally imply keeping per-flow state; hence, they are inherently more difficult to scale than NIDSs.

In this work, we report on our experience in designing and engineering DPDKStat, a system combining the Intel DPDK framework for packet acquisition, and the traffic analyzer Tstat [5], a STA that offers a large number of per-flow metrics extracted in real time, processing IP packets, TCP segments, and application payload. We do not aim to present another fancy traffic monitoring tool. Conversely, we discuss system bottlenecks and design principles to overcome them. We evaluate DPDKStat performance using real traces collected when running on COTS PCs costing less than US$4000. Overall, DPDKStat achieves 40 Gb/s thanks to careful engineering of the trade-offs behind packet acquisition, the multi-process paradigm, and non-uniform memory access (NUMA) architectures.

In this work we focus on the lessons learned, dissecting the most important design choices. Summarizing, our major contributions are:

• We investigate packet acquisition policies that guarantee consistent per-flow load balancing, limit timestamp errors, and avoid packet reordering and losses.
• We evaluate different design choices with traces that capture workloads representative of real scenarios.

The authors present and discuss design choices to enable a STA to collect hundreds of per-flow metrics at a multi 10Gb/s line rate. They leverage a handful of hardware advancements proposed over the last years (e.g., RSS queues, NUMA architecture), and they provide insights on the trade-offs they imply when combined with state of the art packet capture libraries and multi-process paradigm.
Figure 1. Synoptic of related works. Circles are centered on the year and processing rate. Radius size is a logarithmic scaling of the number of cores employed by the system.

- We quantify benefits of periodic packet acquisition via `SCHED_DEADLINE` (+85 percent), hyper-threading (+20–30 percent), and load balancing across CPUs (+10 percent).

- We make available to the community both DPDKStat and the traffic generator used in our testbed (http://tstat.polito.it/viewvc/software/tstat/branches/tstat-dpdk/README.html?view=co, accessed 12/13/2016). The interested reader can also find more fine-grained discussions in [6].

10 YEARS OF HIGH-SPEED TRAFFIC PROCESSING

Both academia and industry have invested great effort in designing efficient high-speed Internet traffic processing systems. Since seminal work able to cope with only a few hundred megabits per second, different solutions passed the 10 Gb/s barrier. This is mostly thanks to the advanced packet capture libraries (compared and benchmarked in [7]) which solve the first engineering challenge: efficiently transfer packets from the NIC to the main memory. Some works also address the problem of efficiently storing packets on disks using COTS for later processing [8]. The challenge then becomes how to process packets in user-space, which is usually addressed using multi-threading technologies on multicore hardware.

For the sake of illustration, in Fig. 1 we represent the most important solutions as circles centered at (rate, year) with a radius proportional to the number of cores used. A straight line (in a semilog scale) represents the Moore’s law exponential increase of raw processing rate, doubling every year from the initial starting point of 100 Mb/s. Comparison with old systems such as Intel or ParaSnort, is only anecdotal (http://courses.csail.mit.edu/6.846/handouts/H11-packet-processing-white-paper.pdf, accessed 12/13/2016). Specifically, in 2015, the processing rate speedup is close to 210 (26) with respect to the 2006 Intel system (2009 ParaSnort), well matching Moore’s law exponential increase of raw processing rate, doubling every year from the initial starting point of 100 Mb/s. Comparison with old systems such as Intel or ParaSnort, is only anecdotal (http://courses.csail.mit.edu/6.846/handouts/H11-packet-processing-white-paper.pdf, accessed 12/13/2016). Specifically, in 2015, the processing rate speedup is close to 210 (26) with respect to the 2006 Intel system (2009 ParaSnort), well matching Moore’s law expectations.

Most of the works in Fig. 1 focus on NIDS (empty circles), that is, Bro or Suricata based solutions [9]. These tools are designed to trigger alarms when packets match signatures from a predefined dictionary, and compute few statistics about the traffic itself. They work on a per-packet basis, using simple state machines, and are easily amenable to parallelization. However, since pattern matching is costly (e.g., a core can cope with only ~100 Mb/s), scalability is achieved with a large number of CPU or GPU cores, as in the case of MIDeA and Kargus [2], with NPUs as in Koromilas [4] and DPI-S [3], or finally, with FPGAs as in Das [10] and Jaic [11].

Figure 1 includes solutions that, despite not being STAs, are not pure NIDS either. Specifically, StreaMon [12] is a software defined network (SDN) traffic monitoring framework, FastClick [7] is an advanced software router based on Click, while rDPi [13] is a pure traffic classifier derived from OpenDPI.

To the best of our knowledge, less effort has been devoted to study scalability for STAs (filled circles in Fig. 2). These latter tools offer a smaller, yet more varied, set of functions intrinsically more difficult to parallelize than NIDS. In fact, STAs entail per-flow state, leading to a typically pipelined analysis workflow. To exemplify the differences between STAs and NIDSs, Fig. 2 compares processing time, maximum memory, I/O rate, and average CPU utilization when Tstat (a STA) and three NIDSs (Bro, Snort, and Suricata) process the same trace, on the same hardware, with default configurations. Tstat is faster than the other tools, but generates a lot of I/O since it logs hundreds of per-flow metrics. Notice how, despite tracking per-flow states, Tstat consumes less memory than Bro since it does not reassemble IP fragments and TCP segments.

In this simple experiment, a single CPU core is sufficient to achieve multi-10 Gb/s without parallelization. In the remainder of this work, we specifically dissect the design choices and the lessons learned to achieve this goal.

DESIGN PRINCIPLES

We assume that the STAs runs on COTS hardware which is equipped with n NICs, and c CPU cores. Notice that two NICs are required for each single full-duplex link. To cope with the load, the application needs to balance the traffic among different processing engines that are bound to different CPU cores. Figure 3 shows the different choices to be considered.

PACKET ACQUISITION AND PER-FLOW LOAD BALANCING

Goal: Several solutions have been proposed to provide efficient packet acquisition on COTS hardware. They all solve the problem of efficiently moving packets from the NICs to user-space [7, 8]. However, to compute per-flow statistics, we need to correlate packets received irrespective of the NIC where the packets are observed. Hence, the packet acquisition library needs to offer a load-balancing algorithm that is pre-designed to split the traffic among the c CPUs. The primary goal is to avoid costly synchronization primitives.

Proposal: The first proposal considers load balancing in software (Fig. 3a). This is offered by solutions such as PF_RING ZC where custom per-packet load balancing can be coded
and applied on the aggregate traffic received from the so-called DNA cluster, that is, a group of NICs (http://www.ntop.org/products/packet-capture/pfing/pfing-zc-zero-copy/, accessed 12/13/2016). In this case, all packets received from the NICs are passed to the DNA cluster process, which timestamps and forwards them to the correct processing engine. Unfortunately, this solution does not scale as the software load balancer becomes the bottleneck, and it is non-optimal in multi-CPU scenarios where the same packet should be moved across the NUMA nodes of the system.

Modern NICs offer load balancing in hardware, for example, via the Intel Receiver Side Scaling (RSS) queues. Consistent per-flow load balancing is possible with specific hashing functions [14] offloaded to the NIC. This results in a system where packets are stored into different RSS queues to which the STA has direct access. In this scenario, the number of RSS queues is equal to the number of CPU cores (Fig. 3b).

Offloading function to hardware presents clear benefits, but the RSS technology suffers from some limitations. For instance, the load balancing is performed only on IP packets encapsulated directly over Ethernet, excluding other layer 2 and tunneling protocols (MPLS, GRE tunnels, etc.). RSS queues are also a scarce resource (currently, at maximum 16 for each NIC), and they require careful tuning, which we explore later.

**Absorbing Traffic and Processing Jitter**

**Goal:** Packet processing time is not constant. Traffic processing applications are engineered to minimize the average packet processing time. However, unexpected (large) processing delays typically occur, including due to slow I/O operations, periodic cleaning of data structure, critical packet composition, and so on. These delays lead to packet losses in the RSS queues since they can only store up to 4096 packets, that is, few tens of microseconds at ~10 Gb/s. Similarly, unexpected or unbalanced traffic bursts can lead to losses too. Packet acquisition libraries already implement circular buffers to absorb such jitter. However, those are in the range of 1 MB and can only absorb less than 1 ms worth of traffic at 10 Gb/s.

**Proposal:** Our solution is to decouple each analysis module using a large buffer (Fig. 3c). For instance, 1 GB is sufficient to store approximately 1 s at 10 Gb/s. This requires two threads:

- The acquisition thread, which extracts packets from the RSS queues, and timestamps and enqueues them to the buffer tail
- The processing thread, which dequeues packets from the buffer head and processes them

Normally, such a design choice would lead to expensive process synchronization. Fortunately, lock-free shared buffer data structures using state-of-the-art zero-copy data acquisition are available. The presence of acquisition and processing threads complicates the CPU resource allocation. In fact, the RSS queues access is time-critical, so it should be operated on a dedicated core, while the processing thread runs on a separate core. In summary, the design follows a “hybrid” approach: different independent processes are attached to (a group of) RSS queues, but each process has separate threads managing acquisition and processing independently.

**Efficient Sharing of CPU Cores**

**Goal:** The adoption of threads requires particular attention in addressing how frequently they have to be executed so that resource sharing is fair and efficient among threads in each core. With a polling strategy, the acquisition thread fetches data from the RSS queues as soon as they are presented by the NIC. This improves timestamping accuracy, but never lets the thread sleep, wasting CPU cycles in a busy-loop when no packet is present. A complementary strategy is to enforce periodic execution, which allows the system to effectively share CPU resources between acquisition and processing threads (Fig. 3d). However, this may cause packet reordering if the packets of the same flow sit in different RSS queues for too long, or worse, losses in case of suboptimal tuning.

**Proposal:** We suggest the use of the `SCHED_DEADLINE` (SD) operating system scheduling strategy offered by the Linux kernel. SD guarantees the scheduling of a thread within a configurable deadline $D$, resulting in a quasi-periodic execution. With appropriate sizing, a single CPU core can become shared among two threads, with packet timestamping accuracy and reordering that are under control. To the best of our knowledge, we are the first to investigate the application of SD for packet processing.

**Flow Management and Garbage Collection**

**Goal:** Stateful per-flow analysis requires garbage collection. In fact, flows may abruptly terminate; to avoid memory leakage, a timeout policy needs to be enforced in the STA: if no packets are observed for a certain amount of time $T_{out}$, the flow is considered terminated, and its resources are freed. It follows that every $\Delta T$ (on the order of 12/13/2016) in this case, all packets received from the NICs are passed to the DNA cluster process, which timestamps and forwards them to the correct processing engine. Unfortunately, this solution does not scale as the software load balancer becomes the bottleneck, and it is non-optimal in multi-CPU scenarios where the same packet should be moved across the NUMA nodes of the system.

Modern NICs offer load balancing in hardware, for example, via the Intel Receiver Side Scaling (RSS) queues. Consistent per-flow load balancing is possible with specific hashing functions [14] offloaded to the NIC. This results in a system where packets are stored into different RSS queues to which the STA has direct access. In this scenario, the number of RSS queues is equal to the number of CPU cores (Fig. 3b).

Offloading function to hardware presents clear benefits, but the RSS technology suffers from some limitations. For instance, the load balancing is performed only on IP packets encapsulated directly over Ethernet, excluding other layer 2 and tunneling protocols (MPLS, GRE tunnels, etc.). RSS queues are also a scarce resource (currently, at maximum 16 for each NIC), and they require careful tuning, which we explore later.

**Absorbing Traffic and Processing Jitter**

**Goal:** Packet processing time is not constant. Traffic processing applications are engineered to minimize the average packet processing time. However, unexpected (large) processing delays typically occur, including due to slow I/O operations, periodic cleaning of data structure, critical packet composition, and so on. These delays lead to packet losses in the RSS queues since they can only store up to 4096 packets, that is, few tens of microseconds at ~10 Gb/s. Similarly, unexpected or unbalanced traffic bursts can lead to losses too. Packet acquisition libraries already implement circular buffers to absorb such jitter. However, those are in the range of 1 MB and can only absorb less than 1 ms worth of traffic at 10 Gb/s.

**Proposal:** Our solution is to decouple each analysis module using a large buffer (Fig. 3c). For instance, 1 GB is sufficient to store approximately 1 s at 10 Gb/s. This requires two threads:

- The acquisition thread, which extracts packets from the RSS queues, and timestamps and enqueues them to the buffer tail
- The processing thread, which dequeues packets from the buffer head and processes them

Normally, such a design choice would lead to expensive process synchronization. Fortunately, lock-free shared buffer data structures using state-of-the-art zero-copy data acquisition are available. The presence of acquisition and processing threads complicates the CPU resource allocation. In fact, the RSS queues access is time-critical, so it should be operated on a dedicated core, while the processing thread runs on a separate core. In summary, the design follows a “hybrid” approach: different independent processes are attached to (a group of) RSS queues, but each process has separate threads managing acquisition and processing independently.

**Efficient Sharing of CPU Cores**

**Goal:** The adoption of threads requires particular attention in addressing how frequently they have to be executed so that resource sharing is fair and efficient among threads in each core. With a polling strategy, the acquisition thread fetches data from the RSS queues as soon as they are presented by the NIC. This improves timestamping accuracy, but never lets the thread sleep, wasting CPU cycles in a busy-loop when no packet is present. A complementary strategy is to enforce periodic execution, which allows the system to effectively share CPU resources between acquisition and processing threads (Fig. 3d). However, this may cause packet reordering if the packets of the same flow sit in different RSS queues for too long, or worse, losses in case of suboptimal tuning.

**Proposal:** We suggest the use of the `SCHED_DEADLINE` (SD) operating system scheduling strategy offered by the Linux kernel. SD guarantees the scheduling of a thread within a configurable deadline $D$, resulting in a quasi-periodic execution. With appropriate sizing, a single CPU core can become shared among two threads, with packet timestamping accuracy and reordering that are under control. To the best of our knowledge, we are the first to investigate the application of SD for packet processing.

**Flow Management and Garbage Collection**

**Goal:** Stateful per-flow analysis requires garbage collection. In fact, flows may abruptly terminate; to avoid memory leakage, a timeout policy needs to be enforced in the STA: if no packets are observed for a certain amount of time $T_{out}$, the flow is considered terminated, and its resources are freed. It follows that every $\Delta T$ (on the order of 12/13/2016) in this case, all packets received from the NICs are passed to the DNA cluster process, which timestamps and forwards them to the correct processing engine. Unfortunately, this solution does not scale as the software load balancer becomes the bottleneck, and it is non-optimal in multi-CPU scenarios where the same packet should be moved across the NUMA nodes of the system.

Modern NICs offer load balancing in hardware, for example, via the Intel Receiver Side Scaling (RSS) queues. Consistent per-flow load balancing is possible with specific hashing functions [14] offloaded to the NIC. This results in a system where packets are stored into different RSS queues to which the STA has direct access.
of seconds), all $F$ flows (on the order of millions) in the STA flow table are checked to verify if they need to be purged. To avoid blocking the packet processing, a natural solution would be to implement the garbage collection in a separate thread. However, this is impractical due to the massive requirement of synchronization primitives it would entail, aside from further complicating threads scheduling.

**Proposal:** We propose to divide the monolithic garbage collection operation in smaller parts. Assuming there are $F$ flows to check every $\Delta T$, we split the operation into $M$ steps, each checking $F/M$ flows, and invoke the garbage collection loop every $\Delta T/M$ time intervals. We report a sensitivity analysis below.

**Experimental Setup**

In this section we provide experimental evidence of the benefits of the previous design choices. We use DPDKStat as the STA, and set up a testbed in our lab capable of achieving 40 Gb/s. A traffic generator (TG) is directly connected to a system under test (SUT), where we run DPDKStat. The TG replays packet traces at a desired speed. For every run, the sustainable rate $R$ is empirically measured by looking for the maximum sending rate DPDKStat processes without observing any packet drop at the SUT. In experiments, we progressively increase the sending rate in 100 Mbps units. We declare that the SUT achieves a rate $R$ if $5$ separate runs at the same speed we do not observe losses.

We consider two different SUTs: sut-SMP ($\approx$ US$\$1500) is a single CPU architecture equipped with an Intel Xeon E3-1270 v3 @3.5 GHz, with 4 physical and 4 virtual cores, launched in 2013. It hosts 32 GB of DDR3-1333 RAM; sut-NUMA ($\approx$ US$\$3500) is a NUMA architecture equipped with 2 Intel Xeon E5-2660 @2.2 GHz, each with 8 physical and 8 virtual cores, launched in 2012. Each CPU is equipped with 64 GB DDR3-1333 RAM. Both SUTs are equipped with 4 Intel 82599 10 Gb/s Ethernet NICs, connected via a PCIe-3.0 with 16 lanes (64 Gb/s raw speed).

The TG has the same hardware configuration as sut-SMP. It has eight SSD disks in RAID-0 where packet traces can be read quickly enough when replayed. To replay the traffic and control the sending rate, we develop our own solution based on DPDK (https://github.com/marty90/DPDK-Replay, accessed 12/13/2016).

We aim to benchmark our system using a workload similar to real scenarios. For this reason we rely on replaying packet traces rather than using synthetic TGs. Unfortunately, publicly available traces do not carry payload for privacy issues; hence, they do not offer a realistic benchmark for a STA. We thus consider packet traces that we collected from two live networks: Campus is a 2 h trace collected in 2015 from the Politecnico di Torino campus network ($\approx$ 10,000 users, 7.6 M TCP and 5.4 M UDP flows, with average packet size of 811 bytes); ISP-full is a 1 h trace collected in 2014 from a European ISP PoP ($\approx$ 20,000 residential ADSL users, 3.1 M TCP and 7.7 M UDP flows, with average packet size of 716 bytes). All traces were collected during peak time. More details are also available in [6].

Notice the different mix of TCP and UDP traffic between the two scenarios, which results in two complementary benchmarks for the STA. In fact, UDP traffic does not require a very complex state machine, but typically UDP flows are much shorter than TCP flows, resulting in a higher number of concurrent flows to track.

**Hardware and Software Tuning**

We now present experimental evidence of the design principles previously illustrated. We focus on two representative aspects concerning hardware and software that are of general interest: tuning packet acquisition and idle-flow management.

**Packet Acquisition**

An RSS queue is an instrument that needs to be carefully sized. On one hand, large RSS queues are needed to avoid overflow and packet loss. Thus, we limit the RSS queue to the maximum size (4096 packets). On the other hand, since packets are extracted from the RSS queues in batches, we need to control timestamp errors and avoid packet reordering.

We argue that it is advisable to use a `SCHED_DEADLINE` (SD) kernel policy, which unfortunate-
aly induces nontrivial sampling of the RSS queue size, as the scheduling is not strictly periodic. Figure 4 reports the empirical probability density function (PDF) of the RSS queue size sampled when the packet acquisition thread is woken up by the kernel: we collect 10 million samples for deadline values of \( \delta \in \{0.5, 1, 2, 4\} \) ms when processing 10 Gb/s traffic. By design, \( \Delta = 0.5 \) ms interval should guarantee sub-millisecond timestamp precision, which is accurate for most cases.

Now, consider an induced packet reordering effect. Suppose client requests and server responses are received at NIC-\( i \) and NIC-\( j \), respectively. The per-flow RSS mechanism exposes them consistently to the same process. But if the packet acquisition thread visits first NIC-\( j \) and then NIC-\( i \), an artificial out-of-sequence would be generated. To avoid this, one must guarantee that the visiting period of RSS queues is shorter than the client-server RTT so that client packets are already being removed from NIC-\( i \) when server packets are received at NIC-\( j \). With practical Internet RTTs that are higher than 1 ms, a deadline of 0.5 ms makes this event very unlikely.

Finally, the tail of RSS occupancy distribution is important as it correlates with packet losses. With RSS queues of 4096 packets (the maximum allowed), we never recorded any loss in our (relatively short) tests. However, we can estimate the loss probability. Rather than modeling the packet arrival process at the RSS queue, we opt for a macroscopic approach, and fit the RSS queue size observations in Fig. 4 with an analytic model. We found a lognormal distribution having a good agreement with the experimental data. From the lognormal fit, we can extrapolate the RSS queue overflow probability, that is, \( P(Q > 4096) \). For \( \delta = 4 \) ms, this happens with probability \( 7.2 \cdot 10^{-10} \). By reducing \( \delta \) to 0.5 ms, the overflow probability becomes smaller than \( 10^{-20} \).

**Bounding Packet Processing Time**

Large packet processing time has a particularly severe effect since, during such time, packet loss can happen in the large buffer. In Fig. 5, we report packet processing time samples when no particular optimization is introduced (blue points, left part of the figure). Clear and periodic outliers appear with packet processing time up to 10 ms. These are due to garbage collection (GC) operations that happen periodically.

To control the occurrence of outliers, we divide the monolithic GC in smaller fractions that occur more often. Denoting by \( (\Delta T, M/F) \) the GC settings, Fig. 5 shows the original setting (5 s, 1) that scans the entire flow table every 5 s, and two settings where the period and the fraction are divided by the same factor: \( \times 100 \) in the (50 ms, 1/100) case and 10,000 in the (0.5 ms, 1/10,000) case. The plot reports horizontal reference lines for 75th, 95th and 99th percentile statistics computed over 10^6 samples.

Comparing (5 s, 1) to (50 ms, 1/100) we see that outliers become more numerous (by a factor of 100), but the maximum processing time is reduced (roughly by the same amount). Outliers disappear for (0.5 ms, 1/10,000), which happens since the fraction of flows to be checked by each GC event is now small enough. Observe that the 99th percentile grows, which happens since the number of GC events is large enough to impact the 99th percentile. In a nutshell, the per-packet maximum processing time is now bounded, and exploiting a large buffer between acquisition and processing (Figs. 3 a and 3 d) allows the processing jitter to be absorbed.

**Experimental Results**

We now experimentally evaluate the final DPDK-Stat design on different systems and configurations.

**Periodic Acquisition and Hyper-threading**

Let us focus on sut-SMP first. Figure 6a shows the maximum sustainable rate (throughput for short) vs. the number of parallel processes. Results compare polling (dashed line) with the SD periodic (solid line) packet acquisition policies. Policies have a direct impact on how processes are bound to the available cores. In particular, as sketched at the top of Fig. 6a, when using polling, the best performance is obtained when packet acquisition (A) and processing (P) threads run on dedicated cores (either physical or logical), while it is counterproductive if the two threads share the same core. This does not occur when using the SD policy.

Up to two instances, both policies present
similar performance, with a small advantage for polling in the single instance case (as two physical cores are used). When using more instances, SD presents a large performance improvement with respect to polling, a trend maintained at full capacity. Overall, the system achieves 21 Gb/s throughput without losses, about twice as much as system performance under polling. This is important to highlight since the system only has four physical cores.

Hyper-threading (HT) also yields remarkable performance speedup. Compare the 4 vs. 8 instances under periodic SD acquisition: running twice as many instances in the same amount of silicon yields +30 percent performance improvement. Conversely, HT gains are limited using polling. HT gains are completely offset in the 8 instance scenario due to increased contention. This confirms that polling is not the best strategy for packet acquisition if the SD policy is available.

**Combining Different CPUs**

We now consider sut-NUMA where four NICs are connected via the same I/O hub and then to the same CPU (CPU1).

In this scenario, we have an additional degree of freedom in terms of core allocation policies. As schematically represented at the top of Fig. 6b, we can either use all cores of CPU1 (dashed line), which is closer to the NICs, or balance the load across CPUs (solid line). In these tests, HT is disabled, and we run all processes on the 16 physical cores.

As for the previous analysis, throughput scales linearly with the numbers of cores, and the system successfully reaches 40 Gb/s with no packet losses. Interestingly, the system is slightly faster when allocating processes on both CPUs rather than filling CPU1 first (up to +12 percent in the 4 instance scenario). Potentially, the system could be able to process even more traffic, but unfortunately we cannot test this hypothesis since our testbed is limited to 40 Gb/s, and Intel NICs offer a maximum of 16 RRS queues (thus a maximum of 16 processes). We can, however, assess HT gains to hold: in particular, when binding all 16 processes to run only on the 8+8 cores of CPU1 with HT enabled, we achieve 24 Gb/s, corresponding to a +20 percent performance improvement with respect to the 8 instances scenario reported in Fig. 6b. This gain is lower than that obtained from sut-SMP, possibly due to the different hardware specs. Even if not possible with our hardware, it would be interesting to check different allocation policies where multiple NICs are connected to different I/O hubs and CPUs.

**Conclusions**

We report our experience in the design, implementation, and benchmarking of a system for statistical traffic analysis at 40 Gb/s with COTS hardware. The main lessons learned can be summarized as follows: periodic packet acquisition policies are preferable over traditional polling solutions; and the SD scheduler offered by Linux is amenable for a precise buffer control to achieve loss-free operation. Second, hyper-threading gain is sizable (20–30 percent). Third, process allocation over multiple NUMA nodes brings a non-negligible payoff (10 percent). Fourth, applications must leverage large intermediate buffers to cope with variable processing times and avoid packet losses in the buffers. This demonstrates that careful design allows one to obtain wirespeed processing at multi-10-Gb/s without the support of specialized and expensive hardware.
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NATwatcher: Profiling NATs in the Wild

Anna María Mandalari, Miguel Angel Diaz Bautista, Francisco Valera and Marcelo Bagnulo

ABSTRACT

NATs are commonplace in the Internet nowadays. It is fair to say that most residential and mobile users are connected to the Internet through one or more NATs. As with any other technology, NAT presents upsides and downsides. Probably the most acknowledged downside of the NAT technology is that it introduces additional difficulties for some applications such as peer-to-peer applications, gaming, and others to function properly. This is partially due to the nature of the NAT technology but also due to the diversity of behaviors of the different NAT implementations deployed in the Internet. Understanding the properties of the currently deployed NAT base provides useful input for application and protocol developers regarding what to expect when deploying new applications in the Internet. The goal of this article is to identify common NAT profiles in order to provide an overview of the current behavior of NATs. We develop NATwatcher, a tool to test NAT boxes using a crowdsourcing-based measurement methodology. We perform a large measurement campaign using NATwatcher recruiting over 700 users, from 65 different countries and 280 ISPs.

INTRODUCTION

Network Address Translators (NATs) were introduced back in the early 1990s as a means to cope with the incipient address depletion crisis. Together with Classless Interdomain Routing (CIDR), they successfully extended the lifetime of IPv4 from imminent depletion until very recently, when the Internet Assigned Numbers Authority (IANA) pool of IPv4 addresses finally ran out [1]. NATs are now commonplace in the Internet and they are included by default in the Internet Access offerings for both residential and mobile customers.

NATs successfully extended the lifetime of IPv4 indeed, but at a high cost: they hard coded the client-server paradigm in the architecture of the Internet. The basic operation of a NAT relies on the creation of a mapping state between a private address and port pair and a public address and port pair. This state is created when a client using a private address initiates communication with a server in the public Internet. Deploying applications that have an alternative paradigm, such as peer-to-peer applications, gaming, or voice-over-IP to name a few, which require hosts in the public Internet to initiate communications toward hosts behind a NAT is challenging and requires the use of the so-called NAT traversal techniques. These techniques are usually cumbersome and increase latency, traffic, and the energy consumed by the endpoint.

While the aforementioned problem of supporting alternative application paradigms is fundamental to the nature of NAT operation, it is exacerbated by the myriad of behaviors of the different NAT implementations deployed in the Internet. Different NATs use different criteria to create, preserve, and remove their internal mapping state, and have different filtering and forwarding rules. This severely complicates the job of applications willing to manage the NAT state in order to enable alternative communication models other than the client-server one as they need to cope with all possible NAT flavors.

In order to achieve a more deterministic behavior from the NAT boxes, the Internet Engineering Task Force (IETF) produced a number of specifications defining the requirements that NATs should follow when creating, preserving, and removing their internal state as well as some recommendations in terms of the different filtering and forwarding policies that NAT should implement. In particular, the IETF released NAT behavioral requirements for handling TCP traffic [2], UDP traffic [3], and ICMP packets [4]. The goal of these requirements is to achieve more deterministic behavior of NATs and hence significantly simplify the job of deploying new application paradigms in the Internet, fostering innovation and competition. However, since these IETF standards specify the internal behavior for a NAT, it is far from trivial to assess whether NATs are following the recommendations, and to the best of our knowledge there is no information about the prevalence of NAT boxes that honor the IETF specifications.

Due to the difficulties that are inherent in performing large-scale measurements in real residential environments, to date, the few studies that are available have performed testing of different NAT devices in a lab environment. In [5] the authors study the configurations of 34 different home gateway models, analyzing the processing of various TCP and IP options and measuring the success of some network protocols when traversing NATs (i.e., STUN [6], TURN [7], and ICE [8]). In [9] the authors perform a lab study of the support of a number of features such as mapping, filtering, and hairpinning on 42 NAT device models. While these studies provide some information about the capabilities of the different NAT boxes, they provide limited information about the actual behavior
of the deployed NAT devices in the Internet. This is so because the behavior of the deployed NAT base also largely depends on the configuration of the NAT boxes and the popularity of the different NAT products.

The contribution of this article is therefore three-fold. First, we design and develop NATwatcher, a tool to measure key aspects of the behavior of the deployed NAT base, along with a measurement methodology based on crowdsourcing that allows us to perform large-scale measurement using NATwatcher. Second, using the proposed methodology, we perform a large measurement campaign, and we deploy NATwatcher in over 700 measurement points, building a large dataset describing the behavior of over 700 NAT boxes from 65 different countries and 280 ISPs, testing over 120 different NAT vendors. Finally, we mine the obtained measurement results to identify common NAT profiles, providing valuable data for application developers about the ground truth of NAT behavior in the current Internet.

We find that a large majority (80 percent) of the NAT boxes we tested follow the IETF recommendations for 11 out of the 17 considered features. We also observe that about half of the NAT devices we tested exhibit the exact same behavior for all the features we tested, while the other half of the devices use a variety of configurations.

**Methodology and Setup**

This section describes our methodology to classify NATs relying on crowdsourcing platforms to perform Internet-wide measurements.

**Crowdsourcing Platform**

Crowdsourcing platforms are online portals that allow employers to recruit workers from around the world to perform simple tasks, normally achievable in a few minutes, called microjobs. Each task contains a brief description of the work to be done and how the employers will verify the completion of the task. Once these tasks are defined, a campaign is run in the platform, and every worker can apply to participate in the campaign and do the corresponding task.

When the task has been completed the number of times required by the employer, the campaign is closed. Employers must then verify that the task has been completed by each worker and pay them accordingly. Crowdsourcing platforms are traditionally focused on the human element (i.e., to test psychological profiles or to perform tests that machines cannot do). We expand the usage of these platforms to run Internet-wide measurements. Similar to the methodology used in [10], we request workers around the world that are using a NAT to connect to the Internet to run our NATwatcher tool in order to characterize the behavior of their respective NATs.

**NATwatcher: Methodology Overview**

NATwatcher\(^1\) is the tool we build to detect the characteristics of a NAT using a number of active tests. Figure 1 summarizes the operational setup of NATwatcher. In a nutshell, the worker downloads and executes the NATwatcher application. The NATwatcher application automatically executes the tests to characterize the NAT behavior by sending different combinations of packets to our Measurement server deployed in the public Internet and processes the response packets sent from the server back to the NATwatcher client (step 1 in Fig. 1). Once all the tests are completed, the application sends the compiled measurement results to a collector server where they are stored (step 2 in Fig. 1) and the code that can be used to redeem the payment.

We designed NATwatcher to be suitable for use in a crowdsourcing environment. In particular, we designed it to be as simple as possible in order to be tractable for a large number of workers. Workers are not required to have any technical background. Workers just need to download and execute the NATwatcher application, and all data are automatically collected and reported to our collector server without further worker intervention.

In order to reach a high number of workers, we developed three versions of NATwatcher: one for Android, one for Windows, and one for Linux. We therefore create two crowdsourcing campaigns, Android-based and Windows/Linux-based, which we detail next.

**Android-Based Campaign:** This campaign requires the worker to install our Android application (http://www.it.uc3m.es/amandala/nat/natwatcher/natwatcher.apk). The worker then just has to launch the application, and all the tests are then run sequentially. In order to ensure that workers’ Internet access is provided through a fixed line (and not third generation [3G], 4G, etc.), the application is instrumented to run the microjob using the WiFi interface.

**Windows and Linux-Based Campaign:** This campaign requires workers to download the application (http://www.it.uc3m.es/amandala/nat/nat.html) and run it from a Windows or Linux machine. The application takes care of all the measurements to be performed as in the Android app. We asked workers to perform the test from their own personal computers, using a fixed line.

We also deploy a measurement server, connected to the public Internet. This server implements the server side of the tests described below including the UDP tests, the UDP STUN tests, and the TCP STUN tests.

**NATwatcher Tests**

According to our experience, a microjob offered in a crowdsourcing platform is less likely to be performed by a large number of workers if it takes more than five minutes. In order to minimize exe-

---

1 The source code of NATwatcher and the anonymized datasets are available at http://www.it.uc3m.es/amandala/nat/natwatcher/
Crowdsourcing platforms are online portals that allow employers to recruit workers from around the world to perform simple tasks, normally achievable in a few minutes, called microjobs. Each task contains a brief description of the work to be done and how the employers will verify the completion of the task.

UDP Tests:

Mapping Behavior: The test verifies if the NAT assigns the same mapping for communications between a specific internal IP address and port and any external IP address and port for UDP packets. NATs can be classified in three groups according to their mapping behavior:

• Endpoint-Independent Mapping: The NAT reuses the port mapping for subsequent packets sent from the same private IP address and port to any public IP address and port.

• Address-Independent Mapping: The NAT reuses the port mapping for subsequent packets sent from the same private IP address and port to the same public IP address, regardless of the external port.

• Address and Port-Dependent Mapping: The NAT reuses the port mapping for subsequent packets sent from the same private IP address and port to the same public IP address and port while the mapping is still active.

The test is as follows: we first send two STUN binding requests to two different public addresses of our STUN server. We compare the address and port returned in the two STUN responses received. If both the addresses and the ports match, we conclude that the mapping behavior of the NAT is endpoint-independent. If this is not the case, we send a third binding request to our STUN server using the primary addresses used before and a different port. If the address and port reported in the STUN response is the same as the one reported before when using the primary address and a different port, the NAT is address-dependent; otherwise, the NAT is address and port-dependent.

Filtering Behavior: The test detects the filtering behavior of the NAT. When an unsolicited packet is received from the Internet, the NAT applies filtering rules that can be classified as follows:

• Endpoint-Independent Filtering: The NAT forwards any packets destined to an internal host as long as a mapping exists.

• Address-Dependent Filtering: The NAT filters packets received from a specific external host to a specific internal host if the internal host has not previously sent any packet to that specific external host’s IP address.

• Address and Port-Dependent Filtering: The NAT filters packets received from a specific external host to a specific internal host if the internal host has not previously sent any packet to that specific external host’s IP address and port.

The test is as follows: We send a binding request to the primary address of our STUN server with change port and change address attributes. These binding request attributes solicit the server to send the response from the alternate IP address and port. If the client receives a response, the filtering behavior of the NAT is endpoint-independent. If not, we send a third binding request to the primary address with only change port. If the client receives a response, the NAT is address-dependent filtering; if not, it is port-dependent filtering.

Port Preservation: This test checks if the NAT leaves the port unchanged when creating a mapping. We send a packet using a particular local source port and then compare the port number with the external bound port. If they match, the NAT is performing port preservation. If they do not match, we is possible that the NAT does not implement port preservation, but it is also possible that the specific port used as source port was already in use in another mapping (from another internal host). Because of this limitation, this test only provides a lower bound to the number of NATs that implement port preservation. It would be possible to increase the accuracy of this test by repeating the test several times. However, this would increase the time budget of the test, which we cannot afford.

Hairpinning Support: Hairpinning enables a host in the home network to access another host in the home network using the external IP address. In order to check it, we send two packets: the first one to discover our mapped address using STUN, and the second one from a different source port and toward the discovered mapped address. If we receive the response it means the NAT supports hairpinning.

Supporting the “Do Not Fragment” Flag: The NAT should properly generate the “ICMP fragmentation needed” message when a packet is received with the “do not fragment” flag set and discard that packet. Our application sends a packet with the do not fragment flag set and waits for the reception of the corresponding ICMP message.

Out-of-Order UDP Fragments: When packets are fragmented and received out of order, some NATs are required to try to reassemble and then forward the packet. In order to check this behavior, we send disordered fragments from our server and check their reception in the application.

Mapping Lifetime over Two Minutes: NATs are required to maintain UDP mappings for no less than two minutes. In order to check this, we send a first binding request to our server, and after two minutes we send another binding request using a different port but specifying that the response should be sent to the previous binding. If the answer is not filtered, it means that the previous mapping has been preserved.

Outbound Refresh Behavior: According to the UDP requirements, outgoing packets must refresh the existing binding. This test is similar to the previous one, except that an additional outgoing packet is sent one minute after the initial binding request, and the second binding request is sent after three minutes.

ICMP Tests

Reply/Request of ICMP Packets: The test verifies that the NAT supports simple ICMP Reply/Request message exchange by sending a query and waiting for the answer.

---

2 The STUN protocol operates as follows: the client located behind the NAT sends a binding request message to a STUN server. The STUN server replies with a response message containing the IP address and port of the client in its payload, as observed from the server.

3 A STUN server has two public IP addresses: the primary one and the alternate one.
Support of ICMP Destination Unreachable: This test verifies that the NAT is capable of forwarding ICMP Destination Unreachable messages generated as a response to a previous UDP packet. We send a UDP packet to our server, and the server replies with Destination Unreachable behavior. We then verify that the ICMP error is received by the NATwatcher client.

Support of ICMP Time Exceeded: This is the same as the previous one but for ICMP Time Exceeded messages.

Support of Error Packet Hairpinning: NATs are required to support hairpinning for error messages. NATwatcher checks this by sending two packets, the first packet to discover our mapped address using STUN protocol; the second packet is an ICMP echo error message sent to the mapped address from a different port. NATwatcher verifies the reception of the error message.

TCP Tests: For the first four tests enumerated below, we use the same methodology than for UDP tests, but using TCP packets.

Mapping Behavior: The test verifies if the NAT is endpoint-independent, address-dependent, or address and port-dependent with respect to the TCP mapping behavior.

Filtering Behavior: This test verifies the filtering behavior of the NAT with respect to TCP packets (endpoint-independent, address-dependent, and address and port-dependent filtering).

Port Preservation Hairpinning Support: The test checks the support of hairpinning for TCP packets.

Mapping and ICMP Packets: This test verifies if the mapping is maintained after an ICMP Destination Unreachable packet is received by the NAT.

We implement all the tests described before in the Linux and Windows versions of NATwatcher. However, 9 of the 17 tests need root permissions for their execution, and unfortunately, Android devices are not commonly rooted. For this reason we implement only 8 of the 17 NATwatcher tests in the case of the Android app. Specifically, we implement test numbers 1, 2, 4, 7, and 8 for UDP NAT behavior and test numbers 1, 2, and 4 for TCP behavior.

RESULTS AND DATASET

In this section, we present the collected data set, and we analyze the obtained results.

CROWDSOURCING CAMPAIGN

We defined two campaigns, one for the Windows/Linux-based application (each worker attempts 17 tests) and the other one for Android (each worker attempts 8 tests), and both were available for 28 days during June 2016. Overall, we recruited 781 workers: 170 workers participated in the Windows/Linux-based campaign, while 611 workers participated in the Android-based one.

After the campaigns, our dataset consists of 7778 unique test results. Overall, workers are distributed among 65 countries (Fig. 2). The devices cover more than 280 Internet service providers (ISPs) for a total of 120 different operator-user interfaces (OUIs).4

PRIVACY CONSIDERATIONS

All the workers that we recruited through the crowdsourcing campaigns are properly informed about the details so that they are able to make a choice of whether or not to participate in the test. This information has been carefully written in a way that was understandable to the people who were approached as participants (non-technical workers). The source code we used to perform the tests is also provided to the workers so that they can check it.

Even though the goal of this article is to understand NATs’ behavior, and hence we do not focus on personal human information, the information collected on our server is protected and is only shared once it has been anonymized (i.e., sensitive information replaced with indirect identifiers like numbers). Agreeing to run the test, workers give informed consent to share such data with the research community.

GENERAL RESULTS

Table 1 summarizes the results for both campaigns. For each test we show the percentage of NATs that follow a particular behavior. We color in gray the IETF recommended behaviors.

We can see that for 11 out of 17 tests there is wide compliance with the IETF sanctioned behavior (for these 11 tests, more than 80 percent of the analyzed NATs follow the recommended behavior). For the remaining six tests, the large majority of tests’ NAT boxes do not follow the IETF recommendation.

Most of the measured NAT models implement UDP and TCP endpoint-independent mapping, and support UDP not fragment flag and receiving UDP fragments out of order; moreover, most of them follow all the ICMP requirements. All these requirements are reported as a MUST in [2–4].

For the rest of the tests the success rate decreases dramatically. In particular, it is interesting to see less than 16 percent of the devices fulfill the requirements on UDP and TCP endpoint-independent filtering, hairpinning support, and mapping lifetime over two minutes. The endpoint-independent filtering is not a mandatory requirement, but it is highly recommended if transparency is a priority. If security is the priority, NAT should follow address-dependent filtering, but as results show, the majority of NATs set address and port-dependent filtering. Applications such as online gaming, for instance, would not benefit from this kind of behavior.

Hairpinning and binding lifetime over 120 s are two mandatory requirements for UDP. Most of the NATs do not support these features as the failure rate is higher than 84 percent for these tests.

Port preservation support is recommended, particularly for outgoing TCP connections, in order to allow NAT port prediction. In our results, we find a lower bound of 78 percent of devices that use port preservation.

Results show that about 70 percent of NATs delete the TCP mapping if an ICMP error message is received affecting that specific mapping. This is strongly recommended against in [2] as it exposes the NAT to attacks relying on ICMP error messages to delete existing NAT bindings.

NATS are required to support hairpinning for error messages.

NATwatcher checks this by sending two packets, the first packet to discover our mapped address using STUN protocol; the second packet is an ICMP echo error message sent to the mapped address from a different port.

4 We use the WHOIS database to retrieve the ISP from the public IP address of each NAT, and we use the medium access control (MAC) address of the NAT to retrieve the OUI. Since some vendors use multiple OUIs or rebrand other products, we clarify that when we refer to 120 different vendors in the article, we refer to 120 different OUIs.
In this subsection we identify the most common NAT configurations. For this analysis we only consider the eight tests that have been performed for all the tested NAT devices (i.e. the tests that are executed in all the campaigns). We characterize a configuration through the different combinations of the results of these tests. We identified 19 different configurations across the 781 NATs we tested. We detail in Table 2 the configurations that appear in more than 5 devices (11 out of 19).

We assign the number to each configuration based on IETF requirement compliance (i.e., we named “1” the configuration with higher RFC requirements compliance, and the one with less RFC requirements compliance is number “19”).

For example, configuration number 1 in Table 2 is the configuration recommended in the different RFCs, which has UDP endpoint-independent mapping and filtering, has TCP endpoint-independent mapping, and supports hairpinning, and the UDP mapping lifetime is over 2 minutes. We consider this configuration “open,” meaning that transparency is the top priority over security.

Overall, 52.5 percent of devices implement the configuration based on IETF requirement compliance (i.e., we named “1” the configuration with higher RFC requirements compliance, and the one with less RFC requirements compliance is number “19”).

For example, configuration number 1 in Table 2 is the configuration recommended in the different RFCs, which has UDP endpoint-independent mapping and filtering, has TCP endpoint-independent mapping, and supports hairpinning, and the UDP mapping lifetime is over 2 minutes. We consider this configuration “open,” meaning that transparency is the top priority over security.

Apart from a clear trend to use configuration number 9, as mentioned earlier, we observe some “open” configurations for a few vantage points in some vendors. This can be explained considering that users can change the basic configuration that vendors impose by default to accommodate the NAT to their own needs (i.e., activating hairpinning or endpoint-independent filtering).

In Fig. 3b, we identify two ISPs (identified by arrows) where the behavior for all NATs connected to these ISPs is very uniform, exhibiting one or two configurations. These two ISPs are mobile ISPs that provide 3G and LTE Internet access services. Given that NATwatcher only runs using the WiFi interface and not the cellular one, the NATwatcher client was executed in a mobile phone connected to a hotspot, which in turn was connected to the Internet using 3G or LTE. We believe it is safe to conclude that in these cases, the NATwatcher client was behind two cascaded NATs, the one from the WiFi access point and the one from the mobile operator. This means that when the client executes NATwatcher, the results reflect the superposition of both NATs along the path, reflecting the more restrictive behavior of the two, which is likely to the one of the NAT of the mobile operator explaining the uniform behavior observed.

5 The resulting configurations for each ISP/vendor are also listed and freely available at http://www.it.uc3m.es/amandala/nat/natwatcher/
<table>
<thead>
<tr>
<th>Protocol</th>
<th>NATwatcher tests</th>
<th>NAT behavior</th>
<th>Number of devices(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDP</td>
<td>Mapping behavior</td>
<td>Endpoint-independent mapping</td>
<td>80.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address-dependent mapping</td>
<td>0.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address and port-dependent mapping</td>
<td>18.4%</td>
</tr>
<tr>
<td></td>
<td>Filtering behavior</td>
<td>Endpoint-independent filtering</td>
<td>14.63%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address-dependent filtering</td>
<td>1.79%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address and port-dependent filtering</td>
<td>83.56%</td>
</tr>
<tr>
<td></td>
<td>Port Preserv</td>
<td>Yes</td>
<td>78.2%</td>
</tr>
<tr>
<td></td>
<td>Supporting hairpinning</td>
<td>Yes</td>
<td>15.5%</td>
</tr>
<tr>
<td></td>
<td>Supporting the “not fragment” flag</td>
<td>Yes</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Supporting receiving UDP fragments out-of-order</td>
<td>Yes</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Mapping lifetime over 2 minute</td>
<td>Yes</td>
<td>12.5%</td>
</tr>
<tr>
<td></td>
<td>Outbound refresh behavior</td>
<td>Yes</td>
<td>86.03%</td>
</tr>
<tr>
<td></td>
<td>Reply/Request of ICMP packets</td>
<td>Yes</td>
<td>84.8%</td>
</tr>
<tr>
<td>ICMP</td>
<td>Supporting of ICMP Destination Unreachable</td>
<td>Yes</td>
<td>69.6%</td>
</tr>
<tr>
<td></td>
<td>Supporting of ICMP Time Exceeded</td>
<td>Yes</td>
<td>91.22%</td>
</tr>
<tr>
<td></td>
<td>Supporting error packet hairpinning</td>
<td>Yes</td>
<td>83.04%</td>
</tr>
<tr>
<td>TCP</td>
<td>Mapping behavior</td>
<td>Endpoint-independent mapping</td>
<td>78.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address-dependent mapping</td>
<td>0.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address and port-dependent mapping</td>
<td>21%</td>
</tr>
<tr>
<td></td>
<td>Filtering behavior</td>
<td>Endpoint-independent filtering</td>
<td>12.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address-dependent filtering</td>
<td>4.85%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Address and port-dependent filtering</td>
<td>82.65%</td>
</tr>
<tr>
<td></td>
<td>Port Preserv</td>
<td>Yes</td>
<td>78.2%</td>
</tr>
<tr>
<td></td>
<td>Supporting hairpinning</td>
<td>Yes</td>
<td>15.5%</td>
</tr>
<tr>
<td></td>
<td>Mapping and ICMP packets</td>
<td>Mapping is maintaining after receiving</td>
<td>29.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mapping is not maintaining after receiving</td>
<td>70.2%</td>
</tr>
</tbody>
</table>

Table 1. IETF NAT requirements compliance results, based on the NATwatcher test.
In this article we present NATwatcher, a tool that allows us to shed some light on the NAT behavior in the wild. Using a crowdsourcing approach, we provide insight into how vendors, ISPs, and users configure and use NATs with respect to TCP, UDP, and ICMP packets, providing useful data for designing future applications.

We present the first large-scale measurement campaign of home NATs, based on data from 781 homes, from 65 countries and from 280 ISPs. The data we collected are good enough for understanding NATs’ deployed behaviors, but not necessarily statistically representative of the Internet, which is composed of billions of devices.

Our study demonstrated that about 80 percent of the tested NATs follow the IETF sanctioned behavior with respect to 11 of 17 (64 percent of tests) For the remaining 6 tests our findings show that only 13 percent of the NAT boxes follow the IETF requirements of filtering, hairpinning, and mapping lifetime over 2 minutes. Moreover, we listed the 11 most common configurations, finding that 52.5 percent of the tested NAT boxes use endpoint-independent mapping for UDP and TCP and address and port-dependent filtering, but do not support hairpinning or UDP mapping over 2 minutes. To the best of our knowledge, this is the largest dataset available describing the behavior of the deployed NAT base, and we believe it provides useful input for application and protocol designers aiming to make their applications and protocols work across NATs.

### Table 2. Most common NAT configurations. For each configuration it is reported the behavior with respect to each test. An endpoint-independent behavior is reported as E.I., A.D. indicates address-dependent and A.P.D. describes an address and port-dependent behavior. For other tests RFC requirements compliance are shown with a tick.

<table>
<thead>
<tr>
<th>Configuration Number</th>
<th>UDP mapping</th>
<th>UDP filtering</th>
<th>UDP hairpinning</th>
<th>TCP mapping</th>
<th>TCP filtering</th>
<th>UDP mapping over 2 min</th>
<th>UDP outbound refresh</th>
<th>TCP hairpinning</th>
<th>Number of devices (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>52.5</td>
</tr>
<tr>
<td>2</td>
<td>E.I.</td>
<td>E.I.</td>
<td>✓</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>5.5</td>
</tr>
<tr>
<td>18</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.2</td>
</tr>
<tr>
<td>5</td>
<td>E.I.</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>1</td>
<td>E.I.</td>
<td>E.I.</td>
<td>✓</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.8</td>
</tr>
<tr>
<td>17</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
</tr>
<tr>
<td>4</td>
<td>E.I.</td>
<td>E.I.</td>
<td>E.I.</td>
<td>E.I.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.15</td>
</tr>
<tr>
<td>7</td>
<td>E.I.</td>
<td>A.D.</td>
<td>E.I.</td>
<td>A.D.</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>19</td>
<td>A.P.D.</td>
<td>A.P.D.</td>
<td>E.I.</td>
<td>A.D.</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>8</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td>E.I.</td>
<td>A.P.D.</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>0.65</td>
</tr>
</tbody>
</table>

**Figure 3.** Configuration number vs. device ID: a) device IDs in order of vendors; b) device IDs in order of ISPs.

**CONCLUSION**

In this article we present NATwatcher, a tool that allows us to shed some light on the NAT behavior in the wild. Using a crowdsourcing approach, we provide insight into how vendors, ISPs, and users configure and use NATs with respect to TCP, UDP, and ICMP packets, providing useful data for designing future applications. We present the first large-scale measurement campaign of home NATs, based on data from 781 homes, from 65 countries and from 280 ISPs. The data we collected are good enough for understanding NATs’ deployed behaviors, but not necessarily statistically representative of the Internet, which is composed of billions of devices.

Our study demonstrated that about 80 percent of the tested NATs follow the IETF sanctioned behavior with respect to 11 of 17 (64 percent of tests). For the remaining 6 tests our findings show that only 13 percent of the NAT boxes follow the IETF requirements of filtering, hairpinning, and mapping lifetime over 2 minutes. Moreover, we listed the 11 most common configurations, finding that 52.5 percent of the tested NAT boxes use endpoint-independent mapping for UDP and TCP and address and port-dependent filtering, but do not support hairpinning or UDP mapping over 2 minutes. To the best of our knowledge, this is the largest dataset available describing the behavior of the deployed NAT base, and we believe it provides useful input for application and protocol designers aiming to make their applications and protocols work across NATs.
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Load-Stress Test of Massive Handovers for LTE Two-Hop Architecture in High-Speed Trains

Ali Parichehreh, Umberto Spagnolini, Paolo Marini, and Alberto Fontana

ABSTRACT

Load-stress test is the experimental performance analysis in extreme traffic and density conditions, routinely required to validate any innovative radio access solution. This article focuses on load-stress test specifically designed for the two-hop architecture that enables the onboard connectivity in HSTs. The load-stress condition of train-to-infrastructure communication for a massive number of onboard UEs is very challenging, as it needs to account for extreme conditions and a complex testing environment. The load-stress method proposed in this article is for a ground network supporting onboard wireless connectivity in HSTs, and is validated for commercial eNBs from LTE cellular networks (Rel-11). The in-lab experimental setup is arranged by virtualizing multiple eNBs serving multiple cells, arranged sequentially along a line to simulate the HST track with a massive number of active onboard UEs. The focus of the experimental load-stress test is the analysis of the impact of Doppler shift and interruptions caused by the frequent HOs of multiple consecutive groups of UEs deployed in HST carriages at the speed of 300 km/h. The HO interruption time is characterized statistically based on the number of active UEs. The consequence of this load-stress test is that the experienced QoS for high-throughput and low-latency services such as FTP and VoLTE are verified. This article validates experimentally the traffic and HO latency improvements (approximately threefold) in a multi-cell access scheme when the coverage of every single carriage is augmented by fixed directional antennas to offload UEs toward far-away eNBs along the train track.

INTRODUCTION

Seamless wireless connectivity in different mobility scenarios is one of the key requirements of fifth generation (5G) networks [1]. Recently, the Third Generation Partnership Project (3GPP) has standardized Long Term Evolution (LTE) and its advanced version, LTE-A, with a peak data rate up to 100 Mb/s in high-mobility scenarios (≥300 km/h), aiming at a trade-off between demanded data rate and quality of service (QoS) for high-speed train (HST) onboard passengers [2]. Despite this improvement, the hard handover (HO) nature of an LTE system, which breaks the connection before connecting to the target evolved NodeB (T-eNB), inevitably causes service interruption and degrades users’ QoS. In the HST scenario, the QoS of massive onboard UEs (say up to 1000) is highly critical, affected by different impairments such as frequent HOs, Doppler shift, and limited number of physical resource blocks (PRBs). The serving eNB (S-eNB) is highly loaded due to the large number of onboard user equipments (UEs) camped in, and when a cell change happens, the heavy HO signaling load increases both HO-induced latency and link failure rate. This situation worsens at higher speeds due to the Doppler shift and consequently the overall link quality degradation. Managing this signaling is very challenging as it needs to account for extreme conditions and a complex testing environment. The load-stress test specifically designed for the two-hop architecture that enables the onboard connectivity, due to a lack of a readily available testbed, any innovation in HST connectivity can only be validated by theoretical analyses and/or system-level simulations. Even if these validations can hardly reflect all side-challenges of actual systems [3–6], system-level simulations are crucial to highlight the importance of each individual aspect, but experimental measurements and testing with actual eNBs become mandatory to evaluate in-field benefits, possibly in realistic settings before network deployment.

The first preliminary experimental study of the LTE mobility management entity (MME), and specifically X2-based HO, was provided in [7]. A detailed analysis of the HO was investigated in [8], and a stochastic model for the HO interruption time (HIT) was extracted via a field test measurement for different urban scenarios. An experimental study analyzed the HO-induced latency in two slow and high-mobility scenarios, up to 100 km/h [9]. However, in the publicly available literature the network is loaded at most by 8 users/cell, and this load value is estimated in [8], and a stochastic model for the HO interruption time (HIT) was extracted via a field test measurement for different urban scenarios. An experimental study analyzed the HO-induced latency in two slow and high-mobility scenarios, up to 100 km/h [9]. However, in the publicly available literature the network is loaded at most by 8 users/cell, and this load value is estimated as the experimental setup is not under complete control. This setup is not sufficient to measure the performance of the LTE network in extreme load conditions, especially in HSTs with up to 1000 UEs at speeds of 300 km/h or higher. In addition, these experiments lack control on the other active UEs' traffic and mobility profile.

Instead of conducting in-field measurements, we design a holistic laboratory experiment to evaluate the performance of MME of the LTE network with an off-the-shelf eNB, while providing high mobile
Preliminaries

In this introductory section, we briefly detail the HST train-to-infrastructure connectivity, the HO procedure, and the multi-cell access scheme proposed to cope with massive HOs.

Two-Hop Architecture for a High-Speed Train

Recently, 3GPP has standardized a two-hop architecture (Fig. 1) for HST onboard connectivity via relay nodes. Onboard relay nodes can be classified into either a layer 1 (L1)-relay or a mobile relay node (MRN) based on their functionalities.

An L1-relay is a bidirectional amplify-and-forward relay that bridges the onboard signals with the eNBs after some power equalization. An L1-relay can be considered as a low-cost solution to enable onboard connectivity, routinely deployed on HST for 2G and 3G networks, and for LTE Release 8 (Rel-8). In addition to the common disadvantages of amplify-and-forward relays, it leaves the mobility management of massive UEs to be carried out individually on each UE, and this is a remarkable drawback, as detailed later. MRNs from LTE Rel-12 are basically small cells acting as autonomous (and mobile) eNBs located in each carriage of an HST [11]. The onboard eNB acts as a compound UE that is, in turn, connected to the Donor-eNB via Un interface. Compared to L1-relay, an MRN is more complex and expensive. However, it provides one connection per carriage with a group-HO feature that performs one single HO for all the connected UEs, resulting in lower HO impairment and higher throughput per UE. The drawback of the MRN is that all the UEs will lose their connection in case of any link failure.

LTE Handover on HST

Generally, a HO procedure includes three phases: HO preparation phase (i.e., measurement report by UE and HO decision by eNB), HO execution phase (i.e., random access channel [RACH] procedure and synchronization to the T-eNB, and receiving uplink grant), and HO completion phase (i.e., path switching and bearer modification).

According to the LTE-A radio resource control (RRC) specification [12], UEs measure the reference symbol received power (RSRP) of the neighboring cells based on the configuration in an RRC_Connection_Reconfiguration message received from the S-eNB. This message includes a list of neighbor eNBs to be measured and a reporting mechanism (i.e., periodic or event-based mechanism). In the periodic mechanism, UE measures the RSRP value periodically, while in the event-based mechanism, UE sends the measurement report once a certain event is triggered. Different types of events (labeled A1 to A5) can be configured in the RRC_Connection_Reconfiguration message to trigger a measurement report for different purposes. Among them, A2 and A3 events are commonly used for the HO procedure. An A2 event is used by UE for inter-frequency HOs to inform the eNB that the RSRP value of S-eNB is below a predefined threshold and receive the required measurement gaps necessary for inter-frequency HOs. An A3 event is used for reporting the power of received signals from serving and neighboring eNBs on the same or other configured frequencies.

As shown in Fig. 1, an A3 event happens when measured RSRP for neighbor cells (Mn) is larger than for the serving cell (Ms) up to some offset values (Os and On, for S-eNB and potential T-eNBs, respectively) and hysteresis value (H). In other words, Mn + On > Ms + Os + H. The S-eNB makes the HO decision according to the received measurement report, and sends information of the T-eNB to the UE through an RRC_Connection_Reconfiguration message to start the HO execution phase over the RACH. The HIT is
the interval from the time instance when the UE receives an RRC_Connection_Reconfiguration message to the time it sends an RRC_Connection_Reconfiguration_Complete message to the T-eNB after receiving an uplink grant. Finally, the HO completion phase according to the type of HO (e.g., intra-eNB, X2, or S1) will be executed.

We remark that, considering the specified two-hop architecture of HST connectivity, all the UEs inside each carriage experience the same Ms and Mn values. This is due to the fact that all the devices are served by the same wireless link provided by onboard relay (L1/MRN). Therefore, an A3 event will be triggered for all the UEs simultaneously. This potentially causes a bottleneck in the HO execution phase over the RACH.

**Directional Antennas for a Multi-Cell Access Scheme**

The purpose of a multi-cell access (MA) scheme on a train is to deploy multiple directional antennas on each carriage that diversify the wireless connectivity over multiple eNBs [4]. Figure 2b shows the MA scheme that is compatible with either L1 or MRN onboard relaying. Onboard UEs can be connected to different antennas that are either omnidirectional or directional pointing forward and backward to remote cells. These directional antennas have fixed beams that point toward lightly loaded distant eNBs, compared to the omnidirectional antenna for the local S-eNB in which the carriage is camped. A dispatcher balances the onboard UEs over the three cells (and the associated eNBs) depending on UE traffic intensity and ground eNB cell load. The MA scheme reduces the HO signaling of the local S-eNB, while distributing the carriage load among multiple eNBs and achieving higher capacity. That is, the HO decision can be manipulated by the spatial signal propagation of the directional antennas without any necessary coordination from the LTE eNB.

Compared to the current two-hop architecture [10], the directional antennas placed on each carriage that point toward less loaded neighbor cells manipulate the cell shape according to the directivity pattern (Fig. 2b). Directional antennas do not need to be adaptive as the track is mostly straight to avoid lateral passengers’ accelerations at 300–500 km/h, and eNBs are cus-
The test evaluates the individual/aggregate QoS of massive onboard UEs in the HST scenario, using commercially available eNBs with individual UEs supporting high-throughput and/or low-latency services such as FTP and voice over LTE (VoLTE). The UeSIM system in Fig. 2 is able to load up to 8 sectors supporting all frequency bands including frequency-division duplex (FDD) and time-division duplex (TDD) frame types. Besides a customized Wireshark packet analyzer that is used to capture packets at the Uu radio interface, UeSIM provides counters at each protocol layer, aggregated at the UE, group of UEs, or eNB level to measure the network performance while simulating the mobility of the HST. The main benefit of using lab testing instead of in-field experimentation is that the number of UEs and their parameters can be individually configured from the design of the deployment scenarios to the UE behavior (from the physical layer up to the application layer, radio bearer type, and mobility/traffic profiles).

The network configuration for the HST load-stress test is laid out in Table 1. The LTE air link operates at the 7th frequency band (2.6 GHz) with FDD frame structure. The bandwidth is 10 MHz, and the simulated UEs are from category 4, supporting 2 × 2 multiple-input multiple-output (MIMO) and up to 150 Mb/s in downlink (DL) when using a 64-quadrature amplitude modulation (QAM) and coding scheme. There are two HST scenarios of N UEs with homogeneous traffic: i) each UE downloads a 1 GB file from an external FTP server through LTE eNB over the default bearer; ii) each UE is configured to establish VoLTE over a dedicated bearer with guaranteed bit rate throughput. The UeSIM emulates the behavior of N UEs with an individual LTE protocol stack from Non Access Stratum (NAS) protocol (3GPP-TS 24.301) to the physical layer baseband processing (3GPP-TS 36.101) according to the LTE specification (Rel-11), running over a software defined radio module controlled by a multicore Linux machine. The propagation channel (e.g., path loss, fading, multipath, Doppler shift, and noise) is simulated by controlling the impairments individually for each UE at the level of baseband IQ stream, as shown in Fig. 2c. The propagation over the air link is replaced by a coaxial cable (to avoid illegal frequency radiation) toward a 2 × 2 MIMO eNB. In the conducted experiments, we consider a train with M = 4 carriages in a rural area and N UEs (N = 32, 40, 60, 72, 88, 120) moving at v = 300 km/h over a 200 km track (total runtime is 40 min) of K sequential eNBs (here K = 200) with cell size D = 1 km (according to the open space scenario specified in [13]). All the K eNBs are placed in the middle with omnidirectional antennas, as shown in Fig. 2a. Given these specified parameters, the train crosses cell boundaries every 12 s. Each carriage has N/M = (8, 10, 15, 18, 22, 30) UEs on the same carrier frequency. Inter-carriage HO delay is 300 ms (i.e., time interval for two consecutive carriages for crossing the cells, assuming a carriage length of 25 m).

To carry out a holistic experimental study on the impact of massive onboard UEs on the HIT and TCP DL throughput of the LTE network, we extract a statistical model of the HIT, and verify the impact of the HIT on the FTP DL throughput for the ensemble of all N UEs by measuring the instantaneous physical downlink shared channel (PDSCH) throughput dedicated to FTP services. We first disable the Doppler shift to evaluate the HIT and the impact of HO on FTP throughput; then the effect of Doppler shift on the link and service failure is individually investigated for VoLTE service.

Each load test emulates an HST over a 200 km track by extracting the individual and aggregated statistics of UEs with sampling granularity of approximately 1 s. For every HST run, each UE performs 200 HO s, and the LTE network fulfills

<table>
<thead>
<tr>
<th>Network Configuration</th>
<th>Downlink</th>
<th>Uplink</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>eNB</td>
<td>LTE (Rel-11) band 7</td>
<td>2620 MHz</td>
<td>2500 MHz</td>
</tr>
<tr>
<td>Cell size</td>
<td>1 km</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Off-track distance</td>
<td>50 m [13]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UE category</td>
<td>Cat 4, 2×2 MIMO, 150 Mb/s (with 64-QAM MCS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility scenario</td>
<td>300 km/h</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of UEs</td>
<td>(8,10,15,18,22,30) per carriage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet service type</td>
<td>FTP, VoLTE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. A summary of the test configuration.
N x 200 HO requests. Figure 2a exemplifies the instantaneous PDSCH throughput of a subset of UEs with respect to the HST position along the track. The communication link between onboard UEs and eNBs has been designed to emulate the two-hop architecture when employing the onboard relay on top of each carriage, with either an L1 relay or an MRN. The set of eNBs to evaluate the massive HOs are configured to handle multi-sectors, and the lab setup is configured to have the train virtually move in a circle, flipping from one eNB to another.

**EXPERIMENTAL RESULTS**

**HO LATENCY MODEL AND DISTRIBUTION**

The analysis of RRC messages reveals that A3-event-based measurement of RSRP is configured for inter- and intra-frequency HOs, according to the predefined HO parameters: hysteresis and time to trigger. When HST moves across cells, the S-eNB receives the measurement report for the RSRP from UE to fulfill the HO decision procedure. Then the S-eNB sends the required RACH resource (including a new C-RNTI, dedicated preamble index, RACH response windows size, etc.) to allow the UE to switch from the S-eNB to a T-eNB. Note that a dedicated RACH preamble is optional, and without a dedicated RACH preamble from the eNB, each UE selects any random preamble to transmit over the contention-based RACH channel. Here, eNBs are configured to send the dedicated preamble following the contention-free RACH procedure.

Even though there is a minimum deterministic delay, HO interruption time $T_{off}$ can be modeled as a random variable depending on a complex set of parameters such as the speed of HST, cell size, and cell load [4]. For the HST travelling at $v = 300$ km/h, each UE experiences a random but periodic HIT at cell-change (every $T = 12$ s). Hence, for each carriage the off-service interval $T_{off}$ occurs periodically and varies randomly. This causes a cyclostationary service model for each UE that experiences the HIT every $T$ s. Moreover, for an HST at the speed of 300 km/h with carriag e length $d = 25$ m, the HO slides backward over the consecutive carriages every 300 ms. The HO-induced latency impairs the onboard UEs’ QoS gradually, and worsens over the last carriages. Thus, the QoS for onboard users depends on their carriage position, the speed of the train, and the degree of overlapping of HOs among the consecutive carriages.

The HO properties for massive UEs connected via the L1-relay node (currently deployed on the HSTs) are characterized based on the statistical analysis of the HITs vs. the number of UEs for $n \times 4$ scenarios ($n$ UEs on each carriage and 4 carriages) in Fig. 3. HIT $T_{off}$ can be modeled as a random variable with Nakagami distribution in accordance with the exact number of onboard UEs regardless of some minimum latency due to inherent signaling delay [12]. Distribution in Fig. 3a shows that the QoS impairment is dominated by the tails of the probability density function of $T_{off}$, and the spread parameter $\Omega$ of Nakagami distribution captures this impairment effectively. Note that $\Omega$ varies depending on the number of UEs, T-eNB load, and the speed of the HST, and spread $\sqrt{\Omega}$ linearly increases with $N$ as highlighted in Fig. 3b. This is due to the limited number of PRACH resources dedicated to each eNB for HO signaling, and in our testbed we allocated 56 preambles in each eNB reserved for the RACH procedure with a 10 ms RACH period, wherein only two preambles will be detected and responded to by the eNB in each RACH channel. Therefore, the successful HO for 70 percent of the 120 UEs (in the $30 \times 4$ scenario) over the contention-free RACH channel takes at least 600 ms (without preamble misdetection). Compared to urban scenarios (low mobility) where the HIT follows a normal distribution [8], our lab experiments for the HST (high mobility) scenario with frequent and simultaneous HOs are better described by the Nakagami distribution, which accounts for heavy tails of the HITs. Similar to low mobility [8], the mean value and standard deviation of the HIT in Fig. 3b linearly increase with cell load at a higher rate compared to [8]. Results for other scenarios (e.g., $10 \times 4$, $18 \times 4$) confirm the results so far.
**HO Impairment on Link Failure and VoLTE Call Drop Rate**

The effect of the HOs from a massive number of onboard UEs on the link failure rate (when Doppler shift is enabled) is shown in Fig. 4a. Link failure is the result of HO failure (due to preamble misdetection). Considering the small off-track distance, at the speed of 300 km/h, Doppler shift varies between [–722 Hz, +722 Hz] in downlink, and [–1444 Hz, +1444 Hz] in uplink (i.e., each UE estimates the channel comprehensive of Doppler shift in downlink, and replies with that frequency shifted synchronization in uplink, which sums to the Doppler). In order to have tractable and reproducible measurement and analysis, here we assume that the train is affected by a fixed Doppler, although in reality the speed of the train is not fixed over the track and Doppler transition when crossing the eNB imposes severe impairments on the link quality. Due to the Doppler shift and transition effects, we experienced that T-eNB fails to detect the dedicated preambles and UEs fail to accomplish the RRC reestablishment procedure. Consequently, links fail, and the link failure rate increases significantly in high loading scenarios. This is shown in Fig. 4a; up to 40 percent of the mobile users experience link failure in the scenario with 30 × 4 mobile UEs.

In order to evaluate the effect of link failure on QoS, all UEs use VoLTE service with a narrowband G.711 audio codec over RTP and dedicated bearers with QoS Class Identifier (QCI) = 1 (45 kb/s guaranteed bit rate in UL and DL directions). Open source Kamailio is the Session Initiation Protocol (SIP) server. Figure 4a illustrates the call drop without Doppler (only HO interruptions) and with Doppler enabled vs. the increasing number of mobile users, VoLTE call drop rate dramatically increases. When 120 UEs are onboard the HST, the call drop rate is 90 percent and service is useless. Again, this impairment is not only due to the link failure but also long latency induced by HO (note that the packet delay budget for QCI = 1 is 100 ms, while the HO latency lasts up to 1000 ms). At the cell boundary there is congestion on the RACH channel (besides path loss attenuation at cell boundaries), and the SIP server assumes that channel quality is not acceptable and drops the call with standard cause-code=6.
HO IMPAIRMENT ON THE FTP DL-THROUGHPUT

The effect of the HO over the throughput of the massive onboard UEs is shown in Fig. 4b. Due to the cyclostationary behavior of the throughput, collected data are illustrated around the HO occurrence point (used for time reference: \( t = 0 \)). Figure 4b highlights that at the cell edges the average throughput drops due to the simultaneous HOs, and UEs experience the maximum throughput inside the cell that scales by \( 1/N \) (70 Mb/s/N per UE), and it decreases to 300 kb/s when increasing the number of active UEs up to 120. The 8 kb/s traffic of system information block transmission on the PDSCH is not accounted for in the per-user throughput.

When cells are heavily loaded, as for \( 30 \times 4 \) (120 UEs over 4 carriages), the fluctuations of throughput (shaded area) increases due to the multiple HO transitions that leave the UEs in outage for long time intervals (up to 1 s for \( 30 \times 4 \)), Fig. 3a). More precisely, the limited number of preambles for HO signaling on one side, and the eNB’s limited capability in answering the HO requests on the other side, keep the T-eNB from responding to all the HO requests in a timely manner. In fact, the S-eNB buffers the incoming measurement reports and responds to only two of them in every RACH period. Therefore, additional delay overhead on the RACH channel is inevitable (especially for the UEs located in the tail carriages of the train), which accordingly affects the congestion control procedure on the transport layer and shortens the FTP window size due to unacceptable link quality at cell boundaries.

Note that this part of the experimental result is purposely without Doppler shift to isolate the impact of the frequent HOs on the QoS of onboard users vs. the number of UEs. Since Doppler degrades overall performance considerably (with higher preamble misdetection probability and lower throughput), the results here (i.e., unacceptable channel according to SIP specification). This accurately reflects the nature of the internal failure over the radio interface at cell boundaries. The comparison of call drop rate with Doppler disabled shows quantitatively the compound effects of each term on the QoS.

LOAD TEST FOR THE MULTI-CELL ACCESS SCHEME

In L1-relay, when increasing the number of UEs, the throughput per UE decreases quite dramatically due to the mobility management for massive UEs treated independently from one another. An MRN copes with this drawback by leaving one HO per cell, thus gaining all the benefits in terms of throughput, as shown in Fig. 5a for \( 30 \times 4 \) UE load. However, the multi-cell access (MA) scheme can reduce the massive UEs impairment, providing higher throughput and HO signaling performance, by diversifying the traffic load over three eNBs at the same time, possibly with non-overlapping HO.

The load test results for massive UEs can be extrapolated to infer the performance of the MA scheme with two additional onboard relays connected to two different eNBs located ahead of and behind the S-eNB in which that train is located. Experimental results on the same setup (only \( 30 \times 4 \) is shown here) are in Fig. 5a, and prove that the MA scheme increases the throughput per UE up to approximately three times more compared to the conventional relay with one omnidirectional antenna per carriage. The use of three MRNs per carriage equipped with omni/ directional antennas (MRN+MA) outperforms the other schemes due to the group-HO feature that reduces the HO time for the onboard UEs. Furthermore, the L1-relay with MA scheme is a simple and effective solution for the massive UEs provided that mobility management is redesigned to account for the independent UEs to camp over far-ahead cells. As a drawback, L1+MA suffers from the cumbersome HO signaling that causes an increasing HO failure rate (around 2–6 percent for 88–120 onboard UEs for the L1-relay), while the HO failure was negligible for the MRN.

In L1-relay with omnidirectional antenna the eNB should manage 120 HOs almost simultane-
ously, and this extends the HO time up to 1 s (Fig. 5b) as a consequence of the limited number of PRACH channels dedicated to the HO procedure in each eNB. However, in the scenario with the L1-relay node with augmented coverage with the MA scheme, it can be observed that the HO time lasts no more than 300 ms. In fact, the MA scheme diversifies the HO signaling over multiple cells. In the scenario in which HST is equipped with an MRN, the HIT is less than 40 ms, which meets the IMT-Advanced HO requirements, that is, 60 ms. In the MRN the MA scheme has no practical impact on HO (same as HO time of a single UE) but rather on throughput, as shown in Fig. 5a.

CONCLUSION

In this article, we introduce a novel ad hoc load-stress testing method to analyze the performance of LTE eNBs in high-mobility scenarios when onboard connectivity is established over two-hop train-to-infrastructure architecture. We extract the statistical characteristics of the X2-based HO interruption time and its impairments on the throughput, link failure, and VoLTE call drop rate. The HO interruption time for each onboard UE is modeled by a Nakagami distribution, in which the spread control parameter depends on the cell load and number of active UEs. The lab experiment at 300 km/h (but extension of the setup to higher speed is conceptually straightforward) highlights quantitatively how the QoS at the cell edge is reduced due to the HO-induced latency. The augmentation of onboard relay nodes (L1/MRN) with fixed directional antennas can remarkably enhance by three times the QoS of massive UEs by offloading the traffic over lightly loaded cells, with faster HO responses and larger throughput.

The load-stress test highlighted some areas of improvements in HST communication:

• Adaptation of network mobility management by reducing the RA response period and/or improving the RACH processes in eNB (to manage more RACH requests at the same time)
• Offloading the traffic among the carriages during the HO interruption time
• Optimization of MA scheme via beam-width coordination of directional antennas
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Welcome to the March 2017 issue of the Radio Communications Series!

Wireless communications cover a wide range of fields and engage engineers from a broad array of disciplines. In keeping with this tradition, the three papers in this issue of our Series cover the gamut of wireless protocol layers – all the way from physical to the application layer.

Our first article, “Enabling Technologies toward Fully LTE-Compatible Full-Duplex Radio,” deals with a purely PHY layer topic: cancellation of self-interference between cellular transmitters and receivers. While substantial increases in efficiency of full-duplex operation are taken for granted in modern optical and copper transmission systems, wireless communications are not so lucky. Realizing practical full-duplex radios is a very complex and difficult signal processing problem (particularly in view of the space and power limitations of modern handsets). However, it is of great current interest due to the possibility of immediately doubling channel capacity in our scarce radio spectrum. The authors of the article suggest a different approach to full-duplex radio in LTE networks, where the cancellation functions are restricted to the base stations (i.e., eNodeBs). This has the benefits of simplicity, backward compatibility, and imposition of fewer constraints on the cancellation process. The article provides a broad overview of various self-interference cancellation approaches, highlights key difficulties with implementing such cancellations in actual systems, and briefly describes a testbed for exploring the proposed approach and presents some experimental results.

In contrast to the preceding article, our next article relates to the medium access control and network layers of a 5G network. The next generation of cellular networking technology is expected to support significantly higher channel bandwidths, but at the same time stringently limit end-to-end latency to support emerging applications such as telesurgery and automotive control. Millimeter wave (mmWave) bands coupled with small cell techniques can certainly provide the necessary capacity, but latency remains a critical issue. Computationally challenged radios together with large numbers of small cell communication links are not a good recipe for avoiding network delays. Titled “Achieving Ultra-Low Latency in 5G Millimeter Wave Cellular Networks,” the article surveys some of the challenges to be faced, ranging from core network architecture down to low-level MAC functions. The authors also note that congestion control is likely to prove difficult in mmWave systems, and must be addressed if end-to-end latency is to be reduced. It closes by pointing out some directions for future work on this subject.

The final article in our issue is “Opportunities and Challenges of Trip Generation Data Collection Techniques Using Cellular Networks,” and covers session and application layer methods of localizing handsets. As we all know, cellular or Wi-Fi based tracking of personal mobile phones carried by pedestrians and automobile drivers is standard fare today, serving purposes ranging from the critical (e.g., supporting emergency services) to the mundane (e.g., indoor retail advertising). In most cases such tracking is done with the active assent and participation of the user; for example, by signing a service contract or being prompted to install an application. Passive and anonymous tracking is normally prevented by Wi-Fi and 3GPP security measures. The article reviews 3GPP security requirements protecting the privacy of mobile users, and then identifies some methods whereby these security measures can be circumvented to enable the location of handsets by third parties. In addition to tracking the location of pedestrians, the authors also show how handsets can be identified and traced back to their owners, which is essential for most tracking applications to be useful. The article focuses on locating and identifying mobile handset users without invading their privacy. In fact, the authors place particular emphasis on the security and privacy issues of methods such as those proposed to collect information about users; they note that significant societal, legal, and security concerns need to be addressed as part of the development of such systems.

We appreciate the contributions of the authors of the articles in this issue, and would also like to take this opportunity to express our gratitude to our many reviewers for helping us select and improve these articles. The support and encouragement of the Editor-in-Chief and the publication staff are much appreciated as well. And, as usual, we encourage our readership to submit articles discussing emerging trends in wireless communications.
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EMERGING TRENDS, ISSUES, AND CHALLENGES IN BIG DATA AND ITS IMPLEMENTATION TOWARD FUTURE SMART CITIES

BACKGROUND

The world is experiencing a period of extreme urbanization. Cities in the 21st century will account for nearly 90% of the global population growth, 80% of wealth creation and 60% of total energy consumption. The world urbanization continues to grow, and the global population is expected to double by 2050. Smart cities are emerging as a priority for research and development across the world. In general, smart cities integrate multiple Internet of Things (IoT) and emerging communication technologies such as fifth generation (5G) solutions in a secure fashion to manage a city’s assets, such as transportation systems, hospitals, water supply networks, waste management. The goal of building a smart city is to improve the quality of life by using technology to improve the efficiency of services and meet residents’ needs.
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Enabling Technologies toward Fully LTE-Compatible Full-Duplex Radio

Gosan Noh, Hanho Wang, Changyong Shin, Seunghyeon Kim, Youngil Jeon, Hyunchol Shin, Jinup Kim, and Ilgyu Kim

ABSTRACT

Full-duplex radio has potential to double spectral efficiency by simultaneously transmitting and receiving signals in the same frequency band, but at the expense of additional hardware and power consumption for self-interference cancellation. Hence, the deployment of a full-duplex cellular network can be realized by employing full-duplex functionality only at an eNodeB, which is supposed to have sufficient computation and power resources, and by scheduling pairs of half-duplex UEs that are in either downlink or uplink. By doing so, fast and smooth full-duplex deployment is possible while minimal affecting the legacy UEs and the rest of the network entities. In this article, we provide technical challenges and solutions for an LTE-compatible full-duplex cellular network, featuring wideband and wide dynamic range support for RF self-interference cancellation, and robust and efficient self-interference channel estimation for digital self-interference cancellation. Based on a realistic LTE-based cellular model, our full-duplex radio design is evaluated through system-level simulations and real-world testbed experiments.

INTRODUCTION

The explosion of wireless data traffic leads to an exponential increase in the target date rate requirements of the fifth generation (5G) wireless cellular networks. A 5G network is expected to provide 1000-fold capacity gains compared to the existing 4G networks such as 3GPP Long Term Evolution (LTE) and LTE-Advanced (LTE-A) systems [1].

The highly demanding capacity requirements of a 5G network can be met by a combination of increasing cell density, utilizing formerly unused spectrum, and improving spectral efficiency. Among them, full-duplex transmission has recently drawn much attention as a means of potentially doubling spectral efficiency by simultaneously transmitting both the downlink and uplink signals in the same frequency band, which is a prominent advantage compared to the conventional half-duplex schemes such as frequency-division duplex (FDD) and time-division duplex (TDD).

One of the key challenging issues for full-duplex radio is the existence of strong self-interference from the transmit to receiver chains. The self-interference comes from imperfect isolation between the transmit and receive paths and reflections from nearby scatterers. It is usually much stronger than the desired received signal, sometimes even 100 dB or so stronger [2]. Thus, such self-interference should be mitigated before processing the received signals. Otherwise, any information contained in the received signal cannot be properly decoded. In this regard, there have been various attempts to suppress or cancel the self-interference in the RF and digital domains [3–5]. Kim et al. presented a point-to-point full-duplex scheme based on polarization-division duplexing [3]. Bharadia et al. implemented a full-duplex WiFi radio using analog and digital self-interference cancellation techniques [4]. Huusari et al. developed a wideband RF self-interference cancellation circuit having self-adaptive and self-healing features [5].

Different from the above prior works dealing with point-to-point and WiFi links, an attempt to apply full-duplex transmission into a cellular network was recently reported in [6], where the self-interference cancellation for full-duplex transmission is performed only at the eNodeB (i.e., base station) while the user equipments (UEs) are limited to half-duplex transmissions. Combined with an appropriate UE scheduling strategy, this scheme achieves a significant full-duplex gain. Based on this, we further improve the eNodeB-side only full-duplex scheme with the aim of ensuring compatibility with the existing LTE and LTE-A systems. Therefore, we expect a fast and smooth deployment of the full-duplex radio with minimal impact on the legacy UEs and the rest of the network entities.

Hence, in this article, we suggest system architecture and enabling technologies for the full-duplex support in an LTE-compatible cellular network, including:

- Identifying a system description with deployment scenarios and requirements

The authors provide technical challenges and solutions for an LTE-compatible full-duplex cellular network, featuring wideband and wide dynamic range support for RF self-interference cancellation and robust and efficient self-interference channel estimation for digital self-interference cancellation. Based on a realistic LTE-based cellular model, their full-duplex radio design is evaluated through system-level simulations and real-world testbed experiments.
Providing some important implementation challenges and solutions focusing on the wideband and wide dynamic range RF self-interference cancellation and the robust and efficient digital self-interference cancellation with special consideration of the compatibility with LTE systems.

- Evaluating the system-level performance under the existence of physical factors such as path loss, fading, and other-cell interference.
- Describing the LTE-compatible full-duplex testbed and evaluating its real-world performance.

**SYSTEM DESCRIPTION AND REQUIREMENTS**

**NETWORK MODEL AND DEPLOYMENT SCENARIO**

We consider a full-duplex cellular system based on the LTE/LTE-A standard where each cell consists of an eNodeB and multiple UEs, as seen in Fig. 1. The full-duplex functionality is implemented only at the eNodeB, while UEs operate in the conventional half-duplex fashion, similar to [6]. The reason for employing full-duplex functionality only at the eNodeB side is twofold. First, UEs tend to have limited hardware and energy resources to support full-duplex operations (e.g., self-interference cancellation in the RF and digital domains). Second, the eNodeB-side-only full duplex facilitates backward compatibility with legacy LTE/LTE-A UEs supporting only either FDD or TDD.

As a result, upgrading a half-duplex LTE system into a full-duplex one becomes possible by simply replacing the half-duplex eNodeBs with the full-duplex eNodeBs while not affecting the rest of network entities and interconnections.

Our target deployment scenario is a small cell environment with a low-power eNodeB and low-mobility UEs. With less transmit power (i.e., 20 dB or so less than the macro eNodeB [7]), the required level of self-interference power to be cancelled is considerably scaled down, thereby facilitating the self-interference cancellation with less complexity and less residual interference. The low-mobility properties of UEs ascertain that the self-interference channel remains the same during the self-interference channel estimation and cancellation procedures, allowing reliable self-interference cancellation.

**SELF-INTERFERENCE CANCELLATION**

As seen from the right side of Fig. 1, the eNodeB contains several techniques to minimize the self-interference in both analog and digital domains, which include antenna separation, RF-domain cancellation, and digital-domain cancellation. Antenna separation is a technique to physically and/or electrically separate the signal paths between the transmit and receive antennas. One promising candidate is the use of a dual-polarized antenna having two orthogonal polarization components (e.g., transmission in horizontal polarization and reception in vertical polarization) [8, 9]. However, due to imperfect polarization isolation and reflections from nearby scatterers, some self-interference components still remain in the received signal, which need to be further cancelled out using analog RF circuitry and digital signal processing techniques.

RF self-interference cancellation is required to cut down the residual self-interference component in the received RF signal so that after the RF cancellation, the signal level can fall within the dynamic range of the analog-to-digital converter (ADC) in the receiver RF chain. After this, the self-interference component is further cancelled out in the digital domain without the loss due to RF receiver saturation. The RF cancellation capability can be achieved by employing an RF self-interference cancellation circuit that automatically generates a replica signal with the same magnitude but opposite phase with respect to the self-interference component and cancelling it out from the received RF signal.

After the RF cancellation, digital cancellation is performed with the baseband signal in the digital.
domain after the ADC. Using a priori information on the transmitted signal and the self-interference channel estimate, the digital cancellation can eliminate the self-interference almost to the noise floor by subtracting the generated copy of self-interference from the received baseband signal.

**Multiple Access**

In order to ensure compatibility, full-duplex operation should be supported in accordance with the existing LTE multiple access schemes, that is, orthogonal frequency-division multiple access (OFDMA) for the downlink and single-carrier frequency-division multiple access (SC-FDMA) for the uplink. Using OFDMA, the data streams intended for different UEs are transmitted on non-overlapping subcarrier sets. Thanks to the orthogonality among the subcarriers, the degradation due to multipath fading can easily be compensated using low-complexity equalization techniques, yielding inter-symbol interference (ISI)- and inter-carrier interference (ICI)-free transmission. One significant drawback of OFDMA is high peak-to-average power ratio (PAPR), degrading the power efficiency of the transmitter. The PAPR can be effectively reduced by adopting SC-FDMA in the uplink where the data symbols are discrete Fourier transform (DFT)-spread before being mapped to the subcarriers. The reason for employing the SC-FDMA only at the uplink is the limited power budget of battery-operated mobile devices. These design objectives for the multiple access are still valid for the full-duplex LTE system. Thus, the receiver design and signal processing algorithm development for the LTE-compatible full-duplex radio should be done based on OFDMA downlink and SC-FDMA uplink.

**Implementation Challenges and Solutions**

In order to fulfill the above requirements, some critical technical challenges need to be overcome. Specifically, one of the most challenging issues is self-interference cancellation, which needs to be implemented in both the RF and digital domains while achieving a sufficient level of compatibility with existing LTE systems. Other challenging issues to be addressed in this work are self-interference channel estimation and downlink/uplink synchronization.

**RF Self-Interference Cancellation**

The RF self-interference cancellation functionality is required to cover a wide channel bandwidth with a wide dynamic range. The bandwidth of the LTE signal ranges from 1.4 MHz to 20 MHz. Thus, the operational bandwidth for the RF self-interference cancellation functionality is expected to cover 20 MHz.

Wide dynamic range capability is needed due to the large fluctuation of the self-interference signal strength. Such fluctuation originates from transmit power variation, channel path loss variation, and isolation level variation between the transmit and receive antennas [10, 11]. The measurement shows that the required dynamic range is greater than a factor of 20 dB [11]. In the following, we discuss how the wideband and wide dynamic range capabilities can be achieved.

**Achieving Wide Dynamic Range Self-Interference Cancellation:** Wideband channels tend to experience frequency selectivity, that is, the channel response varies with respect to frequency due to the delay spread in the time domain. Exploiting the multi-carrier structure of OFDMA, digital self-interference cancellation can overcome this frequency selectivity in the frequency domain by estimating the self-interference channel and cancelling the self-interference signal on a per-subcarrier basis. On the other hand, RF self-interference cancellation has limited ability to perform frequency-dependent operation. Hence, a candidate solution will be employing a multi-tap RF self-interference cancellation circuit that consists of multiple RF self-interference cancellation paths with different time delays [4, 12]. The delay for each path can be adjusted by variable delay lines.

**Achieving Wideband Self-Interference Cancellation:** Any restriction on the dynamic range of the RF self-interference cancellation circuit limits the ability to adjust the replica signal strength to a level close to the actual self-interference signal remaining at the RF receiver input terminal. If the two power levels do not match, there will remain a significant amount of uncancelled self-interference after the RF self-interference cancellation.

A promising solution to this problem is the employment of a variable-gain amplifier at the replica signal generation path before the cancellation point, as described in detail in our prior work [11]. By adjusting the gain of the variable-gain amplifier, the ability to perform frequency-dependent self-interference power level, the RF self-interference canceller provides robust and improved cancellation performance.

**Self-Interference Channel Estimation**

The prerequisite for digital self-interference cancellation is acquiring the accurate information of the self-interference channel. In the LTE/LTE-A systems, reference signals are used for channel estimation: cell-specific reference signals (CRSs) for the downlink and demodulation reference signals (DMRSs) for the uplink. Since we are to perform self-interference cancellation at the eNodeB, the self-interference channel estimation is involved with the CRS.

However, since the current frame structures for LTE and LTE-A were originally designed for the half-duplex modes (i.e., FDD and TDD), the CRS-based self-interference channel estimation is disturbed by the so-called pilot contamination caused by the interference from the simultaneously transmitted uplink resource elements co-located with the CRS, thereby degrading the performance of the digital self-interference cancellation.

In order to tackle the above problem, we employ an uplink nulling technique that prevents a certain portion of uplink resources from being transmitted so that the CRSs for the self-interference channel estimation are not interfered. Although there might be uplink throughput loss due to the uplink nulling, its impact will not be significant considering the traffic asymmetry between the downlink and uplink. The peak data rate requirements of the LTE-A system are 1 Gb/s for the downlink and 300 Mb/s for the uplink, demonstrating significant asymmetry [13]. The
uplink nulling can be categorized according to the amount and frequency of time-frequency resources to be nulled (i.e., per-subframe/symbol uplink nulling and per-RE uplink nulling).

**Per-Subframe/Symbol Uplink Nulling**: In slow fading environments with low mobility, the channel gains are supposed to be stable over a timescale that ranges from several orthogonal frequency-division multiplexing (OFDM) symbols to several radio frames. Using Clarke’s model, the 50 percent coherence time at the maximum Doppler frequency of 10 Hz is about 42.3 ms [14], which is much larger than the length of a radio frame. This slow fading tendency can be observed in Fig. 2, which shows the simulated time-frequency channel responses for extended pedestrian A (EPA) and extended vehicular A (EVA) models assuming a maximum Doppler frequency of 10 MHz.

Based on the above considerations, as described in Fig. 3a, we can employ a per-subframe nulling scheme that nulls out a designated uplink subframe (i.e., the 0th uplink subframe where the physical broadcast channel (PBCH), the primary synchronization signal (PSS), and the secondary synchronization signal (SSS) are transmitted in the downlink counterpart. By doing so, the self-interference channel estimation can be done within the 0th subframe without interference from the uplink. Then, using the estimated self-interference channel knowledge, the self-interference cancellation is carried out in the rest of the subframes. If the coherence time becomes shorter than a radio frame, per-symbol uplink nulling can be employed where certain symbols (e.g., the first two of 14 symbols in a normal subframe) is nulled out, as seen in Fig. 3b.

The per-subframe/symbol uplink nulling techniques are simple and easy to implement with minimal frame structure changes to the current LTE and LTE-A standards. Only some modification on the uplink scheduler is needed. However, these per-subframe/symbol uplink nulling schemes may suffer from resource waste.

**Per-RE Uplink Nulling**: In order to solve the above problem, we employ the per-RE uplink nulling where only the uplink REs located at the same time-frequency positions as the downlink CRSs are nulled out. Figure 4a shows an example of per-RE uplink nulling in two consecutive resource blocks. It is clear that with per-RE uplink nulling, the downlink CRSs can be used for self-interference channel estimation without the uplink interference. The resource waste due to the per-RE uplink nulling is only 4.76 percent, which is much lower compared to the full-duplex gain.

The per-RE uplink nulling can be done by allocating the null subcarriers at the subcarrier mapping block of the SC-FDMA transmitter, which can be implemented while causing minimum impact to the LTE/LTE-A standards. At the receive-
er, the self-interference channel estimation can be done using the downlink CRSs co-located with the uplink null subcarriers. The self-interference cancellation is then performed, followed by the null subcarrier removal and uplink channel estimation/equalization. In order to ensure backward compatibility, the eNodeB is also required to provide support for legacy UEs that do not support the per-RE uplink nulling by bypassing the null subcarrier removal and self-interference cancellation functionalities.

Frame Synchronization between Downlink and Uplink:
The above self-interference channel estimation scheme requires frame synchronization between the downlink and uplink. Without the frame synchronization, the self-interference channel estimation will be disturbed by the interference from the overlapping adjacent uplink symbols. In this regard, uplink timing alignment functionality already present in LTE/LTE-A can be used to align the start time of the received uplink subframe and the transmitted downlink subframe. More specifically, using the timing advance values determined by the network based on the uplink measurement, the UEs carry out timing advance operations. By advancing or delaying the uplink signal, the amount of timing misalignment can be limited to within the cyclic prefix. Once the timing misalignment is less than the cyclic prefix, its effect can easily be overcome by phase compensation in the frequency domain.

The effect of the timing misalignment on the performance of the per-RE uplink nulling-based self-interference channel estimation is shown in Fig. 4b, which depicts the mean square error (MSE) as a function of the interference-to-noise ratio (INR) of the self-interference link. The uplink signal-to-noise ratio (SNR) is assumed to be 20 dB. The curves are plotted for different amounts of the downlink-uplink timing misalignment in terms of the ratio of the cyclic prefix length to the OFDM symbol length $\Delta CP$. As expected, the MSE for the timing misalignment of 0.5 $\Delta CP$ is exactly the same as the case with the exact timing. Oppositely, we can see significant MSE degradation for the large timing misalignment case of 1.5 $\Delta CP$. When the timing misalignment is 1 $\Delta CP$, i.e., same as the cyclic prefix length, the MSE is slightly higher than the case of exact timing, which is due to the effect of the delay spread. For comparison, the MSE of the no nulling case is also plotted where the uplink interference is not avoided during the self-interference channel estimation procedure, providing the upper bound.

**System-level Performance Evaluation in an Actual Cellular System**

In practical cellular systems, we should consider several physical factors such as distance-dependent path loss, large- and small-scale fading, and other-cell interference in addition to the aforementioned RF and digital impairments. In this regard, we evaluate the system-level performance of the full-duplex-enabled cellular system compared to the conventional half-duplex schemes, FDD and TDD.

**System-Level Evaluation Environment:** We consider a heterogeneous cellular network where multiple macro and small cells are deployed in the same frequency band. The macro eNodeBs are placed on a hexagonal grid with inter-site distance (ISD) of 500 m. The small eNodeBs and UEs are randomly dropped. The UEs located within the small cell radius of 40 m are connected to the small eNodeB.

Full-duplex functionality is employed at each small eNodeB, which therefore experiences not only the intra-cell interference from itself (i.e., self-interference) but also the inter-cell interference from other macro and small cells. The specific simulation parameters are based on the 3GPP LTE-A outdoor small cell evaluation scenario with co-channel deployment of the macro and small
cells [15]. The detailed simulation parameters are described in Fig. 5a.

**System-Level Evaluation Results:** With the above simulation parameters, we obtained simulation results over different small eNodeB and UE drops, each with 2048 realizations. In Fig. 5b, the average throughput of a UE is plotted, which can be attained through simultaneous downlink and uplink transmissions. Comparisons with the FDD and TDD schemes are also provided. Since the system bandwidth of 20 MHz is assumed for full duplex, 10 MHz bandwidth is employed for each of the DL and UL for FDD. For TDD, DL/UL configuration 2 is employed so that the ratio between the DL and UL is about 80 and 20 percent.

Figure 5b shows that significant throughput gain through the use of full duplex is attainable despite the existence of the real-world physical factors such as path loss, fading, and other-cell interference. The amount of throughput gain is increased with the self-interference cancellation capability (i.e., the total amount of self-interference cancellation using a combination of antenna, RF, and digital cancellations), and is upper-bounded at about 95 dB, which is consistent with the existing literature [6]. The throughput gain of TDD over FDD is due to the fact that the downlink throughput is higher than the uplink throughput.

**Testbed Description and Performance Evaluation**

In this section, we describe our LTE-based full-duplex testbed in order to evaluate real-world full-duplex performance, especially on both the RF and digital self-interference cancellation capabilities.

**Testbed Setup**

The testbed for the evaluation of our full-duplex radio design represents the eNodeB side of an LTE-based full-duplex cellular system, which consists of antenna, RF cancellation circuit, and digital cancellation unit, as seen in Fig. 6a.

A dual-polarized microstrip patch antenna is used for the separation between the transmit and receive signal paths. The center frequency is designed to be at 2.59 GHz with the -10 dB bandwidth of 140 MHz. The isolation between the horizontal and vertical ports is measured from -15 dB to -35 dB depending on surrounding environmental conditions [11].

The RF cancellation circuit is designed to achieve wide bandwidth and wide dynamic range cancellation capability, as described in [11]. The circuit itself has self-adaptive characteristics to automatically control the amplitude and phase of the replica signal by the use of the vector modulator and the variable-gain amplifier. In order to support wideband cancellation, a two-tap RF cancellation circuit is employed with different delay settings at the input. The delay for each tap is adjusted by using cables with different lengths in this experiment. The optimal cable length difference is found to be 152 cm, which corresponds to a time delay of 7.4 ns after extensive measurements for length difference varying from 0 cm to 200 cm. Wide dynamic range can be supported by the use of a variable-gain amplifier (Avago MGA-638P). The RF cancellation circuit is powered by ±10 V supply. The local oscillator inputs of the up- and down-conversion mixers are provided by a signal generator at a frequency of 2.59 GHz.

The signal processing for digital cancellation is performed using the NI USRP-2942R software-defined radio (SDR) device that has a Xilinx Kintex-7 field programmable gate array (FPGA) and two independent RF front-ends supporting frequency bands from 400 MHz to 4.4 GHz with the maximum bandwidth of 40 MHz. The SDR is controlled by a host computer using NI LabVIEW Communications Systems Design Suite 1.1 software. The baseband processing functions, including modulation, demodulation, and digital self-interference cancellation, are performed in the FPGA. The transmitter unit generates an LTE-modulated signal, followed by a high-power amplifier that can amplify the transmit signal power level to 20 dBm.
The implementation of the digital part is based on 3GPP LTE Release 10. The bandwidth is 20 MHz, and the fast Fourier transform (FFT) size is 2048. Each radio frame is 10 ms long and consists of 10 subframes. In addition, normal cyclic prefix is assumed. Since we employ the per-RE uplink nulling, the self-interference channel estimation is done in a similar manner of conventional downlink channel estimation.

**Experimental Results**

We can see the effects of antenna separation and RF self-interference cancellation in Fig. 6b. The dual-polarized antenna can suppress the self-interference power about 17 dB. The RF self-interference cancellation circuit can further reduce the self-interference power by 6–8 dB with 1-tap RF cancellation and by 9–20 dB with 2-tap RF cancellation. We observe the frequency selectivity in the signal after RF cancellation, which can easily be handled with the per-subcarrier-based cancellation technique in a digital domain.

The effect of digital self-interference cancellation can be seen by comparing Fig. 6c (constellation before digital cancellation) and Fig. 6d (constellation after digital cancellation). The self-interference component is successfully cancelled by subtracting the a priori known transmitted signal using the self-interference channel estimate.

**Conclusion**

This article introduces the essential techniques to support LTE-compatible full-duplex radio. Our approach is based on a realistic LTE/LTE-A network model assuming full-duplex eNodeB and half-duplex UE. In order to support wideband and wide dynamic range RF self-interference cancellation, we develop a multi-tap, variable-gain, and self-adaptive RF self-interference cancellation circuit. For digital self-interference cancellation, we provide a new frame structure design that can perform accurate self-interference channel estimation with the use of uplink nulling schemes. The proposed techniques for LTE-compatible full-duplex radio were evaluated through system-level simulations and real-world testbed experiments. We can see that self-interference can be efficiently cancelled with a combination of RF and digital cancellation techniques.

The various techniques discussed in this article not only enable fast deployment of the full-duplex functionality over the existing LTE/LTE-A networks.
and legacy UEs, but also provide a stepping stone to better develop further enhanced full-duplex techniques along with the development of 5G wireless networks.
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Achieving Ultra-Low Latency in 5G Millimeter Wave Cellular Networks
Russell Ford, Menglei Zhang, Marco Mezzavilla, Sourjya Dutta, Sundeep Rangan, and Michele Zorzi

ABSTRACT
The IMT 2020 requirements of 20 Gb/s peak data rate and 1 ms latency present significant engineering challenges for the design of 5G cellular systems. Systems that make use of the mmWave bands above 10 GHz —where large regions of spectrum are available—are a promising 5G candidate that may be able to rise to the occasion. However, although the mmWave bands can support massive peak data rates, delivering these data rates for end-to-end services while maintaining reliability and ultra-low-latency performance to support emerging applications and use cases will require rethinking all layers of the protocol stack. This article surveys some of the challenges and possible solutions for delivering end-to-end, reliable, ultra-low-latency services in mmWave cellular systems in terms of the MAC layer, congestion control, and core network architecture.

INTRODUCTION
Millimeter-wave (mmWave) communication is widely considered to be a promising candidate technology for fifth generation (5G) cellular and next-generation wireless local area networks (WLANs). The wireless industry is already investing heavily in developing systems that operate in the mmWave bands, which are attractive because of the large quantities of available spectrum and the spatial degrees of freedom afforded by very high-dimensional antenna arrays (which are possible thanks to the smaller size of antenna elements at higher frequencies). Regulatory agencies are also beginning to consider defining new licensed and unlicensed bands for commercial use. Although mmWave radio links are already used in a variety of commercial applications such as satellite and point-to-point backhaul communications, until recently they were considered impractical for mobile access networks due to severe vulnerability to shadowing and poor isotropic propagation loss. Results from recent measurement campaigns have demonstrated that the limitations of the mmWave channel can indeed be overcome by high-gain smart antennas, meaning that this spectrum can now, for the first time, be exploited to provide an order of magnitude or more increase in throughput for mobile devices [1, 2].

Ultra-wideband mmWave access has now been recognized as a means of achieving the IMT 2020 requirements of 100 Mb/s cell edge and 20 Gb/s peak rate, and is expected to play a key role in future wireless networks. Prototypes have already been demonstrated that can approach such data rates [3]. However, the requirements for latency that have been proposed are perhaps even more daunting than the need for high throughput. Achieving the near instantaneous user experience required by many of the anticipated “killer apps” of the 5G Tactile Internet, like immersive virtual reality, augmented reality, teleurgery, and real-time cloud/fog computing, may necessitate end-to-end (E2E) latencies to be reduced below 10 ms. Other emerging use cases like mission-critical machine-type communication (MTC) and control of self-driving cars present a need for less than 1 ms of latency [4, 5].

While the mmWave bands potentially enable ultra-low latency and massive bandwidths at the physical (PHY) layer, realizing this level of performance for E2E services presents significant engineering challenges. Many aspects of the way cellular systems are designed must be reconsidered if the potential of the mmWave bands is to be fully realized to meet the requirements of next-generation devices and applications. In particular, achieving ultra-low latency in mobile networks calls for a reworking of the entire protocol stack from the ground up. This article surveys some of the challenges and possible solutions for delivering high-rate, ultra-low-latency E2E services in 5G cellular systems. We focus on three critical higher-layer design areas:

• Low-latency core network architecture
• A flexible medium access control (MAC) layer
• Congestion control

We discuss some key limitations of current 4G core networks for providing low-latency E2E services. We review the state-of-the-art research on mobile edge cloud (MEC) architectures, which promise to reduce delay by moving core data centers and network functions closer to the end user. However, optimizing the core network may not, by itself, be sufficient to meet the delay constraints of certain applications. We discuss how the radio stack and, in particular, the MAC layer will also need a fundamentally new design to provide sub-millisecond over-the-air latency. We then move up the stack and consider how optimizations may be required at the transport layer to address the high variability in the mmWave相爱的。
channel in order to reduce round-trip times (RTTs) while maintaining high E2E reliability.

**Core Network Architecture Challenges**

To understand the challenges in delivering low-latency services, it is useful to begin by considering the typical cellular network architecture over which data services are delivered. Modern deployments of the 4G core network, known as the Evolved Packet Core (EPC), are characterized by a small number of high-capacity, high-reliability network elements (NEs), such as serving gateways (SGWs), packet data network gateways (PGWs), and mobility management entities (MMEs), which rely on expensive application-specific hardware. Due to the cost and complexity of managing these nodes, EPC network elements are typically located at only a small number of core data centers, making present-day mobile core networks highly centralized and geographically dispersed. The limited placement of these core NEs and Internet exchange points (IXPs), where operators peer with other networks, poses a dilemma for offering low-latency services over the top of these networks. Packets must first ingress through the IXP router and be forwarded through PGW and SGW nodes before being routed to the end user. Due to this potentially high routing delay, the target E2E latency of 10 ms for some Internet-based 5G applications cannot typically be met in the current 4G core [4–6].

To reduce latency, core functions such as gateway nodes, along with the applications and services themselves, will need to be moved closer to the network edge. Software-defined networking (SDN) and network functions virtualization (NFV) are two trends in networking being considered for future mobile network architectures, which lend themselves to more distributed topologies and offer opportunities for lower latency [7, 8]. Fundamentally, mobile SDN involves decoupling the control and data planes of routers, switches, and user-plane EPC entities. An intelligent mobile cloud controller then handles all control plane functions, and can actively monitor and control the user plane elements, which enables it to maintain a global view of the network state, manage traffic, and dynamically provision resources on a large scale. SDN thus provides operators greater flexibility and control in managing their networks.

To realize more flexible and scalable networks, SDN is complemented by NFV, which enables network functions to be deployed as virtual machines running on commodity servers. This removes the dependence on application-specific Big Iron network entities and makes it possible to deploy leaner, elastic software implementations of core network functions to edge data center sites. As shown in Fig. 1, instances of soft EPC virtual network functions (VNFs, e.g., virtual SGW and PGW instances) can be provisioned at edge data centers and central offices, or even on servers co-located with the base stations (BSs) themselves, and can be dynamically scaled to adapt to varying load. In addition to core VNFs, the application-layer services such as gaming servers and content distribution network (CDN) nodes can be hosted in the edge network. For instance, a content caching VM may be instantiated at a virtualized BS to provide real-time traffic monitoring and control data to self-driving cars. The term mobile edge cloud has been coined to refer to such a distributed, SDN and NFV-enabled mobile network, where VNFs and applications can be deployed to edge sites to better satisfy the latency requirements of 5G applications.

Moving content and application servers to the edge may also be key to improving TCP performance over unreliable mmWave links. We show how the mmWave channel can exhibit high intermittency and can rapidly fluctuate between high- and low-capacity states. Therefore, fast transport-layer feedback will be needed so that the congestion control algorithm can quickly adapt to changes in the channel capacity, and reducing the E2E latency will naturally lead to faster convergence. We continue the discussion of TCP over the mmWave channel.

Furthermore, distributing the control signaling load across many virtual MME instances placed at the edge may offer a means of reducing control-plane latency and mitigating the surge in sig-

---

**Figure 1.** Realizing ultra-low latency from an end-to-end perspective will require innovations throughout the network.
naling brought on by the anticipated 100-fold increase in connected devices, as well as the increase in handover-related signaling that may come as a result of cell densification [7]. A more distributed control plane may therefore be particularly desirable for deployments of mmWave cells, which must inherently be dense due to the limited range of the high-frequency signal.

Nevertheless, 5G networks will need to support a class of applications with more extreme latency constraints than even the MEC can meet. For instance, vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)-based services, such as collision avoidance for self-driving cars, may require less than 1 ms of latency, which cannot be met by the current 4G radio stack (even before factoring in the latency of the core network and the Internet) [4, 5]. We continue in the next section with a discussion of a radio frame and MAC layer design that is suitable for meeting such stringent requirements.

**MAC Layer Design Issues**

**Challenges**

Current 802.11 wireless LAN systems are easily able to achieve sub-millisecond airlink latencies. However, delivering very low latencies in cellular systems is significantly more challenging. Cellular systems, by their nature, must accommodate large numbers of users per cell and incur significant delay for scheduling, coordinating transmissions, and adjusting to variable channel conditions to maximally utilize the airlink resources. Indeed, the current minimum data plane latency in LTE is on the order of 3 ms and can be higher than 100 ms with multiple higher-layer (i.e., radio link control layer) retransmissions. Thus, 5G mmWave MAC will need to be redesigned to reduce latency by at least an order of magnitude.

A key challenge for mmWave systems is that transmissions must be highly directional to overcome the high isotropic path loss. Most transmitters, at least in the near future, are likely to use phased arrays for directional beamforming. These arrays can achieve very high directional gains but are limited to transmitting to one user at a time, that is, via time-division multiple access (TDMA) scheduling. Unfortunately, TDMA can lead to potentially very poor resource utilization since the entire bandwidth must be allocated to a single user. This allocation can be very inefficient for short MAC-layer and higher-layer control messages since, with 1 GHz of mmWave bandwidth, even a relatively short 100 μs TDMA slot has the capacity to transmit kilobytes of data [9]. Frequency-division multiple access (FDMA)-based systems like LTE can schedule multiple users flexibly in the frequency domain and therefore do not suffer from such poor utilization for smaller packets and control messages.

Moreover, to achieve very low latency and react to very rapidly varying channels, control messages such as scheduling requests and channel quality indicator (CQI) reports will need to have frequent opportunities for transmissions. These short control messages will thus incur significant overhead if they cannot be transmitted efficiently.

Some have contended that, due to its reliance on beamforming, mmWave access technology is not well suited for transmission of control channels. It is argued that, since such signals must be broadcast out omnidirectionally, a split control and data channel design is required where a legacy 4G macrocell performs all control signaling and mmWave BSs simply boost the data plane capacity. However, recent works have shown that, with digital or hybrid beamforming transceivers, most of the standard control channels of 4G systems can be handled effectively in standalone mmWave systems [9, 10]. In this section, we consider such a system design where both control and data channels are transmitted in the same mmWave band. This allows for a shorter turn-around time of control feedback and faster scheduling thanks to the potential for shorter subframes when compared to LTE.1

**Potential Solutions**

Following other proposed mmWave cellular designs, in this article we consider an orthogonal frequency-division multiplexing (OFDM)-based system. However, we note that many of the design considerations in this section can apply generally to other waveforms being evaluated for 5G as well.1 To deliver very low latencies at the MAC layer, there are at least three key modifications one could consider with respect to current 4G LTE OFDM systems.

**Short symbol periods:**

Efficient TDMA transmission of short control messages requires that one can allocate control transmissions in very short time intervals. LTE uses OFDM, which enables very simple equalization. In OFDM, the minimum allocation is one symbol period, which in the current LTE system is 71.4 μs (for a normal cyclic prefix, CP). To improve utilization, several designs have proposed using much shorter symbol periods on the order of 4 μs. The short OFDM symbol period can be used for mmWave systems due to the wider coherence bandwidth, allowing for larger subcarrier spacing. Also, the required CP length is reduced since these systems are intended for very small cells with low root mean square (RMS) delay spreads (typically under a few hundreds of nanoseconds, even at distances of over 200 m) [1, 12].

**Flexible TTI:**

In current LTE systems, transmissions are sent in a fixed transmission time interval (TTI) of 1 ms. With TDMA scheduling, allocating data to any reasonable-sized fixed TTI would be very inefficient for small packets that would not be able to fully utilize the TTI. Thus, variable TTI-based TDMA frame structures have been proposed in [9, 13]. Also known as flexible TTI, these schemes allow for slot sizes that can vary according to the length of the packet or transport block (TB) to be transmitted and are well suited for diverse traffic. The flexibility in resource scheduling permitted by a variable TTI system allows both intermittent and bursty traffic with small packets (characteristic of MTC) as well as high throughput flows like streaming and file transfers to be handled efficiently.

**Low-power digital beamforming for control:**

Critical to understanding latency in multi-user environments is the choice of the RF multiple-input multiple-output (MIMO) architecture, particularly how beamforming is performed.

---

1 We acknowledge that there is the possibility to reduce the subframe TTI in future LTE releases, which would reduce control plane latency. However, transmitting the control and data channel in the same mmWave band may prove to be a simpler approach than serving the control channel out of band over the legacy 4G system, as long as certain engineering challenges (discussed in the sequel) can be addressed.

2 For brevity, we do not provide an assessment of new 5G waveforms. The reader is referred to Ibars et al. [11] for further discussion.
Various options are shown in Table 1. To reduce power consumption, most mmWave designs employ analog beamforming (BF) where combining is performed in analog, at either RF or intermediate frequency (IF), requiring only one digital conversion path. However, this limits the transceiver to communicate in only one direction at a time, which is particularly problematic for multiplexing short control packets over wide bandwidths. Conventional fully digital architectures can enable spatial multiplexing but come at the cost of much higher power consumption. A third option is to use a fully digital architecture, but at very low quantization resolution to reduce the power. This enables full spatial multiplexing but limits the maximum signal-to-noise ratio (SNR). In this analysis, we consider a switched architecture system where control signals are sent using low-resolution digital beamforming (to enable multiplexing small control packets) with analog beamforming in the data plane (to enable higher order modulation). As shown in [9], this approach can considerably reduce the overhead due to control signaling. Thus, more resources are available for data transmission, which in turn reduces the E2E latency.

### Low-latency mmWave MAC

To evaluate the achievable latency with flexible TTI, we consider the frame structure in Fig. 2, similar to the designs recently proposed in [9, 13]. The design assumes that the BS transceiver is able to support both analog BF and low-resolution digital BF as previously described, and can dynamically switch between the two modes. The key components of the frame structure and MAC scheme are as follows.

**Data Channel:** As already noted, we consider a system where data channel transmission relies on analog BF. Therefore, transmission of data slots must be strictly TDMA-based and, as a consequence, the minimum time-domain chunk of resource allocation that can be assigned to a single user in the data period (i.e., the minimum slot length) is 1 OFDM symbol. There must be a small guard time between uplink (UL) and downlink (DL) transmissions as well as a transition time during which the BF vectors are updated at the transmitter and receiver. To reduce the number of these transitions, which are effectively wasted resources, symbols assigned to a particular user may be grouped together so that all DL and UL symbols/slots are contiguous mapped to the DL-DATA and UL-DATA regions, respectively.

Thus, a slot refers to this grouping of consecutive symbols allocated to one UE.

**Downlink Control Channel:** The DL-CTRL period occupies the first several OFDM symbols of each subframe. We require that the location and duration of this region be fixed because the control messages it contains are periodic and must be decoded by all UEs at the beginning of the subframe. This allows a UE to decode only a small number of symbols to receive any control messages intended for itself, such as the DL control information (DCI), indicating the DL and UL assignments in the current or future subframe. If the control symbols were to be transmitted at any time during the subframe, every UE would have to continually receive and blindly decode even when they are not allocated, needlessly wasting battery power.

For BSs that do not support digital BF and must transmit the control channel in TDMA...
Table 2. Parameters for variable and fixed TTI latency evaluation.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth (Hz)</td>
<td>$1 \times 10^9$</td>
</tr>
<tr>
<td>Carrier frequency (Hz)</td>
<td>$28 \times 10^3$</td>
</tr>
<tr>
<td>Length of one subframe ($\mu$s)</td>
<td>$100/66.67$</td>
</tr>
<tr>
<td>Number of OFDM symbols per slot</td>
<td>24/16</td>
</tr>
<tr>
<td>Length of one OFDM symbol ($\mu$s)</td>
<td>4.16</td>
</tr>
<tr>
<td>Length of CP ($\mu$s)</td>
<td>0.46</td>
</tr>
<tr>
<td>Subcarrier spacing (Hz)</td>
<td>$2/0 \times 10^3$</td>
</tr>
<tr>
<td>Reference subcarrier spacing (Hz)</td>
<td>$1.08 \times 10^2$</td>
</tr>
<tr>
<td>Control symbols per subframe</td>
<td>1 DL/1 UL</td>
</tr>
<tr>
<td>Number of HARQ processes (DL and UL)</td>
<td>20 DL/20 UL</td>
</tr>
<tr>
<td>Number of UEs</td>
<td>Case 1: {10, 20, 30, 40, 50, 60, 70, 80}</td>
</tr>
<tr>
<td>Traffic model</td>
<td>Case 2: Poisson, $\lambda = 10$ Mb/s, 100 B packets</td>
</tr>
<tr>
<td></td>
<td>Case 2: Poisson, $\lambda = 100$ Mb/s, 1000 B packets</td>
</tr>
</tbody>
</table>

While the qualitative benefits of variable TTI over fixed TTI may seem self-evident, in this section we quantify the performance gains for a multi-user TDMA mmWave system with 1 GHz of bandwidth. We also demonstrate that, with the low-latency scheduling loop enabled by the proposed frame structure, LTE-style HARQ can still be employed for enhanced link-layer reliability without exceeding delay constraints excessively. Our simulations make use of the ns-3 full-stack simulation model for mmWave cellular networks presented in [14]. We model the subframe formats shown in Fig. 2 for two subframe periods: 100 $\mu$s, equivalent to 24 OFDM symbols, and 66.67 $\mu$s, equivalent to 16 OFDM symbols. Each symbol has a length of 4.16 $\mu$s, which is based on the design in [12]. Each subframe has one fixed DL-CTRL and one UL-CTRL symbol, with the remaining symbols used for DL or UL data slots. For fixed TTI mode, the entire subframe is allocated to a single user, whereas for variable TTI mode, the scheduler may allocate any number of data symbols within the subframe to match the throughput required by each user.

Additionally, reference or pilot symbols are transmitted on every fourth subcarrier for estimating the channel. This pilot spacing is chosen to be well within the coherence bandwidth [12]. We also note that there may also be some additional delay related to the beam tracking (i.e., for computing and applying the optimal TX/RX BF vectors), although the performance limitations of adaptive BF transceivers and channel tracking techniques in future implementations are still unknown. We assume that this delay can be neglected in our analysis because data is constantly being transmitted to each user equipment (UE), and channel state feedback is being transmitted by the UEs to the BS in each subframe period (which is within the coherence time), thus ensuring that the channel state information is always up-to-date at the BS [12].

UEs are uniformly distributed at distances between 10 and 150 meters from the serving BS and can have either line-of-sight (LOS) or non-LOS (NLOS) links, with path loss computed using the model from [2]. We also note that UEs are modeled as moving at 25 m/s, typical of vehicular speeds, which causes fast channel variation and frequent packet errors from small-scale fading (it is observed that between 0.5 and 3 percent of transport blocks are lost and require retransmission).

We consider a simple traffic model with Poisson arrivals where each UE sends small 100-byte packets at an average rate of 10 Mb/s, as well as a separate, higher-throughput case where 1000-byte packets are sent at a rate of 100 Mb/s. Scheduling is performed based on an Earliest Deadline First (EDF) policy where the scheduler attempts to deliver each IP packet within 1 ms from its arrival at the PDCP layer, and packets are assigned a priority based on how close they are to the deadline. Priority is therefore always given to HARQ retransmissions. We simulate the performance for between 10 and 100 UEs for the 10 Mb/s (per UE) arrival rate and between...
Figure 3. Latency and deadline miss ratio as a function of the downlink IP-layer arrival rate for fixed and variable TTI radio frame structures: a) 100-byte packets, 10 Mb/s per UE arrival rate; b) 1000-byte packets, 100 Mb/s per UE arrival rate. sf: subframe.
introduced in the previous section. The application-layer data rate is fixed at 1 Gb/s, and a baseline one-way delay from the core and routing network is assumed to be 20 ms, or 40 ms round-trip. Under good channel conditions, the TCP server sends packets at its maximum data rate. However, following a deep fade (i.e., a sudden drop in SNR), which occurs due to the LoS path being blocked (e.g., at the 2.5 s mark in Fig. 4a), hundreds of milliseconds of additional delay are incurred, as shown in Fig. 4b. This is due to the fact that when the SINR is high, the TCP client is able to send packets at a high rate, and the BS is able to transmit packets at the rate they arrive in its DL PDCP queue. However, when the channel capacity is reduced significantly, the buffer becomes backlogged as the BS MAC/PHY-layer can no longer service it at the initial high rate. Even though the TCP NewReno congestion control algorithm is able to quickly adapt to this sharp loss in capacity, as can be seen in the figure, it is not fast enough to prevent significant spikes in latency due to the TX queue becoming backlogged. This result raises questions as to the effectiveness of current congestion control and avoidance mechanisms and indicates that a new transport-layer algorithm may be required to adapt to this high variability and more quickly converge to the channel capacity [15]. Alternatively, a split TCP scheme could be employed where the BS serves as a TCP proxy. This would enable cross-layer feedback to be facilitated by the lower BS stack to the transport layer to more directly indicate a loss in capacity and more quickly trigger congestion avoidance. Investigation of such optimizations is an interesting direction for future work.

**Conclusions**

The mmWave bands offer the possibility of a new generation of wide-area cellular networks with very low latencies and massive bandwidths. However, translating the exciting possibilities of the mmWave spectrum for the physical layer to corresponding benefits for E2E services will require significant changes at multiple layers of the protocol stack. This article has identified three particular design issues that need consideration:

- Changes in the core network to bring data and services physically closer to the end user and provide greater flexibility and scalability in deploying and managing network functions
- A flexible MAC layer to enable low-latency scheduling while still allowing efficient use of the airlink resources
- Fast adaptive congestion control that handles the rapidly varying nature of the mmWave channel

For each of the three areas, we have discussed current solutions, possible directions of innovation, and some example results that show the potential of the various techniques in contributing to the reduction of the overall latency to approach the very challenging requirements set forth by the more demanding 5G applications.

We have reviewed many possible solutions and results from our own recent research as well as other state-of-the-art work, but all of these designs are still at a high-level stage, and much further effort will be needed to work out and evaluate these designs in order to make these systems a reality. However, if these technical challenges can be overcome, the potential for next-generation cellular systems is enormous.
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The authors discuss opportunities and limitations of tracking pedestrian activity by utilizing information provided by cellular networks. In order to track people, regardless of the underlying wireless media, two qualifications must be met: first, unique and anonymous identification, and second, geospatial visibility through time.

**Abstract**

We are witnessing how urban areas are reclaiming road space, before devoted exclusively to cars, for pedestrians. With the increase of pedestrian activity, we need to update our existing transportation forecasting models by focusing more on people walking. The first step of extending the current models is to start with collecting information on pedestrians needed for the trip generation phase. This article discusses opportunities and limitations of tracking pedestrian activity by utilizing information provided by cellular networks. In order to track people, regardless of the underlying wireless media, two qualifications must be met: first, unique and anonymous identification, and second, geospatial visibility through time. While the latter requirement can be achieved with techniques that are similar for different wireless media, how to uniquely identify a pedestrian using a cellular network is domain-specific. We show that tracking of pedestrains using cellular networks can be done not only without their constant active participation, but also without disrupting normal cellular service. However, although this method is technially feasible, one should be very careful when wanting to implement it by keeping in mind a very important thing: how to protect people’s privacy.

**Introduction**

Many cities across the world such as Hamburg, Madrid, and Oslo are beginning to shift their mobility solutions away from private car ownership, which leads to re-allocation of urban space from cars to people [1]. In this context, cities are forced to rethink traffic behavior in scenarios where less road space is devoted to cars and more to pedestrians. With more people on the streets, we have to extend currently used transportation forecasting models by including pedestrian activities. In this article we focus on presenting opportunities and challenges of the data collection techniques needed for the trip generation phase, which is the first step in the conventional four-step transportation forecasting process.

Data collection techniques needed for trip generation can be classified into active techniques where people being tracked have to actively participate in the collection process by wearing some additional devices (e.g., wearable sensors, GPS receivers) or answering survey questions, and passive ones utilizing the signals from the devices that people are carrying with them at all times. The former techniques might affect people to change their behavior due to the fact that they are aware of their participation in a study and are limited in sample set, while the latter provide large-scale datasets without subjecting participants to changing their daily routines, but can also lack significant information, like how a person’s socio-demographic attributes and inner thoughts can impact their flow.

This article provides insights on how to track pedestrian activity using cellular networks by presenting available techniques to uniquely identify users and localizing them. The advantage of this method, compared to other passive data collection techniques using Wi-Fi or Bluetooth, is its wide coverage and relative stability. Namely, unlike the aforementioned short-range wireless standards, the detection rate of a person’s cell phone can be much higher. In addition, deployment of tracking systems based on cellular networks is easier than the deployment of a system based on image sensing devices, for example. However, although cellular networks support location inquiries, this information is not readily provided by telecommunication operators to third parties, and therefore must be retrieved independently.

The development of cellular networks began in the early 1980s and was first based on analog voice, and was known as first generation (1G). The 2G cellular network (2G) was called the Global System for Mobile Communications (GSM) and was developed by the European Telecommunications Standards Institute (ETSI) in the late 1980s, while the evolution from GSM to the 3G Universal Mobile Telecommunications System (UMTS) was developed by the Third Generation Partnership Project (3GPP). Finally, in the last few years we are witnessing successful implementations of 4G cellular networks called UMTS Long Term Evolution (LTE), also introduced by 3GPP.

Figure 1 shows the architecture of 2G, 3G, and 4G cellular networks that consist of three domains: the mobile station (MS), home network (HN), and serving network (SN). Furthermore, the HN domain consists of a home location register.
UNIQUELY IDENTIFYING PEDESTRIANS

The 3GPP published various documents related to security aspects of 2G, 3G, and 4G cellular networks (e.g., TS 42.009, Security Aspects, and TS 03.20, Security Related Network Functions for 2G; TS 33.120, Security Principles and Objectives, TS 33.102, Security Architecture, and TS 21.133, Security Threats and Requirements for 3G; and TS 33.401, Security Architecture for 4G) stating that three features should be supported:

• **User identity confidentiality**: the property that the permanent user identity (i.e., IMSI) of a user to whom a services is delivered cannot be eavesdropped on the radio access link
• **User location confidentiality**: the property that the presence or the arrival of a user in a certain area cannot be determined by eavesdropping on the radio access link
• **User untraceability**: the property that an intruder cannot deduce whether different services are delivered to the same user by eavesdropping on the radio access link

To achieve these goals, the user is normally identified by his/her own TMSI by which he/she is known by the visited SN rather than by the IMSI that is his/her permanent identity. To avoid user traceability, which may lead to compromise of user identity confidentiality, the user should not be identified for a long period by means of the same temporary identity. To achieve these security features, in addition, it is required that any signaling or user data that might reveal the user identity is ciphered on the radio access link.

In order to uniquely identify users in cellular networks, one has three choices: a false base station attack (i.e., IMSI catchers) used to retrieve a user IMSI; an IMSI paging attack used for linking user IMSI and TMSI; and finally, an Authentication and Key Agreement (AKA) protocol linkability attack that does not collect any user-sensible information (i.e., IMSI or TMSI) but can be used to identify the user. Specifically, IMEI cannot be considered for the user tracking purposes because, as stated in the 3GPP standards, it should be securely stored in the MS and should not be sent to the network before the security has been activated. Moreover, an IMEI is not authenticated, so it can be changed by the user (e.g., to prevent the tracking of stolen cell phones).

A FALSE BASE STATION ATTACK

Although the 3GPP standards state that cellular networks should provide a support for user identity (i.e., IMSI) confidentiality, the user identification by a permanent identity procedure is allowed. This procedure can be invoked by the SN whenever the user cannot be identified by means of a temporary identity. The mechanism is initiated by the MSC in 2G and 3G or by the MME in 4G, and it requests the user to send his/her permanent identity. The user response contains its IMSI in a clear text. As stated in the standards themselves, this represents a breach in the provision of user identity confidentiality.

MSs always scan network frequencies and try to authenticate to the base station providing the strongest signal. A base station might accept or refuse a connection request based on the user subscription or roaming agreements. In the case of a false base station attack, an IMSI catcher is a device that acts exactly like a small base sta-
Although these security issues are improved in 3G and 4G cellular network standards, a permanent identity procedure is still done before other security procedures are started and consequently 3G and 4G networks are also prone to this kind of attacks.

IMSI Paging Attack

As stated in the 3GPP specifications, most control signaling messages, which are sent between an MS and an SN, are considered sensitive and must be integrity protected. However, there are signaling messages (e.g., PAGING TYPE 1) that are not required to be integrity protected, and consequently this vulnerability can be used for the IMSI paging attack. The paging procedure is usually used to locate an MS in order to deliver a service to it (e.g., phone call or SMS). Paging request messages are sent on a common control channel by an SN to all MSs in a particular area usually containing the requested TMSI. However, if an SN does not know the current MS TMSI, its IMSI can be sent instead. When an MS receives a paging message containing its IMSI or current TMSI, it sends a message containing its current TMSI.

A 2G IMSI paging attack was used to show that an MS can be localized within an area of 100 km² with multiple towers by simply wiretapping paging messages sent by an SN [7]. Moreover, using this kind of attack, it is possible to check if a particular MS is connected to a particular BTS, which can be mapped to a relatively small geographic area of approximately 1 km² or less. The IMSI paging procedure can be started by sending malformed SMS messages [8] or using a method of aborted calls [7]. When using the latter, a regular phone call can be initialized with the purpose of tracking an MS and then hanging up within 5 s to avoid a ring on the MS. In that way a paging request for the particular MS is initialized without causing any user-observable side effects on the MS.

In 2012 Arapinis et al. also showed that it was possible to perform IMSI paging attacks in 3G by testing their approach on T-Mobile, O2, SFR, and Vodafone victim MSs [9]. They used a commercially available femtocell that acted as a small base station with a coverage radius ranging from 10 to 50 m. By injecting a paging request in 3G, they were able to check if a particular MS was in the area covered by their device.

Finally, in [10] it was shown theoretically that 4G was also prone to the IMSI paging attacks. The authors of this article used an analogous attacker model similar to that used in [7], the only difference that their attacker was capable of causing paging request messages in 4G and listening on 4G paging channels.

AKA Protocol Linkability Attack

AKA is a mutual authentication and authenticated key establishment protocol in 3G between an SN and an MS. AKA involves the SN sending an authentication request to the MS and the MS sending its authentication response. The MS checks the validity of this request (thereby authenticating the SN), and then sends a user authentication response. Afterward, the SN checks the response and authenticates the MS, resulting in two parties having authenticated each other.

This resulted in an increasing number of papers reporting their implementations of this kind of attack compromising user confidentiality (e.g., [3]). It was then believed that 3G would not be vulnerable to false base station attacks. However, in 2012 Golde et al. showed how to use a rogue femtocell to create 3G IMSI catchers [4]. Currently, not only can different IMSI catchers be bought [5], but there are also papers reporting how to catch an IMSI catcher (i.e., IMSI catcher catchers) [6].

The false base station threat was described by Mitchell in his technical report published in 2001 [2]. It was first believed that such attacks would be very expensive compared to other possible attacks in 2G networks, but then the cost of the base transceiver station (BTS) fell quickly; plus it also became very easy to find BTS emulators. This resulted in an increasing number of papers showing how to use a rogue BTS to create 3G IMSI catchers [4]. Current-ly, not only can different IMSI catchers be bought [5], but there are also papers reporting how to catch an IMSI catcher (i.e., IMSI catcher catchers) [6].

The AKA protocol linkability attack exploits the error messages incorporated into AKA protocol. If an attacker is capable of sniffing the radio link and intercepts an authentication request message (i.e., RAND, AUTN pair) sent unencrypted on the radio link from an SN to a particular MS, the attacker can resend the exact message. If it does so, two possible things can happen:

1. If the recipient MS is the device to which the authentication request message was originally sent, it will respond with an authentication failure report containing an error code indicating a failed SQN (because this SQN has already been received).

2. If the recipient MS is not the device to which the authentication request message was originally sent, it will respond with an authentication failure report containing an error code indicating an incorrect MAC value.

Either way, this security leak can be used to trace the movements of a particular MS, resulting in a breach of the user untraceability.

This vulnerability in 3G was exploited in work done by Arapinis et al. in 2012 [9]. The 3G AKA protocol is used at the beginning of each new session in their femtocell setting making the caching of the authentication parameters very easy. However, the authors did not have the tools to test if this also happens when connecting to a typ-
Active localization techniques can be distinguished based on user involvement in them. That is, if a pedestrian or his/her MS needs to actively participate in a localization process, it is called active localization; otherwise, it is a passive one. For example, in systems based on active localization techniques, an MS is involved with different base stations and has to calculate its position. On the contrary, in passive localization systems, a user does not even have to know that he/she is being localized. While passive localization systems offer invisibility to both cellular network providers and end users, they are harder to achieve.

Every localization technique consists of two phases: signal measurement and position calculation phases. In the first phase, certain signal parameters, such as received signal strength (RSS), time of arrival (TOA), time difference of arrival (TDoA), and angle of arrival (AoA), are extracted and then afterward used in the second phase for calculating the user position. The most popular positioning calculation methods used today are geometry-based methods such as triangulation, trilateration, and multilateration. The other group of methods used for the position calculation phase is called proximity-based techniques, where distances are not explicitly calculated, but locations are estimated based on connectivity and proximity constraints to known positions in indoor or outdoor environments. The latter methods are less accurate, but also have lower calculation costs than the former ones.

**Active Localization Techniques**

When using active localization techniques, in the signal measurements phase an MS usually measures only RSS values, while the position calculation phase can be divided in two phases: training and localization. In the training phase, also called fingerprinting, an MS moves through the space and records RSS emanating from different base stations. Then in the localization phase, an MS estimates its location by comparing a recent RSS measurement with the previously measured values called fingerprints.

Compared to Wi-Fi fingerprinting, 2G fingerprinting has its advantages and disadvantages. The main advantage is that due to wider coverage, 2G works in more places than Wi-Fi fingerprinting. However, due to a larger range of 2G BTSs, Wi-Fi fingerprinting is more accurate than 2G fingerprinting given the same number of radio sources. Moreover, due to more stable infrastructure, Wi-Fi radio maps degrade quicker than 2G ones. Nevertheless, it was reported that the accuracy achievable for cellular network localization is comparable to that of Wi-Fi networks [11].

The two main differences among different active localization techniques for 2G presented in the literature are:

- The number of BTS signals used in the signal measurements phase
- Methods used in the localization phase

For the signal measurements phase, in [11] the six strongest BTSs were fingerprinted, and then the readings of up to 29 additional 2G channels were used, most of which were strong enough to be detected but too weak to be used for efficient communication. With that kind of fingerprinting, the median accuracy of 3 m in large multi-floor buildings together with the possibility of detecting the difference between floors for both wooden and steel-reinforced concrete structures was reported. For the localization estimation phase, in [11] only the weighted K nearest neighbors algorithm was used, while in [12], in addition to that algorithm, a support vector machine (SVM) classifier and a Gaussian process were also used. It was shown that the SVM classifier provided mean

---

**Table 1. Differences between methods used for uniquely identifying the user in cellular networks.**

<table>
<thead>
<tr>
<th>Can be used in</th>
<th>Collects user IDs</th>
<th>User can detect it</th>
</tr>
</thead>
<tbody>
<tr>
<td>2G</td>
<td>3G</td>
<td>4G</td>
</tr>
<tr>
<td>IMSI catchers</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>IMSI paging attack</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>AKA err msg attack</td>
<td>–</td>
<td>✓</td>
</tr>
</tbody>
</table>

---

**Discussion**

Although capturing IMEI, TMSI, and IMSI information does not directly link an MS to the user identity, it does bring different ethical issues and is illegal in many jurisdictions and countries. Moreover, when performing a false base station attack, one must trick an MS to connect to a false base station, which may result in disrupting normal cell phone services, possibly having serious consequences (e.g., in case of emergencies). On the contrary, an IMSI paging attack can be performed without causing any user-observable side effects on the MS side. However, as in the previous attack, in this attack also one must collect user IMSIs. Finally, in the last attack, the user can be identified without the need to know his/her personal information (i.e., IMEI, TMSI or IMSI). The three aforementioned attacks are compared in Table 1.

**Localizing Pedestrians**

Active localization techniques can be distinguished based on user involvement in them. That is, if a pedestrian or his/her MS needs to actively participate in a localization process, it is called active localization; otherwise, it is a passive one. For example, in systems based on active localization techniques, an MS is involved with different base stations and has to calculate its position. On the contrary, in passive localization systems, a user does not even have to know that he/she is being localized. While passive localization systems offer invisibility to both cellular network providers and end users, they are harder to achieve.

Every localization technique consists of two phases: signal measurement and position calculation phases. In the first phase, certain signal parameters, such as received signal strength (RSS), time of arrival (TOA), time difference of arrival (TDoA), and angle of arrival (AoA), are extracted and then afterward used in the second phase for calculating the user position. The most popular positioning calculation methods used today are geometry-based methods such as triangulation, trilateration, and multilateration. The other group of methods used for the position calculation phase is called proximity-based techniques, where distances are not explicitly calculated, but locations are estimated based on connectivity and proximity constraints to known positions in indoor or outdoor environments. The latter methods are less accurate, but also have lower calculation costs than the former ones.
Tracking users passively in cellular networks.

Figure 2. Tracking users passively in cellular networks.

room-level classification efficiency near 100 percent when using the full set of 2G carriers.

**Passive Localization Techniques**

Unlike active localization techniques, there is very little work done related to the developing passive localization techniques for cellular networks. To the best of our knowledge, only two solutions are currently available. One is a system for indoor localization of 4G signals developed in Japan [13], and the other one is a software defined radio (SDR) system that overhears 2G signals developed in Switzerland [14, 15].

The purpose of the first system was to detect students cheating on their exams [13]. The system was tested in one classroom at the Tokyo Institute of Technology Osokayama campus, where four sensors were put in every corner of the room, and one sensor with three antennas in the center of the room. Through calculating the RSS by the multiple sensors, this technique enabled the localization of the student who was cheating with an accuracy of 42 cm, which was good enough to distinguish between two seats apart for 78 cm.

In the second system, SDR was used to capture signals from 2G [14, 15]. The SDR consisted of hardware (i.e., radio front-end) and software part (i.e., signal processing modules). In this work, two things were shown:

- It was possible to capture 2G signals, convert them to messages, and parse the message content using the proposed SDR.
- It was possible to identify the signal source in order to provide the correct localization for users using 2G.

**Tracking Pedestrians**

The previous section showed that passive pedestrian localization using cellular networks is possible. However, in order to be able to track pedestrians as they move, one must add user identification to the localization process. In [14] it was proposed to passively track users distinguishing them based on their different TMSIs because it was observed that in the Sunrise network, a TMSI was changed every 2 h, which was enough time to run experiments, but not fine-grained enough for applications in real-world environments. Moreover, TMSI can be traced back to the user, which can be, in a sense, considered private information. We thus propose to use an AKA protocol linkability attack to test whether the pedestrian is still in the area, since it does not contain any sensible information about the pedestrian himself/herself (i.e., his/her IMSI, IMEI, or TMSI).

As discussed earlier, 3G AKA and 4G EPS-AKA protocols are used every time an MS changes its SN. In AKA or EPS-AKA protocols, authentication request messages (i.e., RAND, AUTN pair) are sent unencrypted on the radio link, making them susceptible to interception by an attacker. This vulnerability can be used for identification of the pedestrian without learning any sensible information about him/her. Every time when a pedestrian needs to be localized, the tracking system can resend the previously intercepted authentication request message to check whether this pedestrian is still in the area. If he/she is, the authentication response message can be used to determine his/her location. Figure 2 explains the whole process in more detail.

The proposed method for tracking pedestrians using cellular networks does not invade their privacy; nor does it disrupt the existing cellular network services. The localization procedure can be repeated as many times as needed to track them with a lower or higher frequency. The only issue is how to intercept the first authentication request message, which must be investigated in more detail. However, it has been reported that the execution of the 3G AKA protocol can be triggered by repeatedly placing a phone call for the targeted MS and hanging up before the call can be detected by the user [9].

**Conclusions**

This article presents an unprecedented data collection technique that can be used to detect pedestrian activity in urban environments. The proposed solution allows a seamless and passive method for tracking pedestrians without invading their privacy. The advantages of tracking signals from pedestrian cell phones in the framework of other passive tracking techniques are:

- Cell phone signals can be used to track a larger number of pedestrians than other wireless communication signals such as Wi-Fi or Bluetooth, due to the widespread use of cell phones.
- Cellular networks are relatively technically stable compared to other wireless standards.
- The deployment of sensors used for tracking can be easier and cost less than other tracking techniques, including the active data collection techniques.
- Finally, since the passive detection technique is based on an unobtrusive observation method, larger-scale datasets can be created.

However, the proposed solution is not free of its own shortages and limitations. In the context of the data collection process for the trip generation purpose, very often it is not only important to know the pedestrian flow, but also their socio-demographic characteristics do matter. In that sense, what would be useful is to combine surveys with the proposed solution. In that way, the trip generation phase of the transportation forecasting process would not lack additional information about peoples’ backgrounds; moreover, people would be asked to provide their cell phone numbers needed for the implementation of the AKA protocol linkability attack. However, unlike during active tracking, pedestrians would not need to carry an additional device with them all the time as a constant reminder that they are being watched, which could possibly influence them to change their behavior.

Finally, one should not disregard the security and privacy issues of building a system for seam-
less tracking. Although the proposed solution does not collect personal data about pedestrians, it has yet to be investigated how the proposed tracking system would potentially affect people’s lives and habits. Moreover, before building the system it should be determined who would potentially have access to such collected data and for what purposes. The former concern falls under the domain of social studies, while the latter one should be investigated from a legal point of view. Within these limitations, the proposed solution could shed light on unknown aspects of a pedestrian activity in order to improve the quality of their lives through cities.
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A Novel SDN-Based Architecture to Provide Synchronization as a Service in 5G Scenarios

Stefano Ruffini, Paola Iovanna, Mats Forsman, and Tomas Thylin

ABSTRACT

Moving toward 5G, network synchronization is expected to play a key role in the successful deployment of the new mobile communication networks. This article presents an application of SDN (software defined networking) and NFV (network function virtualization) principles to the network synchronization area, making it possible to offer synchronization as a service. The approach is based on defining a harmonization layer that orchestrates radio and heterogeneous transport domains by means of a suitable subset of abstracted information exchanged among the domains, and by making use of virtualized synchronization functions.

INTRODUCTION

5G is the next step in the evolution of mobile communication. In contrast to earlier generations, 5G wireless access should not be seen as a specific radio-access technology [11]. Rather, it is the overall wireless-access solution addressing the demands and requirements of mobile communication beyond 2020. To enable connectivity for a wide range of new applications and use cases, the capabilities of 5G wireless access must extend far beyond those of previous generations. These capabilities include the possibility to provide very high data rates everywhere, support for very low latency and ultra-high reliability, and the possibility of devices with very low cost and very low energy consumption. Furthermore, 5G wireless access needs to support a massive increase in traffic in an affordable and sustainable way, implying a need for a dramatic reduction in the cost and energy consumption per delivered bit.

Synchronization is a term used in various contexts and often with different meanings. Within the scope of this article, it relates to the “network synchronization” concept. This concerns the distribution of common time and/or frequency references to the nodes in a network in order to align their time and frequency scales, respectively [12]. Network synchronization is traditionally important to guarantee good performance in transport and mobile operations (e.g., user equipment handover in radio networks). Frequency synchronization is generally sufficient for these purposes. However, in recent years it has become more important to deliver accurate phase/time synchronization, for instance to enable the alignment of radio frames to better use radio resources. In time division duplexing (TDD), for example, time division allocation of uplink and downlink allows an optimized use of radio resources. This requires radio base stations to send synchronous radio signals in order to avoid interference.

As we move toward 5G, synchronization (and time synchronization in particular) is expected to become even more critical. Following are some of the aspects that are particularly relevant:

• New radio access technologies, complementing existing technologies, for which phase/time synchronization is expected to play a key role.
• New applications, such as machine type communications (MTC) and the Internet of Things (IoT), increasing the demand for accurate and/or reliable synchronization.
• New transport solutions and technologies, especially in fronthaul, will be needed to meet the challenging transmission needs of 5G in terms of capacity, reliability, latency, and robustness.
• Application of the SDN and NFV concepts, with potential impacts on the synchronization network architecture and operations. Cloud and distributed applications are additional trends that may also become relevant from a network synchronization perspective.

The control of latency is another key aspect for a successful deployment of 5G that deserves particular attention. In fact, strict latency is one of the main targets for some of the applications that need to be supported by 5G, such as automatic traffic control, remote surgery, and tactile internet. In this respect, as reported in [2], 5G systems should provide end-to-end latency of 10 ms and, in specific use cases, end-to-end latency of 1 ms. Good synchronization may become a key enabler.

In summary, 5G will impose a number of requirements that in one way or another could require accurate and reliable network synchronization and also imply a more complex handling of network synchronization operations (e.g., due to the fact that the same infrastructure shall handle different types and levels of requirements and support multiple service providers and applications). The impact on the network architecture is also particularly relevant from a synchronization perspective due to new concepts such as NFV and SDN.

On one hand this may impact how synchronization networks will be handled, but at the same...
time it could provide tools that will facilitate the support of synchronization and of the latency related requirements.

This article presents how some of the aspects listed above could benefit from applying the principles of the software defined networking (SDN) and network function virtualization (NFV). The article is structured as follows. After a brief introduction of the key technologies in network synchronization and SDN/NFV, the article discusses the main network synchronization challenges expected in a 5G environment. We describe a possible approach to apply the SDN and NFV concepts to the area of network synchronization, with examples of relevant parameters and work flow. The feasibility and relevance of the solution is then demonstrated as applied to a relevant use case.

**RELEVANT TECHNIQUES**

**DISTRIBUTING SYNCHRONIZATION IN THE NETWORK**

One main technology to distribute time synchronization in a network is to generate an accurate time synchronization reference at some central location, e.g., via a GNSS (Global Navigation Satellite System) receiver, and further distribute it over the network via standard timing protocols such as IEEE 1588 [11]. GNSS may also be distributed locally (e.g., directly connected to the end user).

In the case of synchronization distribution over packet networks, the highest time synchronization accuracy can be achieved when all nodes in the network support IEEE 1588 (e.g., boundary clocks or transparent clocks). Additional architectures are being defined locally (e.g., partial timing support ([6]))

The authors in [4] derived some basic rules to meet predefined performance objectives in different parts of the network. A proper network design would make it possible to meet 1.5 us phase accuracy on the radio interface. Frequency synchronization can also be achieved by means of synchronous Ethernet ([7, 8]). An enhanced version of synchronous Ethernet (enhanced syncE) is currently being defined by ITU-T.

In general, a multiplicity of approaches is possible in order to meet the relevant synchronization requirements. A combination of various techniques will in general be recommended in order to improve reliability and availability (e.g., to address GNSS vulnerability due to risk from jamming).

**NFV AND SDN**

Network functions virtualization (NFV) [10] proposes a new model based on the “as a service” concept by which the organization can be simplified and resources and services can be manipulated at different levels in order to create smart and fast services. The model enables a full decoupling of the network functions from the corresponding hardware infrastructure that can be shared, thus enabling a new business model where the end user (service providers) can be a client of an infrastructure provider with a clear demarcation of roles and responsibilities. According to the NFV, the network functions can be realized on one or more virtual machines running on different software and processes, avoiding the necessity of dedicated hardware for each service.

A key enabler of the NFV model is the software defined technology (software defined networking [9]) which, thanks to the separation between the data-plane and the control plane, defines a clear demarcation between where the traffic is transmitted and the point where the decisions are taken. The main principle is based on providing a suitable abstraction of the hardware resources that can be considered as a commodity for any type of services. The combined use of SDN and NFV enables the defining and deploying of new services on demand, dynamically and very quickly, by software programming the resources, dramatically reducing the cost and time to market of new services.

**Synchronization Challenges in 5G**

Network synchronization, especially in 5G scenarios, will be relevant in several domains, with different needs and requirements. According to [2] radio and transport domains could interwork in a very tight manner, in order to provide “infrastructure as a service” (IaaS). In addition, the transport domain could evolve smoothly toward an SDN model, providing scenarios where very heterogeneous domains that differ in data-plane technology, control plane, and vendor, interwork with the radio domain to provide 5G services. In particular, some of these domains could be based on SDN, others could be based on a distributed control plane such as MPLS (Multiprotocol Label Switching)/GMPLS (Generalized Multiprotocol Label Switching), and others could be managed by a network management system. Different actors will be involved in these scenarios, both network providers and service providers.

The handling of synchronization in this framework is expected to become a challenging task, and harmonization between all involved domains will be particularly important. As an example, radio access and mobile backhaul are traditionally handled in different domains, often under different network administrators. This could make it very complex to meet some of the most stringent performance requirements, e.g., in terms of latency and network synchronization.

Network synchronization is one key example where tight cooperation between transport and radio access could provide significant benefits. Domains other than radio are also becoming of interest from a synchronization perspective. In particular, emerging synchronization needs have been reported in data centers (see as an example the “Google spanner,” where all servers must have access to a reliable and accurate time synchronization reference [14]). Other examples can be found in the financial sector, power networks, and industrial automation.

Solutions for the harmonization of different transport network domains have been proposed [13], but the case of 5G where radio and transport tightly cooperate to provide synchronization as a service is not addressed. In particular, the following synchronization related aspects still need to be fully addressed:

- Which parameters provide a suitable network model able to offer synchronization as a service?
- How to apply network virtualization principles as required by network operators?
- How to handle synchronization service level agreements (SLAs) with different levels of accuracy and with minimum operation-
al costs? How to differentiate the services according to the network synchronization capabilities?
• How to handle dynamic changes in synchronization capability/requirements?
• How to monitor related performance?
• How to handle contexts with multiple and heterogeneous domains?

The following sections try to answer the above questions with a potential approach based on SDN and NFV principles.

**SDN-Based Synchronization Service**

The approach described in this article and shown in Fig. 1 is specifically related to a method to deliver synchronization services. The approach assumes an abstraction modelling of the relevant parameters for a technology-agnostic service support. In this model the client could be any type of domain with any type of synchronization needs.

According to this model, in order to set up the desired end-to-end synchronization solution, the involved domains are configured by means of virtualized synchronization functions as a result of a specific synchronization service request. The concept is based on a harmonization layer on top of each domain that allows harmonizing such domains by means of processing only a subset of the information, so that the impact on each domain is minimized.

The overall architecture is based on the following key components:

- **The virtual net sync harmonizer**, which receives relevant information from each domain through standard interfaces (e.g., the Path Computation Element Protocol (PCE-P), Netconf, etc.).
- **The SDN controller/local virtualizer pair**, which collects information on a specific domain at a suitable abstraction level, and that properly sets up/configures the domain.

In order to properly support the synchronization service requirements, the virtual net sync harmonizer receives the key parameters from multiple and heterogeneous domains: information on the related IEEE1588 support (and which profile is supported, e.g., ITU-T G.8275.1 [5] vs. ITU-T G.8275.2 [6]); information on synchronous Ethernet support; information on the link characteristic (e.g., link length, physical layer type, whether asymmetry compensation has been applied, etc.); and information on support for multi-clock domains (e.g., in the case of IEEE 1588, whether or not multiple boundary clock instances are implemented), clock-oscillator characteristics, etc.

The virtual net sync harmonizer receives the request for the synchronization service to support, that is, the "sync service requestor" (SSR) domain needs in terms of requirements and policy (e.g., absolute time accuracy vs. relative phase difference requirements; synchronization to be distributed only in isolated cluster of nodes; time synchronization vs. frequency synchronization, etc.). The relevant details of the SSR domains (e.g., topology, synchronization characteristics, etc.) are also exposed via the SSR domain NMS (network management system)/control block.

The sync service requestor domain could typically be a radio domain, but as mentioned earlier, other examples exist such as a network of servers implementing financial applications, power networks, industrial automation networks, etc.

The virtual net sync harmonizer, depending on the specific requirements and applicable policies, defines a suitable synchronization solution and synchronization network architecture, and via the SDN controllers, sets up SW defined synchronization functions and properly provisions the network. A specific synchronization algorithm could be involved in order to select among a set of multiple synchronization alternatives.

Looking further into the details, the virtual sync network harmonizer may be structured into the following logical functions:

- **Sync service requestor (SSR) and transport domains sync orchestrator**, which combines the relevant information.
- **Sync CE (synchronization computation element)**, which selects a specific algorithm and identifies a suitable solution and synchronization network architecture.
- **Relevant databases where the result of the sync CE calculation are stored, including the SSR domain abstraction and sync info database.**

![Figure 1. Virtualized Network Sync solution.](image-url)
base, the transport abstraction and sync info database, and the sync path nodes database.

As an example, the nodes in the various domains could implement and support the following fundamental synchronization functions (17, 3, 11): oscillator of a certain quality, holdover of certain characteristics, support for synchronous Ethernet or enhanced synchronous Ethernet, and IEEE 1588 “on-path” support (e.g., boundary clock or transparent clock).

The following are software-defined functions that could be provisioned: transparent clock vs. boundary clock (e.g., in case a service requires multiple synchronization paths, a transparent clock may be more convenient); PTP (Precision Time Protocol) profile; BMCA (Best Master Clock Algorithm); PTP domains, etc.; and PTP reference priorities, synchronous Ethernet priorities, etc. This is shown with an example in Fig. 2, where the node, in addition to providing specific port capabilities, includes the concept of programmability of synchronization support (e.g., transparent clock vs. boundary clock).

**Example of Synchronization Network Operation**

The operation of a synchronization network based on the architecture described in this article is presented by means of an example. The following is the sequence of the steps that could be considered in the implementation of the solution.

1. The SDN controllers/local virtualizers collect information on the network topology and the parameters per each node/link from all involved domains (distance in Km, characteristics of the link, such as asymmetry compensated/not compensated, type of the physical layer, e.g., microwave/fiber; node synchronization function support and clock characteristics). This information provides an abstraction of the domains.

2. The virtual net sync-harmonizer receives the request on the specific synchronization service to offer to a specific domain (the sync service requestor-SSR domain, e.g., the radio domain), with information on the type of synchronization required, (e.g., the required accuracy, etc.) and, based on the characteristics of the network, it can decide the most appropriate solution and policy to apply.

3. The virtual net sync-harmonizer asks the local virtualizers (if it includes sync CE functions) to properly define the virtual synchronization functions of the nodes and sets up the synchronization flow(s) according to a specific policy and service requirements. The local virtualizer, based on the relevant parameters and the related policy, calculates the best synchronization reference and provides this information to the virtual net sync-harmonizer for proper harmonization with the other domains.

4. The virtual net sync-harmonizer sends commands to the SSR domain NMS for the proper synchronization function configuration (e.g., syn-

**Figure 2. Sync programmability.**

The local virtualizer based on the relevant parameters and the related policy, calculates the best synchronization reference and provides this information to the Virtual Net Sync-Harmonizer for proper harmonization with the other domains.

---

**Relevant Parameters for Abstraction and Use Cases**

Examples of parameters that can be exchanged between the net sync virtual harmonizer and the sync local virtualizer are presented below. Note that for better scalability, such information could be provided per aggregated links.

Link parameters could be: the length in Km of the link, information on IEEE 1588 support (e.g., whether or not the outgoing links from the node are with IEEE 1588 support), the physical link characteristics (e.g., fiber, microwave, xDSL), and information on asymmetry compensation (e.g., indicating whether or not the asymmetry has been compensated on that link).

Node parameters could be related to information on IEEE1588 support, synchronous Ethernet support, oscillator characteristics (e.g., clock type/stratum clock hosted by the node), type of PTP clock (e.g., max constant time error the PTP clock is expected to contribute with). Additional relevant parameters can be added in a programmable approach according to the SDN principles.

Several policies can be configured, including the following as examples:

- **Frequency/time/phase**, i.e., indicating whether only frequency synchronization or both frequency and phase synchronization are required.
- **Transparent sync**, i.e., indicating whether or not the timing shall be carried transparently across the domains.
- **Physical layer-based** frequency synchronization, i.e., indicating whether frequency synchronization shall be carried via the physical layer or via timing packets;
- **Link length-based**, i.e., in a weighted-based algorithm to evaluate the best synchroniza-
The specific requirement from the SSR would indicate that multiple synchronization flows should be preferable available at the radio domains, so that a dynamic selection is possible depending on variable cluster combination. Moreover, it could be assumed that there can be various degrees of phase synchronization accuracy that are acceptable.

- **Physical layer-based**, i.e. in a weighted-based algorithm to evaluate the best synchronization reference, using a multiplication factor indicating the type of link (e.g., a multiplication factor of 1 for fibre, 2 for microwave).
- **1588 support-based**, i.e., in a weighted based algorithm to evaluate the best synchronization reference using a multiplication factor indicating whether IEEE1588 hardware on-path support is provided (e.g. 1 if all nodes support IEEE1588; 3 if the links outgoing from a node have no IEEE1588 support).
- **Asymmetry compensated-based**, i.e., in a weighted-based algorithm to evaluate the best reference, using a multiplication factor indicating whether asymmetry has been compensated in the link (e.g., a multiplication factor of 1 if compensated; 3 if not compensated).

The solution can be applied to various use cases. A few potential examples are described below.

**Use Case 1—Synchronization for a Cluster of Base Stations:** In this example the SSR domain is a radio domain that needs to handle various and variable clusters of base stations that require local phase synchronization (e.g., to implement coordinated multipoint (CoMP), or enhanced inter-cell interference coordination (eICIC), with different levels of phase synchronization accuracies.

The specific requirement from the SSR would indicate that multiple synchronization flows should preferably be available at the radio domains, so that a dynamic selection is possible depending on variable cluster combination. Moreover, it could be assumed that there can be various degrees of phase synchronization accuracy that are acceptable. Based on this request, the policy selected by the virtual net sync-harmonizer (by the sync CE function) is the “transparent sync” transport so that synchronization masters owned by the SSR operator can be used and the synchronization references can be carried transparently across the domains.

The local virtualizer identifies an MPLS based network, and in order to allow for transparent transport with the highest accuracy, makes sure that the synchronization path from the master to the base stations traverses nodes with “on-path-support” (e.g., PTP transparent clocks and residence time measurement (RTM) support (see [15])). An algorithm minimizing the phase difference per each cluster of the base stations is implemented by the sync CE, selecting the best reference per base station.

**Use Case 2—Request for Network Characteristics:** In this example, the synchronization request concerns the performance monitoring of the packet network as a way to understand the capabilities in distributing synchronization over a partial timing support network [6]. The IEEE1588 performance monitoring tools are configured in the network nodes and the related data is collected. Moreover, asymmetry of the links is calculated by means of automatic methodologies [3].

**Use Case 3—Set-up of G.8275.2 (Partial Timing Support) Network:** This example can be considered as an extension of the previous example. The SSR domain requests the set-up of PTP flows (also for local GNSS assisted partial timing support), with certain characteristics (e.g., 1 us packet delay variation measured by means of an appropriate metric and 500 ns worst case asymmetry). The SSR domain also requires G.8275.2 PTP performance monitoring across the domains.

The virtual net sync-harmonizer asks the local virtualizer to set up specific performance monitoring (PM) tools and collects and assembles the performance monitoring information. Based on this information, the sync CE evaluates the suitable synchronization paths. These are defined by means of proper MPLS paths involving as much as possible RTM enabled label switching routers (LSRs). Per-
formance monitoring results are continuously provided to the sync service requestor (SSR) domain.

**DEMONSTRATOR**

The feasibility of the solution as applicable to use case #1 described above, has been assessed via a demonstrator implemented in “opendaylight” (open source project, see https://www.opendaylight.org/) as shown in Fig. 3.

Two synchronization masters (PTP grandmasters), connected to a GNSS source, distribute the synchronization references (PTP flows, each of them identified by means of the PTP domain number attribute) over a packet network. The PTP flows reach the end user (base station) via different paths with different characteristics (e.g., some of the links may have been compensated for asymmetry, other have not been compensated). The characteristics of the network and of the PTP flows are made available to the (virtual net sync) harmonizer.

The radio domain sends a request to optimize the synchronization between two specific base stations (BS), highlighted with dotted red lines in the figure. Various tests have been performed. In the example shown here the relative phase deviation resulting from the initial network synchronizations setup as shown by the graph on the left in Fig. 4 (green and blue lines), in the order of 50 ns.

After the rearrangement of the synchronization network, based on the information retrieved from the transport domain (in particular by avoiding the selection of PTP references that have traversed links where the asymmetry was not compensated), it was possible to improve the phase synchronization accuracy down to a few ns, thus enabling the activation of very demanding services (e.g., multiple input multiple output (MIMO)) as shown by the right graph in Fig. 4.

Future studies are being considered to address additional use cases and to refine the network abstraction models that can be used to model the network characteristics. An optimization of the algorithms used to support the various policies could also be considered.

**CONCLUSIONS**

Moving toward 5G, network synchronization is expected to play a key role in the successful deployment of the new mobile communication networks. 5G will impose a number of requirements that in one way or another could require an accurate and reliable network synchronization and also imply a more complex handling of network synchronization operations.

This article has shown how the SDN and NFV concepts could be advantageously applied in this area. The architecture that has been presented is based on a client-server model. This system works on top of the existing networks and application domains (with a hierarchical architecture) in order to limit the impact on the procedures of each domain. The hierarchical architecture and independence of the domains allow for an end-to-end interworking among domains with heterogeneous synchronization capability, and makes it possible to automatically plug-and-play network domains and nodes.

The minimum set of information relevant to set up the synchronization network is collected from each domain. This information is used to harmonize and configure each domain (both radio and transport). Examples of parameters and functions that could allow tight and efficient interworking between the various domains have been presented. The nodes in the domains support some basic hardware synchronization functions with the capability to set up specific software-based functions, which makes it possible to optimize the support for a specific request. The centralized virtual net sync harmonizer properly instructs which functions need to be implemented.

The feasibility of the solution has been assessed via a demonstrator implemented in “opendaylight” and has been applied to an important radio network use case. Future studies could include the analysis of additional use cases as well as a refinement of the network abstraction models and algorithms that can be used to model the network characteristics.

**ACKNOWLEDGEMENTS**

The authors would like to thank Mikael Johansson S (Ericsson), Richard Jönsson (Ericsson), Francesco Giurlanda (Coritel), and Luca Contri (Ericsson), for their valuable contribution to the implementation of the demonstrator described in this article.

**REFERENCES**


The feasibility of the solution has been assessed via a demonstrator implemented in “openaylight” and has been applied to an important radio network use case. Future studies could include the analysis of additional use cases as well as a refinement of the network abstraction models and algorithms that can be used to model the network characteristics.


Biographies

Stefano Ruffini (stefano.ruffini@ericsson.com) graduated in telecommunication engineering from the University of Rome “La Sapienza” (Italy). He joined Ericsson in 1993 and has been working on synchronization aspects for more than 20 years. He has represented Ericsson in various standardization organizations, and is currently serving as Rapporteur of ITU-T Q13/15. He is currently involved in fronthaul and mobile backhaul studies. He has published several international journal papers and is a co-author of a book dealing with IEEE1588 and Synchronous Ethernet.

Paola Iovanna (paola.iovanna@ericsson.com) graduated in electronics engineering from the University of Roma “Tor Vergata.” She joined Ericsson in 2000 and has been working on various research projects on packet and optical routing, control plane, and path computation solutions. She is currently leading a research team on transport networking and control solutions for 5G. She holds more than 50 patents and is an author of several publications in international scientific journals and conferences.

Mats Forsman (mats.forsman@ericsson.com) joined Ericsson in 1999 to work with intelligent networks. Since then he has worked within the IP, broadband, and optical networks areas. Today, his focus is on new concepts for transport within RAN at Ericsson Radio. One such concept area is RAN and transport interaction. He holds an M.Sc. in mathematics and natural science from Umeå University, Sweden.

Tomas Thyni (tomas.thyni@ericsson.com) is an expert in the area of IP and transport networks. A telecommunication and network engineer, he joined Ericsson in 2000 and has worked within the IP, broadband, and optical networks areas. Currently he is working on new concepts for transport in RAN at Ericsson Radio. Prior to joining Ericsson, he worked for 15 years as an IP and transport network designer at various network operators.
An SDN/NFV-Enabled Enterprise Network Architecture Offering Fine-Grained Security Policy Enforcement

Claas Lorenz, David Hock, Johann Scherer, Raphael Durner, Wolfgang Kellere, Steffen Gebert, Nicholas Gray, Thomas Zinner, and Phuoc Tran-Gia

ABSTRACT

In recent years, the number of attacks and threat vectors against enterprise networks have been constantly increasing in numbers and variety. Despite these attacks, the main security systems, for example network firewalls, have remained rather unchanged. In addition, new challenges arise not only to the level of provided security, but also to the scalability and manageability of the deployed countermeasures such as firewalls and intrusion detection systems. Due to the tight integration into the physical network’s infrastructure, a dynamic resource allocation to adapt the security measures to the current network conditions is a difficult undertaking. This article covers different architectural design patterns for the integration of SDN/NFV-based security solutions into enterprise networks.

INTRODUCTION

The security system that commonly forms the first line of defense in today’s enterprise networks consists of a perimeter gateway firewall (PGF). Positioned at the edge of the network, the PGF inspects and filters all incoming and outgoing packets according to the configured security policy. Traffic spikes are often handled by over-provisioning, resulting in increased operating costs. Furthermore, this approach provides no protection against attacks conducted by malicious or previously compromised nodes inside the network. Therefore, additional security systems have to be installed at every security boundary, which results in high acquisition and maintenance expenses. Often, this leads to an abandonment of these systems and an implicit in-prizing into the enterprise’s risk management.

As a relief, security systems based on the concepts of software defined networking (SDN) and network functions virtualization (NFV) have been proposed to enhance overall network security while simultaneously reducing operational costs [3]. SDN separates the control plane from the data plane and hence allows the network operator to automatically steer individual flows via a central programmable interface [8]. This allows a fine-grained security policy enforcement and thus improves overall network security. NFV enables the migration of typical middlebox hardware such as load balancers and firewalls into software running on virtual machines [5]. These instances can be scaled up and down, depending on the actual resource requirements without over-provisioning. Hence, combining these two technologies can provide a solid foundation for the creation of an omnipresent and scalable security solution.

Following this proposition, we analyze the transformation of enterprise networks consisting of separated cloud, network, and security components to an integrated solution enabled by SDN and NFV. To illustrate the advantages and disadvantages, we examine stateful firewalls as an example of different integration approaches. Finally, we discuss the newly introduced challenges and outline possible solutions.

ARCHITECTURES OF TRADITIONAL ENTERPRISE NETWORKS

We begin with a description of the status quo of traditional network architectures with special emphasis on the management systems involved, as they provide the central functionality for all operational concerns. In general, management of enterprise networks includes the topics fault, configuration, accounting, performance, and security. To address these areas, network operations mainly rely on three separated columns, as illustrated in Fig. 1 a network management system (NMS), a cloud management system (CMS), and a security management system (SMS).

At the core, the NMS is responsible for provisioning, configuring, and monitoring the available network resources. In the provisioning stage, the NMS provides the initial network connectivity to a newly deployed device and prepares all necessary prerequisites for the configuration stage. This can range from enabling network boot up to the installation of an entire operating system. Once this stage is completed, the configuration stage takes over, installing the required software and applying the appropriate settings. Finally, as soon as the device is operational, the NMS transitions to the monitoring stage and triggers alarm notifications in case of detected failures.
Although this architecture has proven to provide a functional management of the network infrastructure, it also imposes several shortcomings such as scalability issues and an increased management overhead. To mitigate these effects, we propose an enhanced enterprise network architecture based on SDN and NFV.

By analogy with the NMS, the CMS plays a similar role with the distinction of having its focus set on the private cloud environment of the enterprise network. Hence, the main liabilities of the CMS reside in provisioning, configuring, and monitoring of (virtual) servers and services deployed in the local cloud environment.

To address security concerns and to provide a holistic security strategy, the SMS is deployed in addition to the NMS and CMS. Its broad spectrum of tasks ranges from managing virtual private networks (VPNs) to the provisioning of public key infrastructures. Having the core task of supporting the enforcement of the enterprise’s security strategy, a key feature of the SMS is the ability to define and establish these policies within the network infrastructure.

As illustrated in Fig. 1, the different management systems are loosely coupled. While the NMS and the CMS exchange runtime data and may utilize each other’s services, the SMS remains rather isolated. This circumstance stems from the need-to-know principle that helps prevent the leakage of information useful to an attacker. The physical deployment of security middleboxes, such as the PGF located at network borders, allows the SMS to remain independent from the other management systems. A tighter integration of the SMS with these systems, for instance by providing monitoring information, could enhance the overall operation. Similar efforts have already been conducted for CMS and NMS. In order to satisfy the demands of new services and applications, network and cloud orchestration have been integrated in the evolving service-based architecture. Therefore, it is expected that the isolated operation of all management systems will no longer be possible in the near future.

Although this architecture has proven to provide functional management of the network infrastructure, it also imposes several shortcomings such as scalability issues and an increased management overhead. To mitigate these effects, we propose an enhanced enterprise network architecture based on SDN and NFV, which is described in detail within the next section.
In addition, enterprises often introduce a separation of duties to their divisions, which is also reflected in their security policy, such as access to human resource data is limited only to a specific group of people. In today’s networks, this can be achieved on the network level through physical separation or coarse-grained logical separation using VLANs, as well as through access control mechanisms on the application layer. With its fine-grained flow handling, SDN offers the means to dynamically define virtual network segments imposed by the security policy. Each virtual network mirrors a security clearance and denies unauthenticated access. This mechanism may also be used to implement a solid policy for use cases such as bring your own device (BYOD) [6], as it makes it possible to lock a formerly unknown device into its very own virtual network with minimal access to the enterprise network. After successful authentication, its virtual network is updated to correspond to the user’s security clearance and network access to further services through the means of SDN and NFV.

**Flexible service chaining.** Depending on the requirements imposed by the overall security policy, NFV makes it possible to chain different security measures in a service-oriented manner. For instance, parts of the traffic can be dynamically routed through a firewall, then through an intrusion detection system and finally through a function performing a virus scan. With this flexibility, a solution can be created that is tailored to the needs of the enterprise, as additional services can be inserted or removed at any arbitrary position within the forwarding graph [5]. Furthermore, this decision can be made on a per-flow basis, and thus provides advantages over statically wired classical networks.

**Improved firewalling.** Firewalling can be regarded as one of the most challenging aspects of the security enforcement, as it involves an active intervention into the end-to-end semantics of communications. In particular, more advanced filtering techniques such as stateful firewalling typically lack hardware support, preventing security enforcement at line rate. Yet, the use of hardware for the less advanced but common stateless firewalling in appliances is quite costly, due to the complex development cycle of specialized hardware. Today, many SDN controllers have firewalling applications included, which leverage the ability of the SDN switches to drop or forward flows. This allows for mimicking the behavior of a typical stateless firewall. In this context, the integrated forwarding tables are used as a hardware accelerator and hence establish the first step to a cost-effective and solid field firewall that relies on SDN principles and COTS hardware.

In the next section, we discuss multiple approaches based on the previously described SDN/NFV-enabled architecture to achieve a more advanced, scalable, and cost-effective security policy enforcement in enterprise networks featuring stateful firewalls.

**Use Case: Stateful Firewalling**

In this section, we propose three different approaches to implement stateful firewalls with SDN and NFV, as shown in Fig. 3. The majority of previous work regarding novice firewall imple-
Figure 3. Three approaches implementing stateful firewalling with NFV and SDN.

responding flows. Consequently, stateless firewalls are integrated in SDN controller software such as Floodlight or FlowGuard [7]. As the actual state of the connections cannot be tracked within the switches, such control plane logic has to be implemented in the controller software. Therefore, the switches are instructed to send unknown traffic through their control channel to the controller, which also holds all security policies that should be applied. As soon as the control plane firewall function decides to forward a packet, it is sent back to the switch along with adequate information such as which interface the packet should be emitted. This detour through the controller is taken until the connection is established (Path 1 in Fig. 3). Afterward, the controller installs appropriate rules on the switch that match the relevant header fields of this specific connection, i.e. the TCP five tuple. From this point on, the forwarding is handled by the switch hardware and can happen at line rate (Path 2 in Fig. 3). Hence, there is no need for further involvement of the controller. Finally, the flow table entry will automatically be discarded, once the connection is inactive for a specified time.

The most significant drawback of this approach is the high latency during connection establishment caused by the interaction between the data plane and the control plane through the slow control channel. Further, the load on the SDN controller is increased by taking over the data plane firewall functionality during the connection setup. Even though modern controller implementations can run as a cluster and scale out with increasing load, overloading the controller with more and more network functions has to be avoided. Another problem is the very limited space within the hardware flow tables of switches, which is described later in detail.

**VNF-Centric Approach**

To mitigate limited scalability and high latency, the virtualized network functions (VNFs) approach relies on virtualized firewalls that are deployed in a cloud environment. For this, all traffic is diverted to the firewall VNF, which implements tracking of the connection state as well as filtering and traffic forwarding. Therefore, the control plane (CP) and the data plane (DP) of the firewall are united in one entity, which is similar to legacy firewall appliances. As a consequence, all traffic (1+2) is routed via the VNF as shown in Fig. 3.

Software-based firewalls already existed on the market before the introduction of the NFV concept and are available as commercial products as well as open source software, including Cisco’s ASAv and pfSense or IPFire. These products are not in line with the NFV concept, as they lack the ability to scale out and instead only operate in active/passive setups, where one instance handles all traffic. Firewall implementations following the VNF model [4] and utilizing mechanisms of cloud applications illustrate the benefits of NFV in terms of scalability and reliability compared to traditional deployment models. Further, the softwarization of network functions enables a scenario-tailored deployment of instances and function blocks on the available COTS hardware. For the discussed firewall use case, advanced filtering capabilities can be implemented and incorporated by intrusion-detection software and application-layer firewalls.

The downside of a VNF implementation is the limited throughput per instance, as all processing happens in software. Additionally, the virtualization overhead and resource sharing inside the physical system result in scheduling delays, which increase forwarding delays. A multitude of optimization techniques [1] are available to increase both throughput and delays of VNF running on general purpose hardware, but without reaching the performance of appliances based on application-specific integrated circuits (ASICs). The additional detour of the traffic passing through the firewall can have an even bigger influence when all communication is routed to a VNF running multiple hops away in the data center. At this point, special emphasis has to be put on the function placement [10], in order to avoid lengthening of traffic paths, which results in a service degradation. Finally, the distributed nature of multiple stateful firewall instances requires mechanisms to synchronize necessary state information, for instance all established connections.

**Hybrid SDN/NFV Approach**

To overcome the drawbacks of the previous approaches, we suggest a hybrid solution that introduces a strategy to offload bandwidth-intense connections to the SDN switching hardware. This
A performance behavior of the VNF-centric approach. It shows that the beneficial per-
necessity to implement state synchronization and operation. This is exacerbated by the
implement and to monitor, as the combination of two distinct systems complicates develop-
short-lived flows, such as DNS requests, might never be offloaded to the hardware.
traffic flow, as well as in the computing infrastructure. On the other hand, the hybrid approach is clearly more complex to implement and to monitor, as the combination of two distinct systems complicates development and operation. This is exacerbated by the necessity to implement state synchronization mechanisms similar to the ones discussed for the VNF-based approach.
and the hybrid approach stem from keeping state tracking and connection setup in the data plane and thus, locally. When offloading connections, the hybrid approach propagates the filtering decision to the switching hardware, which reduces the overall workload drastically. This helps keep the amount of required VNF instances to handle the overall traffic low and therefore helps to increase resource efficiency.

### Challenges for SDN/NFV-Based Firewalling

Despite these advantages, a novel network security architecture also imposes new challenges that need to be taken into account before deployment. As no perimeter firewall is deployed in the presented approach, network security mainly relies on the SDN infrastructure. Due to its central role, the control plane is key to the security of the complete network. On the other hand, the fine granularity introduced with this concept leads to more traffic being filtered by the firewall and thus additional load. In the following, we will discuss the implications on both security and performance and summarize potential solutions.

### Control Plane Security

With the introduction of the SDN controller as a new critical component, as well as the APIs offered by switches, new threat vectors are imposed. Hence, if an attacker gains access to the controller, the entire network is compromised. Further, controller software projects are based on a large code basis, and as with every feature-rich software, vulnerabilities in the control framework itself are probable. This can be mitigated by proper quality assurance mechanisms as incorporated in most larger software projects.
Vulnerabilities residing in SDN applications that influence the controller behavior and either run as a controller plug-in or communicate with the SDN controller impose a threat to the network, as these APIs usually allow the controller to alter the state of the network. Hence, a proper authentication and authorization management for such SDN applications is mandatory. The controller software lacks access restrictions allowing the limitation of access to the controller’s API.

Furthermore, conventional firewall access rules that either deny or grant access for certain flows based on their packet headers are no longer sufficient. Whereas these rules are sufficient in classical networks, they can be circumvented if SDN-enabled devices dynamically rewrite packet headers to cross security boundaries. FortNox [12] is the first publication describing this problem and offers a possible solution: an SDN controller kernel validates all requests coming from SDN applications against defined security policies and keeps track of all existing rules in the SDN switches. However, this solution requires massive changes to existing control plane software frameworks and continuous work to keep track of their ongoing development.

The communication between switches and controllers opens another vector to a potential attacker. Related work [2] reports eavesdropping or denial of service attacks. As these kinds of attacks cannot be sensed at the control plane level, security improvements to the controllers fail to detect them. To mitigate this threat, a crucial security measure is the activation of encryption mechanisms for the controller switch connections including mutual authentication.

Another possible solution for detecting malicious rules is a control plane firewall placed between the controller and the switches. Figure 4 shows the logical placement of such a firewall. This lightweight proxy instance can be positioned within the southbound communication of the controller and the switches, and therefore provides direct access to the network state as well as the forwarding hardware to the SMS. The intermediate placement requires a change of the end-to-end semantics of the controller to switch relation. The control plane firewall can be regarded as a secure endpoint of the control plane connections.

The placement in the control connection enables the firewall to detect and prevent the circumvention of security restrictions by rogue controllers or hostile switches. In addition, this control plane firewall can protect from dangers originating from the data plane, and also check the instructions that the controller forwarded initiated by calls to the controller’s northbound API. Together with the SMS as a centralized entity, a security cage is established around the SDN controller and therefore provides the necessary network-wide flow validation.

**Performance Limitations**

Adjacent to the described security considerations, the proposed architecture also imposes performance challenges. Briefly approached earlier, these challenges are described in this section in more detail. In general, SDN is assumed to improve network performance and utilization, as packet processing is done in hardware by the switches that can offer further features, such as load-balancing and network virtualization based on the controller’s instructions. Yet the amount of space in the flow tables is limited and differs from model to model. This diversity in SDN hardware also causes other problems, including differing forwarding delays as shown in [11]. In particular, a firewall relying on 5-tuple rules to be installed in the switches can therefore restrict the scalability of such implementations. To overcome this issue, a careful aggregation or a clever use of these resources is necessary. A related issue are delays originating from the control plane to data plane interaction. The authors in [9] show that the flow setup rate in an SDN environment is limited to less than one rule per ms. In particular, the hybrid approach presented earlier can be a relief, as only a limited number of flows is installed in the hardware forwarding table. Thus, the offloading decision is a major challenge with this approach. A simple solution could be to offload flows after a fixed duration or based on implicit knowledge of the applications in the enterprise environment. Nevertheless, limited resources in switches and for the VNF must be kept in mind, and therefore load balancing between the VNF and the switch may be a viable solution. As of this writing, no research results have been presented regarding this problem.

Another challenge that can be identified is the limited support for higher layers in SDN hardware. In contrast with most network functions such as load balancers, a modern application-layer firewall examines different flows very carefully and even filters content, such as HTTP traffic. As these functionalities are implemented in software, this requires large multipurpose computing capabilities that are not provided by current network hardware (switches and routers), and thus the implementation of an advanced stateful firewall supporting application-layer filtering based solely on SDN is a difficult undertaking. On the other hand, in combination with NFV, which can be used for stateful...
and application-layer filtering, an increase in flexibility and cost efficiency is expected.

**CONCLUSION**

Facing a constant increase of threat vectors, deploying and maintaining secure enterprise networks is becoming increasingly challenging and costly. As today’s security mechanisms are often tightly integrated into the physical network infrastructure, the implementation of a dynamic resource allocation based on current network characteristics such as the load is a difficult undertaking. To provide greater flexibility and reduce operational costs, security mechanisms based on SDN and NFV have been proposed by the research community.

In this work, we summarize how a traditional enterprise network architecture can be extended to incorporate the concepts of SDN and NFV. Furthermore, we outline the main benefits of this approach. Taking stateful firewalls as an example, we illustrate three potential design patterns for the implementation: controller-centric, VNF-centric, and hybrid approach. By discussing the pros and cons of each design pattern, we provide an overview, which can be used as a guideline for the development and possible integration of SDN and NFV appliances into current enterprise networks.

Despite the improved scalability and flexibility provided by an SDN and NFV enabled network, new challenges are imposed that need to be taken into account. In this context, we see the additional security considerations, which are introduced by the new SDN components and their possible performance limitations, as the most pressing concerns. Yet we are convinced that the advantages provided by SDN and NFV outweigh the disadvantages, and that the additional challenges can be tackled by further research in the following years.
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