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In this May issue, we take up 5G, the second new technology area in which the Communications Society (ComSoc) is playing a leading role. Starting about four years ago, various groups in the IEEE have been investigating this emerging technology. ComSoc has recognized that to realize 5G’s full potential, all of these groups must work together to develop its full potential as an interoperable and global fabric. To facilitate this, ComSoc has selected Ashutosh Dutta and Gerhard Fettweis to lead this effort. This article was written by Ashutosh, who started our series of 5G summits (www.ieee-5gsummit.org) and is also ComSoc’s Industry Outreach Director.

Ashutosh is currently Director—Technology Security at AT&T’s Chief Security Office in Middletown, NJ. His more than 25 year career includes tenures as CTO of Wireless at Cybersecurity company NIKSUN; senior scientist at Telcordia Research; Director of the Central Research Facility at Columbia University; computer engineer with TATA Motors; and adjunct faculty at New Jersey Institute of Technology. He has more than 80 conference and journal publications, three book chapters, and 30 issued patents. Ashutosh is a co-author of the book Mobility Protocols and Handover Optimization: Design, Evaluation and Application, published jointly by IEEE and John Wiley. Ashutosh obtained his B.S. in electrical engineering from NIT Rourkela, India, an M.S. in computer science from NJIT, and a Ph.D. in electrical engineering from Columbia University.

Starting with the introduction of 1G in the early 1980s, the world has seen a rapid evolution of wireless and cellular technologies through each subsequent decade. Over this period, wireless networks have also evolved to support much higher bandwidth and lower end-to-end delay, supporting delay-sensitive applications such as interactive voice and video. For example, the 1G and 2G networks that were deployed in the late 1980s and early 1990s, respectively, could only support data rates up to a few tens of kilobits per second, but by the start of the new century, they had evolved into 3G networks supporting data rates up to 2 Mb/s. The first generation mobile systems (1G) were analog in nature with large end-terminals and supporting voice only. Examples of 1G cellular systems are NMT (Nordic Mobile Telephone), TACS (Total Access Communications System), JTACS (Japan TACS), and AMPS (Advanced Mobile Phone System). During the early 1990s, different flavors of second generation cellular systems (e.g. GSM and IS-95) were developed in different parts of the world. This 2G cellular technology introduced digital communication with smaller phones and lower power consumption supporting low data rate services such as SMS and email. With the start of the new millennium, third generation cellular systems (e.g. UMTS and CDMA2000) emerged, and they ushered in the era of smart phones that were capable of supporting a wide range of services with higher data rates. More than a decade later, the world is seeing the widespread deployment of 4G/LTE technologies supporting bandwidths of up to 100 Mb/s and less than 100 ms of end-to-end latency that can support interactive multimedia services. However, momentum is now building to develop 5G technologies, with a goal to deploy it by 2020. The fifth generation mobile technology is expected to provide a number of improvements compared to its predecessors in terms of higher data rates (up to 1 Gb/s), widespread connectivity, flexible service creation, and low latency, among others.

One of the goals of 5G technology is to provide ubiquitous connectivity while also addressing the demands of both individual consumers and businesses, in 2020 and beyond. Using advanced technologies, these 5G wireless technologies will purportedly further increase bandwidth, improve QoS, provide better usability and security, and reduce delays and the total cost of service. These 5G technologies are expected to not only provide higher throughput and lower latency, but also a higher connecting density and mobility range without compromising reliability. Along with network optimization, 5G technology is flexible by design, allowing its networks to support a wide range of use cases. By virtue of its flexibility and agile development methodology that uses modular network functions, it supports various use cases that are both scalable and cost effective. Software Defined Networks (SDN) and Network Function Virtualization (NFV) can play a big role in providing this functional modularity.

Today, several standards organizations and forums are working on defining the architecture and standardizing various aspects of 5G technologies. These include NGMN (Next Generation Mobile Networks), ITU (International Telecommunication Union), GSMA (GSMA Association), 3GPP (3rd Generation Partnership Project), WWRF (Wireless World Research Forum), 5G Americas, 5GPPP (5th Generation Public Private Partnership), 5GMPF (5th Generation Mobile Communications Promotion Forum), 5GForum, and IEEE.

For example, NGMN, an operator driven standardization organization, has defined five different use cases that could benefit from 5G technology and serve as its drivers. These five areas are categorized as mobile broadband, mission critical communications, massive Internet of Things (IoT), broadcast-like services, and higher user mobility. Mobile broadband could include broadband access in dense areas as well as sparsely populated areas. Mission critical communications could include extreme real-time communications, lifeline communications, and ultra-reliable communications. In order to support use cases like Internet of Things (IoT), high frequency communication, and low latency applications, 5G technologies may need to introduce new radio interfaces. Hence, there will be a need for additional spectrum supported by flexible spectrum management techniques. However, 5G is not confined to the development of new radio interfaces or the physical layer only, but will focus on an end-to-end system that includes all aspects of the network and will involve multiple layers. Future networks will consist of heterogeneous access technologies, will support multiple types of end user devices, and will be subject-
ed to context-based communications. By way of a rapid service creation environment, 5G will be able to enhance service delivery in a highly cost effective and energy efficient manner.

5G is not just the next evolution of 4G technology; it is a paradigm shift. 5G is not only evolutionary (providing higher bandwidth and lower latency than current-generation technology); more importantly, 5G is revolutionary, in that it is expected to enable fundamentally new applications with much more stringent requirements in latency (e.g. real time) and bandwidth (e.g. streaming). 5G should help solve the last-mile/thousand kilometer problem and provide broadband access to the next billion users on Earth at much lower cost because of its use of new spectrum and its improvements in spectral efficiency.

Flexibility, ease of use, the dynamic nature of the network, Quality-of-Service (QoS), and anytime/anywhere availability, are some of the benefits for end users in this move to 5G. 5G is an enabler of exciting use cases that will transform the way people live, work, and engage with their environment. In the short term, 5G can support exciting use cases such as the IoT, smart transportation, eHealth, smart cities, entertainment services, etc. For example:

**IoT:** As 5G will enable more than 1,000 times more mobile data vs. today's cellular system by 2020, and it is expected to serve as the backbone, enabling the industrial IoT. In other words, 5G will help support IoT communications needs on both IoT sensor and control networks.

**Smart Transportation:** Short latency and short-wave communication is essential for emerging autonomous driving. Vehicles could be alerted to dangerous situations in real time and prevent crashes with intelligent emergency braking or steering systems. 5G plays an integral role in helping connect the LAN/MAN/WWAN/Internet, coupled with advanced communication structures, to enable avoidance of such incidents, as well as quickly addressing such issues when they occur.

**eHealth:** With 5G’s nearly real-time response times, doctors could perform operations around the world with video controls and machines to respond with limited delay. The medium, enabling the coupling of robotics and sensors (among other technologies), will benefit from low latency and the ability to serve in a higher-cost bandwidth in a lower-cost manner. Further, 5G may offer the possibility to realize “zero physical distance” from patient to accessible and more affordable healthcare without quality reduction. Wireless sensor networks would provide the ability to remotely monitor vital signs such as heart rate and blood pressure through the use of sensors.

**Smart Cities:** 5G stands to undergird smart cities in which intelligent stoplights monitor and control traffic, and emergency management systems with proactive capabilities are enabled. Multi-level parking facilities could communicate with in-car navigation systems to guide drivers to the best parking spaces and prevent traffic jams; service workers could quickly assess power outages while simply wearing smart contact lenses or glasses, etc.

**Entertainment Services:** Because the current 4G infrastructure cannot economically support such bandwidth-hungry applications, 5G could support services such as interactive mobile games. Sporting events could utilize effective and efficient usage of spectrum and leverage new broadcast capabilities, such as 4D.

In the longer term, 5G use cases can include:

**Tactile Computing and Kinesthetic Communication:** The introduction of this technology, coupled with 5G, and the ability to use mobile devices for accident victims coupled with pressure sensitivity from doctors and health specialists, would provide valuable opportunities. For example, emergency rooms could be quickly prepared for immediate surgery, and life-saving opportunities could be enhanced by ensuring the right specialists are on hand.

**Holographic Interactions:** For a variety of use cases, the ability to interact with a hologram and receive tactile responses presents an incredible future. For example, the ability to interact socially changes considerably as the zero-latency concept shifts from simply a Tweet as an interaction to actually being able to shake hands and actually see the person making the comments directly. This also provides opportunities to reduce the global spread of diseases such as MERS, Ebola, and other contagions.

The IEEE Communications Society has taken a leadership role for various IEEE 5G initiatives within IEEE. IEEE offers a globally recognized standardization process with a host of standards and standards-development projects with relevance to 5G. ComSoc has established several research groups and study groups around cloud-based mobile core, radio analytics, channel modeling, Tactile Internet, and next generation fronthaul interface.

Recently, as part of its Industry outreach initiative, ComSoc has developed a strategic framework based on the principles that embrace industry’s interests and priorities while integrating IEEE and ComSoc's objectives. In order to engage industry members with high value and innovative technologies, ComSoc has been holding a series of high impact one day summits in emerging technology areas (e.g. SDN/NFV, 5G, IoT, Big Data, and Cybersecurity).

Three IEEE 5G Summit events (www.ieee-5gsummit.org) in North America were held in 2015, drawing hundreds of attendees. The first International 5G summit took place on May 26 at Princeton University. This summit provided a platform for industry leaders, innovators, and researchers from the industry and academic communities to collaborate and exchange ideas on the emerging technology that may help in driving the standards and rapid deployment. This summit attracted more than 320 attendees and 17 speakers including keynote speakers from Google, Cisco, and AT&T. In addition, invited speakers spoke on various aspects of 5G requirements, fundamentals, architecture, standards, and 5G design issues.

The second 5G summit took place at the University of Toronto on November 14, followed by a third 5G summit at Santa Clara University on November 16. The topics during the 5G Toronto summit focused on 5G architecture and vision, performance, Big Data analytics, research in 5G, and mmWave. For the IEEE 5G Silicon Valley Summit, topics included Tactile Internet, 5G vision, the impact of 5G on society, key issues and architecture for 5G, virtualization for 5G, and Multiuser MIMO for MMBand. A panel discussion at the close of the session focused on 5G markets, standardization, and adoption.

IEEE.tv recorded these events and streamed it live. The first IEEE 5G Summit in 2016 took place on March 29 at IIT Patna, India, with seven more IEEE 5G Summits scheduled for Asia and Europe during the rest of 2016.

In addition, ComSoc has recently formed an IEEE GET5G–IEEE25G Committee to discuss various issues and challenges related to 5G, develop special interest groups (SIGs) in various areas such as mmWave, end-to-end security, edge cloud, Tactile Internet, resilience, end-to-end latency, mobility, network architecture, gigabit service enablement, and sensing, which are crucial to 5G. Each of these SIGs will be tasked with deliverables such as publications, education, training, conferences, federated testbeds, and standards that will help accelerate 5G development. This unique initiative will be all inclusive and will provide an opportunity to work with industry leaders and experts from all over the world and collaborate with other SDOs to help in our efforts toward 5G evolution. Additional information regarding how to become involved in the IEEE 5G initiative (IEEE GET5G–IEEE25G) can be found at 5g.ieee.org.
FROM MATHEMATICS TO GENERIC PROGRAMMING


Reviewer: Piotr Cholda

Those who agree that a networking or computer engineer profits by getting acquainted with mathematical foundations of these fields of specialization will find this book attractive. While the title suggests that the work is aimed at a computer specialist, a communication engineer will also find here something interesting. At least there is material for a person dealing with coding theory (abstract algebra issues) and a professional working in security (background issues for ciphers).

After the introductory chapter remarking on the book’s topics, Chapter 2 presents an algorithmic approach to multiplicity in order to highlight where can be perceived as very thoughtful preparation of a computer algorithm. Chapter 3 is devoted mainly to the method for finding prime numbers, and the method is inspired by the approach known as the ‘sieve of Eratosthenes’. Additionally, the chapter elaborates on the classical algorithm for finding the greatest common divisor (GCD), since this algorithm can be perceived as a leitmotif over which more and more abstract approaches are shown. The historical background and the related algorithmic approaches related to GCD are described in Chapter 4.

Subsequently, Stepanov and Rose deal with Fermat’s Little Theorem and the related topics of congruence (modular arithmetic). Then, due to the fact that the abstraction is the main idea promoted as a core of programming, its various aspects are elaborated in a few subsequent chapters. Chapter 6 presents the algebraic graph to abstraction, i.e. the basics of group theory. Then this material is used in Chapter 7 to generalize the GCD algorithms presented before. Chapter 8 extends the abstract algebra issues with the description of polynomials, rings, and fields. A notable example is given here. The problem of looking for the shortest path is presented in a surprising way, on the basis of the previously identified tasks. The algorithms are given in the form of C++-like codes, making them easily tested in practice (the codes can also be downloaded from the online companion webpage). The third appendix is intended for a programming layman to be helpful in understanding aspects of the software existing.

The book is written in a very clear way. The authors start with basic intuitions, nice historical examples, and well known notions to elaborate on more complex issues, so that they deal with quite difficult problems in the end. However, these problems are made easy to understand for everybody. Additionally, Stepanov and Rose emphasize the relationship between the presented mathematical topics and the practical programming issues, as well as the potential engineering applications. Hence, I have decided to use this book as a basis for an introduction to elementary group theory, model theory, and fields. A notable example is given here. The problem of looking for the shortest path is presented in a surprising way, on the basis of the previously identified tasks. The algorithms are given in the form of C++-like codes, making them easily tested in practice (the codes can also be downloaded from the online companion webpage). The third appendix is intended for a programming layman to be helpful in understanding aspects of the software existing.

The book ends with a summary in the last chapter and a very useful description of further reading suggested by the authors. The two concluding appendices elegantly review mathematical fundamentals. The described algorithms are given in the form of C++-like codes, making them easily tested in practice (the codes can also be downloaded from the online companion webpage). The third appendix is intended for a programming layman to be helpful in understanding aspects of the software existing.

COMPLEX NETWORKS: AN ALGORITHMIC PERSPECTIVE


Reviewer: Andrzej Kamisinski

This book introduces the reader to the interesting world of complex networks by providing the necessary theoretical background and numerous examples. Today, the analysis of relationships between various events, people, molecular structures, processes, as well as computer and communication devices, is more important than ever and delivers valuable information about the analyzed system, which helps to understand its nature. This book aims at providing a structured set of algorithms to make the analysis of different types of complex networks more accessible to all researchers.

The content of the book is organized in three main parts. The first part introduces the basic notions and concepts related to graph theory, which are necessary to understand how the algorithms work. To clarify the relationship between an algorithm and its complexity, the fundamental types of algorithms are discussed and analyzed in terms of the related runtime. Then the author describes different graph structures and metrics, and explains what kind of information they convey with regard to network complexity. Finally, four general tasks are identified that need efficient algorithmic solutions to provide more information about the behavior of complex networks.

The second part of the book is focused on different algorithms that mainly address the previously identified tasks. The algorithms include several distance-, centrality-, subgraph-, clustering-, and network motif-related examples which are classified further and discussed in consistent groups. One strong advantage of the book is that it provides the algorithm designs in a form of pseudocode, which is convenient in terms of the implementation in modern computer programming languages. Finally, the last part deals with the application of algorithms to different cases. First, the protein interaction networks modeled as graphs are investigated. The analysis of these networks may deliver important information about the possible health and disease states of organisms. The main identified computational problems in this area are as follows: discovery of protein complexes, discovery of network motifs, and testing of network alignment. Then, the applicability of algorithms to social networks is discussed, primarily in the context of different community detection strategies. The third chapter of part III is focused on the properties and analysis of the Internet and the World Wide Web. The selected models and algorithms are presented, together with the related examples. The last chapter deals with wireless ad hoc networks. Two fundamental types of such networks are considered: mobile ad hoc networks (MANETs) and wireless sensor networks (WSNs). The analysis in both cases is focused on clustering. In addition, the relatively new concept of mobile social networks (MSNs) is discussed, especially with respect to the challenges of community detection in dynamic environments.

The author presents different algorithms and their application areas in a way that can easily be understood by beginning researchers and graduate students. In addition to the main content, each chapter includes an introduction, a short summary, a set of related exercises, and a list of references. The information contained in the book is well organized and may serve as a valuable reference for all readers interested in algorithms that can be used to analyze the properties of complex networks.
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CONFERENCE CALENDAR

2016

JUNE

IEEE BlackSeaCom 2016 — 4th Int’l. Black Sea Conference on Communications and Networking, 6–9 June
Vara, Bulgaria
http://www.ieee-blackseacom.org/

IEEE NETSOFT — IEEE Conference on Network Softwarization, 6–10 June
Seoul, Korea
http://sites.ieee.org/netsoft/

IEEE LANMAN 2016 — 22nd IEEE Workshop on Local and Metropolitan Area Networks, 13–15 June
Rome, Italy
http://www.ieee-lanman.org/

Yokohama, Japan
http://www.ieee-hpsr.org/

IEEE IWQOS 2016 — IEEE Int’l. Symposium on Quality of Service, 20–21 June
Beijing, China
http://www.ieee-iwqos.org/

MED-HOC-NET 2016 — Mediterranean Ad Hoc Networking Workshop, 20–22 June
Vilanova i la Geltrú, Spain
http://craxx.upc.edu/medhocnet2016/

EUCNC 2016 — European Conference on Networks and Communications, 27–30 June
Athens, Greece
http://eucnc.eu/

London, United Kingdom
http://secon2016.ieee-secon.org/

Messina, Italy
http://iscc2016.unime.it/

JULY

OECC/PS 2016 — Optoelectronics and Communications Conference/Int’l. Conference on Photonics in Switching, 3–7 July
Niigata, Japan
http://www.oecc-ps2016.org/

ICUFN 2016 — Int’l. Conference on Ubiquitous and Future Networks, 5–8 July
Vienna, Austria
http://icufn.org/main/

CITS 2016 — Int’l Conference on Computer, Information and Telecommunication Systems
6–8 July
Kunming, China
http://atc.uzdg.edu/CITS2016/

Seattle, WA
http://www.icme2016.org/

Split, Croatia
http://splitech2016.fesb.hr/

(Continued on page 10)

Updated on the Communications Society’s Web Site
www.comsoc.org/conferences

IEEE-USA Government Fellowships

Congressional Fellowships
Seeking U.S. IEEE members interested in spending a year working for a Member of Congress or congressional committee.

Engineering & Diplomacy Fellowship
Seeking U.S. IEEE members interested in spending a year serving as a technical adviser at the U.S. State Department.

USAID Fellowship
Seeking U.S. IEEE members who are interested in serving as advisors to the U.S. government as a USAID Engineering & International Development Fellow.

The application deadline for 2017-2018 Fellowships is 23 December 2016.

For eligibility requirements and application information, go to www.ieeeusa.org/policy/govfel or contact Erica Wissolik by emailing e.wissolik@ieee.org or by calling +1 202 530 8347.

(Continued on page 10)
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Montreal, Canada
http://atc.udg.edu/SPECTS2016/

Heraklion, Greece
http://www.temu.gr/

IEEE/CIC ICC — Int’l. Conference on Communications in China, 27–29 July
Chengdu, China
http://iccc2016.ieee-iccc.org/

AUGUST

Waikoloa, HI
http://icccn.org/icccn16/

St. Petersburg, Russia
http://ismw-fruct.spbu.ru/#general

SEPTEMBER

Valencia, Spain
http://www.ieee-pimrc.org/

Vienna, Austria
http://edoc2016.univie.ac.at/

Palma De Mallorca, Spain
http://www.asmsconference.org/

ICTC 2016 — Int’l. Teletraffic Congress, 12–16 Sept.
Würzburg, Germany
http://itc28.org/

Munich, Germany
http://ieeepimrc2016.com/call-for-submission

Newark, NJ
http://sites.ieee.org/sarnoff2016/

Poznan, Poland
http://iswces.org/

Jaipur, India
http://icacci-conference.org/2016/home

Split, Croatia
http://marjan.fesb.hr/SoftCOM/2016/cfp.html

Call for Papers

The IEEE ComSoc technically co-sponsored 24th International Conference on Software, Telecommunications and Computer Networks (SoftCOM 2016) will be held in attractive ambience of the Radisson Blu Resort hotel in Split, Croatia, September 22 to 24.

Authors are invited to submit their high-quality papers representing original results in all areas of communications software, services and applications, telecommunications and computer networks. Accepted and presented papers will be published in the conference proceedings, and submitted to IEEE Xplore as well as other Abstracting and Indexing (A&I) databases.

General Co-Chairs
Sinisa Krajnovic, Ericsson AB and Dinko Begusic, University of Split

Technical Program co-Chair: Nikola Rozic, University of Split, FESB, Croatia

Financial Chair: Josko Radic, University of Split, FESB, Croatia

Conf. Secretary: Petar Solic, University of Split, FESB, Croatia (softcom@fesb.hr)

More information about the Conference Program and information for authors are available on the conference website: www.fesb.hr/softcom.
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- QoS in Wired and Wireless Networks
- Ad Hoc and Sensor Networks
- RFID Technologies & the Internet of Things
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- Security and Digital Forensics
- PhD Students Sessions

WORKSHOPS
- 6th Regulatory Challenges in the Electronic Communications Market
- 5th Workshop on Software Eng. in Practice

Complete manuscript due 01 June, 2016
Notification of acceptance 15 July, 2016
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For fitness trackers, sport and smart watches; personal navigation and mobile devices

Consumer Electronics
2.4 GHz, 256 QAM WLAN/Bluetooth® Front-end Module: SKY85303-21
5 GHz, 802.11ac Front-end Module: SKY85717-21
For 802.11ac set-top boxes, access points and home gateways
Dear ComSoc Member,

In the following paragraphs you will find the position statements and biographies of an outstanding slate of candidates to lead the IEEE Communications Society. Your vote is very important to the individual candidates and to ComSoc as a whole.

Ballots will be e-mailed or mailed to all ComSoc members on 27 May 2016. We encourage your careful consideration as you cast your vote for the future success of the Society. The election ends 22 July 2016.

In addition to the President-Elect slate, each ballot will contain three slates for our Members-at-Large position: a) one composed of six candidates from NA/LA (the Americas); b) one composed of three candidates from EMEA; and c) one composed of three candidates from AP regions. All voting members may select up to two from the NA/LA slate, up to one from the EMEA slate, and up to one from the AP slate. The top two vote getters from the NA/LA slate, the top vote getter from the EMEA slate, and the top vote getter from the AP slate will serve for a three-year term on the Board of Governors starting 1 January 2017.

If you do not receive a ballot email from ieee-comsocvote@ieee.org on 27 May 2016 or a paper ballot by 30 June 2016, but you feel your membership was valid before 1 May 2016, you may e-mail ieee-comsocvote@ieee.org or call +1 732 562 3904 to check your member status and request a ballot. (Provide your member number, full name, and address.)

Thank you.

Vijay Bhargava
Past President & Chair
Nominations & Elections

Vincent W. S. Chan
CANDIDATE’S STATEMENT

My most important goal as ComSoc President is to build and broaden its base membership and technical activities. The future viability of ComSoc as one of the IEEE leading societies is critically dependent on this vision. I want to substantially improve the involvement of industry with the Society through their participation in conferences, publications, and governance. It is vitally important that ComSoc has a balanced representation so that academics and practicing engineers can exchange research ideas and cross-pollinate. There are many fast developing research and development areas in communications and networking, many involving multi-disciplinary tools. ComSoc has started a number of new journals under my tenure as VP-Publications, and we need to continue to build on our initiatives, and evolve and occupy substantial research roles in network, future wireless and optical communications, and applications, incorporating data analytics, cognitive techniques, signal processing, and other network sciences. Another goal will be to engage multi-national government funding agencies and policy makers in future research direction discussions. The health of our society will significantly improve if more dialogues and interactions among such diversified groups occur in the future under ComSoc’s strong leadership.

Another important part of my mission as President is to continue to grow the ComSoc volunteer base. We need to cultivate and mentor new blood and diversify participation for volunteer positions as a first step in grooming our future leaders. ComSoc needs a balanced multi-national representation and a globally beneficial agenda for its membership base.

BIography

Vincent W. S. Chan, the Joan and Irwin Jacobs Chair Professor of Electrical Engineering and Computer Science. MIT, received his B.S. (1971)/M.S. (1971)/EE (1972)/Ph.D.(1974) degrees in electrical engineering and computer science, all from MIT. From 1974 to 1977, he was an assistant professor of EE at Cornell University. He joined MIT Lincoln Laboratory in 1977 and was Division Head of the Communications and Information Technology Division until becoming the Director of the Laboratory for Information and Decision Systems (1999–2007) at MIT. He is currently a member of the Claude E. Shannon Communication and Network Group at MIT’s Research Laboratory of Electronics. In July 1983, he initiated the Laser-Intersatellite-Transmission-Experiment Program, and in 1997, the GeoLITE Program. In 1989, he led the All-Optical-Network Consortium (1990–1997) formed among MIT, AT&T, and the Digital Equipment Corporation. He also served as PI of the Next Generation Internet Consortium, ONRAMP (1998–2003), formed among AT&T, Cabletron, MIT, Nortel, and JDS, and a Satellite Networking Research Consortium funded by NSF formed among MIT, Motorola, Teledesic, and Globalstar. He has served on many U.S./non-U.S. government advisory boards/committees and the Board of Governors of the Communication Society including VP of Publications. He has also been involved with several startups and was a director of a major network chip company and chaired its Technical Advisory Board. He is a member of the Corporation of Draper Laboratory and a Fellow of the Optical Society of America and IEEE. Throughout his career, his research focuses on communication and networks.

Khaled B. Letaief
CANDIDATE’S STATEMENT

As the world’s leading organization for communications professionals, ComSoc has been at the forefront of technological development. However, it is now at a crossroads and is facing significant challenges: a substantial decrease in membership, especially student members; fiscal challenges; and a significant decline of industry participation. If elected, I will work passionately to boldly tackle our challenges by:

• Attracting new members and retaining existing ones by enhancing benefits and developing value-added programs, especially for women, as well as students and young professionals using innovative approaches such as the Student Summer School that I recently co-initiated as VP-Technical Activities.

• Improving efficiency and increasing revenue opportunities from conferences and publications, without compromising quality and increasing dues, and through building Education and Training as the third pillar in ComSoc’s future growth.

• Maintaining the excellence of publications and conferences while expanding our leading position by leveraging my successful experience as VP-Conferences and Editor-in-Chief.
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A Member at Large should represent the interests and aspirations of ComSoc membership. Our field has evolved and expanded rapidly over the past 2+ decades, and ComSoc should:

• Attract more students and youth to our membership; and encourage them to volunteer and lead.
• Motivate today’s broadly-defined Telecom industry to further involve in our activities.
• Adapt products and services to the evolving needs of our community, and ensure affordable member-friendly delivery to all.
• Collaborate with other IEEE Societies to serve our communities.

Over 22 years, I have acquired in-depth knowledge of ComSoc’s Technical Committees, conferences, publications, and education activities. I have the academic/industrial background and the professional experience to be instrumental, if elected, in serving our membership along these four directions.

TAREK EL-BAWAB

CANDIDATE’S STATEMENT

A Member at Large should represent the interests and aspirations of ComSoc membership. Our field has evolved and expanded rapidly over the past 2+ decades, and ComSoc should:

• Attract more students and youth to our membership; and encourage them to volunteer and lead.
• Motivate today’s broadly-defined Telecom industry to further involve in our activities.
• Adapt products and services to the evolving needs of our community, and ensure affordable member-friendly delivery to all.
• Collaborate with other IEEE Societies to serve our communities.

Over 22 years, I have acquired in-depth knowledge of ComSoc’s Technical Committees, conferences, publications, and education activities. I have the academic/industrial background and the professional experience to be instrumental, if elected, in serving our membership along these four directions.

BIOGRAPHY

Tarek El-Bawab led a movement that resulted in ABET’s recognition of telecommunication engineering as a distinct education discipline (2008–2014). He received ComSoc’s Award

CANDIDATES FOR MEMBERS-AT-LARGE

AMERICAS–NA/LA REGIONS (1-7 AND 9)

YIGANG CAI

CANDIDATE’S STATEMENT

Being ComSoc volunteer leader (chapter chair, DLT/DSP coordinator, and NA Region director), I have learned the importance and challenges of supporting our community, built close relationship with chapters and members worldwide, and enhanced membership development.

• As Chapter Chair, I organized many technical meetings and attracted many new members. Chicago won the ComSoc Chapter of the Year Award twice (2004, 2006).
• As a DLT/DSP coordinator, I successfully coordinated 67 sessions of DLT and DSP lectures worldwide in two years. My hard work leveraged DLT/DSP programs to a higher standard and benefited both DLTs and chapters.
• As NAR director, I succeeded in promoting Chapter level activities and member involvement.

If elected as Member-at-Large, I promise to use my passion, experience, and leadership to plan and promote ComSoc’s strategy, initiatives and activities. In particular, I will:

• Strive for participation of Chapters and members with improved openness, especially of young professionals and non-U.S. volunteers.
• Strengthen industry involvement in ComSoc activities by recruiting distinguished lecturers from industry (as I successfully did as DLT/DSP coordinator).
• Enhance ComSoc programs and services, and create new ones; make them easily accessible and affordable to both members and volunteers.
• Focus on cost reduction wherever possible, while providing tangible benefits to all ComSoc members.

BIOGRAPHY

Yigang Cai is a Distinguished Member of Technical Staff at Nokia (former Alcatel-Lucent). He was the most prolific inventor at Alcatel-Lucent, with 366 worldwide patents granted.
for outstanding contributions to the definition, and to the accreditation criteria, of modern communication/telecommunication engineering education; and for making changes to our education system that benefit our community, society, and the profession. His research interests include networks and their enabling technologies. He is a professor at Jackson State University. Before this, he was with Alcatel-Lucent, Colorado State University, and the University of Essex, United Kingdom. Earlier, he led large-scale industrial projects for 10 years. He has 70+ publications and has authored a book (Optical Switching). He is an Editor of IEEE Communications Magazine, the Editor of Springer’s Series Textbooks in Telecommunication Engineering, and a ComSoc Distinguished Lecturer. He is a member of the IEEE Educational Activities Board and ComSoc’s Educational Services Board. He served as a member of ComSoc’s Board of Governors and Director, Conference Operations (2014-2015). He is a member of several technical committees, was TAOS Chair for two terms, and has been a chair/orGANizer of several ICC/GLOBECOM Conferences. He is also member of the IEEE Computer, Electron Devices, and Photonics Societies. He has B.Sc. and B.A. degrees from Ain Shams University, an M.Sc. from the American University in Cairo and an M.Sc. from the University of Essex, and Ph.D. from Colorado State University.

DAVID G. MICHELSON

CANDIDATE’S STATEMENT

ComSoc Educational and Professional Development activities will play an increasingly important role as we seek to more effectively engage our members, especially students and those from industry, whether online, at conferences, or in the workplace. We have accomplished a great deal in recent years, but much remains to be done. We must intensify our efforts to:

• Identify new opportunities.
• Develop plans and priorities.
• Recruit top-level volunteers from both industry and academia.
• Make effective use of ComSoc staff and resources.
• Integrate educational services into related activities such as Standards.

I believe that my broad experience at the Section, Regional, and Society levels, combined with my industry/academic background, will help me to effectively address these challenges as an elected member of the Board of Governors.

BIography

David G. Michelson received his Ph.D. in electrical engineering from the University of British Columbia (UBC). He began his career with the AT&T team that developed the propagation models that were ultimately used by LTE and WiMAX. Since 2003, he has been a professor at UBC where he leads the Radio Science Laboratory. His service as Chair of ComSoc’s Vancouver Chapter and, later, Vancouver Section, and leadership roles in ComSoc’s chapters organization were recognized by a ComSoc Chapter of the Year Award, an IEEE Outstanding Large Section award, and IEEE Canada’s E. F. Glass Award. In 2011, a paper that he co-authored was recognized with the IEEE Antennas and Propagation Society’s R. W. P. King Best Paper Award. From 2012 to 2013, he served as ComSoc’s Director of Education and oversaw a significant expansion of ComSoc’s educational offerings and outreach. He continues to serve on ComSoc’s Educational Services Board, served as an Editor of a Feature Series on Education that began to appear in IEEE Communications Magazine in May 2014, and has recently joined the ComSoc Standardization Programs Development Board.

GEORGE ROUSKAS

CANDIDATE’S STATEMENT

This is one of the most exciting times for our Society, as pervasive communication and information networking technologies have a profound positive impact on our everyday lives, but also raise important technical, professional, and humanitarian challenges. The IEEE Communications Society is here to support its members, students or professionals, in coming up with creative and innovative solutions to address these challenges. I have been an active member of the Communications Society for more than two decades, serving in various leadership roles. In my current position as Director of Graduate Programs and advisor to over 700 graduate students at North Carolina State University, I have come to appreciate the critical role that professional societies play in nurturing future leaders. As a Board of Governors member, I will work to ensure that the Communications Society continues to provide high-quality technical information and services to a broader and more diverse set of professionals.

BIography

George Rouskas [F] has been involved with the Communications Society throughout his 25 years of IEEE membership. He has served as Technical Committee or General Chair for major conferences in his technical area, on the Editorial Boards for IEEE/ACM Transactions on Networking and the IEEE/OSA Journal of Optical Communications and Networking, among others, and as a Distinguished Lecturer for the Communications Society in 2010–2011. He is a professor and the Director of Graduate Programs in the Computer Science Department at North Carolina State University, where he takes pride in both his research and teaching efforts. He serves as Chair of the IEEE Optical Networking Technical Committee, and as Vice Chair of the ComSoc Technical Activities Committee. He received his Ph.D. degree in computer science from the College of Computing, Georgia Institute of Technology, and an undergraduate degree from the National Technical University of Athens, Greece.

TILMAN WOLF

CANDIDATE’S STATEMENT

The IEEE Communications Society has played a central role in my career for over 15 years. As an engaged member and volunteer, I have focused my efforts on conference organization and publications. If elected as Member-at-Large, I will work with the Board of Governors to advance important initiatives within ComSoc. My past experience in professional and administrative leadership roles allows me to develop consensus-based solutions that represent the opinions of the broad and diverse ComSoc community. Specific directions are:

• Enhancing the reputation of ComSoc as the premier venue for exchanging innovative ideas in communications.
• Broadening the reach of ComSoc by supporting events and chapter activities in the Americas.
• Sustaining the vibrancy of ComSoc by engaging early-career members in volunteer activities.

I will aim to balance fiscal responsibility with the desire to provide a broad range of exciting events and services to ComSoc’s membership. I thank you for your vote.

BIography

Tilman Wolf is a professor of electrical and computer engineering and an Associate Dean of Engineering at the University of Massachusetts (Umass Amherst). Since receiving his D.Sc. degree in computer science from Washington University in St. Louis, Missouri, in 2002, he has been a faculty member at UMass Amherst. His research is in the area of computer
networks, embedded systems, and network security. He was lead principal investigator on the ChoiceNet project, one of five large NSF Future Internet Architecture (FIA) projects. He has served as Technical Program Committee Chair and General Chair for numerous ComSoc-sponsored conferences, such as IEEE ICNP 2013, ACM/IEEE ANCS 2011 and 2012, and ICCCN 2009 and 2010. He was a member of the Executive Committee of ACM SIGCOMM from 2005 to 2013. He has served as Associate Editor and Chair of the Steering Committee of IEEE/ACM Transactions on Networking and as an IEEE ComSoc Distinguished Lecturer.

RICARDO VEIGA
CANDIDATE’S STATEMENT
The future of telecommunications will be more challenging than ever before. It is important to listen and foresee ComSoc members’ needs to lead this process through better products and services. For over 30 years, since I was a student, I have been an active IEEE member, serving ComSoc in various volunteer positions. With over 25 years in industry and academia, I understand the needs of both sides. If elected Member-at-Large, I will support any new initiative of the Board of Governors that moves ComSoc forward, and I will focus on:

- Ensuring that ComSoc continues to be recognized as the leader in disseminating the highest quality technical information, to both academics and practicing engineers.
- Producing low-cost or even free online education services such as webinars and tutorials and reinforcing the Distinguished Lecturer Program.
- Helping more junior researchers, engineers, and students to become volunteers within ComSoc local Chapters and Technical Committees.

I believe that my broad experience and service at the Chapter, Section, Regional, and Society levels, combined with my industry/academic background, will help me to effectively serve ComSoc members. Thank you for your confidence and vote.

BIOGRAHY
Ricardo Veiga is currently a professor and responsible for postgraduate studies at the University of Buenos Aires (UBA), Faculty of Engineering. He graduated from UBA as an electronics engineer (six-year degree program), and did postgraduate studies in Japan and at UADE University. He has also been working in industry for 25 years. He led the Training Committee within ComSoc’s WCET. He was a member of ComSoc’s Board of Governors as Regional Director (2004–2005), increasing the number of Chapters by 17 percent and Student Branch Chapters by 38 percent. As Chair of the local ComSoc Chapter, he received the Chapter Achievement Award. He also received the IEEE RAB Achievement Award and IEEE Third Millennium Medal, among others.

EUROPE, MIDDLE EAST, AFRICA REGION (8)
LAJOS HANZO
CANDIDATE’S STATEMENT
If elected, I will intensify my support of ComSoc across the globe as a Governor, assisting the President, the VPs, and Directors in providing value for our members scientifically and organizationally in education, industrial liaison, nominating for awards, and chairing the Awards Committee, just to name a few. I will particularly inspire our members across the less well-funded EU and the Pacific Rim, organizing flagship conferences, Distinguished Lecturing Tours, radical new TCs such as the Quantum TC, and regional and student activities. I am also keen on facilitating cooperation between academia and industry based on my experience as a Distinguished Lecturer, tutorial presenter, Awards Chair, Conference Chair, Conference and Journal Steering Committee member, TC Chair, and so on. When I can reduce my workload in my salaried job, I might like to step up to lead the society.

BIOGRAHY
Lajos Hanzo [F] (http://www-mobile.ecs.soton.ac.uk), Wolfson-Fellow of the Royal Society, Fellow of the Royal Academy of Engineering, Fellow of IET, Fellow of EURASIP, D.Sc.; honorary doctorates from Budapest (2009) and Edinburgh (2015), and chair of telecommunications, University of Southampton, United Kingdom. He has graduated 100+ Ph.D. students, co-authored 20 John Wiley/IEEE Press books, published 1550+ research entries at IEEE Xplore, and has served as Vice- or General-Chair of WCNC ’03, WCNC ’06, WCNC ’09, and ICC ’13. During 2009–2012 he was also a chaired professor at Tsinghua University, Beijing, and Editor-in-Chief of IEEE Press. He introduced the electronic book library to Xplore, including free access to the classic book series as a free membership benefit. As a result, for the first time in its history the Press became profitable. He has been ComSoc Awards Chair since 2014 and recently co-founded the Quantum Signal Processing TC. He has about 24,000 citations.

PETER NAGY
CANDIDATE’S STATEMENT
I would be honored to serve ComSoc as a Member-at-Large. If elected, I would focus my efforts on:

- Serving the needs of the ComSoc member community by providing new collaboration tools to enable greater interaction within the community.
- Sharing the strategic planning process with our members to better meet the practical needs for all stages of their careers.
- Providing support to conference organizing committees to increase their patronage participation by suggesting potential patron contacts, best practices, and statistics (in order to keep registration fees affordable).
- Pursuing new directions to meet ComSoc’s financial challenges, including generating more revenue from programs of value to researchers and practitioners through education and training, curation of published materials, and creation of new businesses.

BIOGRAHY
Peter Nagy [SM’15] received his M.Sc. in electrical engineering from Budapest University of Technology and Economics (BME) in 2000. He was a State scholar at TU–Vienna, Austria (1998). He finished his M.B.A. study in Budapest (2005), received a joint M.B.A. degree of BME, the State University of New York, and Rochester Institute of Technology. He is the Operations Director at the Scientific Association for Infocommunications (HTF), the Hungarian ComSoc Sister Society. In ComSoc he is currently serving as the Secretary of the Strategic Planning Committee, Finance Working Group Chair of the GLOBECOM and ICC Management and Strategy (GMS) Committee, and a member of the Sister and Related Societies Board. He is the publisher of the Infocommunications Journal (HU ISSN2061-2079), and was a Guest Editor of IEEE Communications Magazine in August 2013 (Quantum Communications). He is a member of the Supervisory Board of Finatech Capital Ltd, which invests mostly in the ICT sector. He was Industry Relations officer and now Vice-Chair of the IEEE Hungary Section. He has served as the Finance Chair for several IEEE conferences: ICC ’13, ICC ’14, WCNC ’15, and HPSR ’15, and as a member of the IEEE Region 8 (Europe, Middle-East and Africa) Conference Coordination Committee.
I believe my experience as CXO will enable me to handle this global assignment with confidence. I have demonstrated leadership skills in managing large businesses with interfaces with international leaders across continents; this would be an added asset in handling industry and ecosystem relationships.

**CHIARA PETRIOLI**

**CANDIDATE’S STATEMENT**

My 20 years as a university professor and my recent experience as a partner in a startup company have been driven by the belief that the grand challenges of humankind and the future of our world and economy require the convergence of multiple disciplines, with communications at their very core. I believe that IEEE ComSoc, the leading organization of communications professionals and researchers, can play a leading role in shaping the evolution of the information society:

- By providing personalized training material to its members, preparing them for the technical challenges of applying communications technologies to a wide range of multidisciplinary fields.
- By further extending the topics covered by ComSoc conferences and journals, maintaining excellence of publications, reducing costs of participation/subscription, and at the same time offering publication venues in novel research areas and multidisciplinary fields.
- By initiating and leading standardization activities in emerging applications and technologies.

I will also devote my energy to extending ComSoc membership and enriching IEEE ComSoc activities across all European regions, favoring early involvement of students in ComSoc chapters, the spread of membership among women in engineering, organizing leading conferences in Europe, and organizing events and training material on topics strategic to European researchers and developers.

**BIOGRAPHY**

Chiara Petrioli received a Ph.D. in computer engineering from Rome University “La Sapienza” (1998). She was a Fulbright scholar (Boston University) and a postdoctoral researcher (Politecnico di Milano), and then joined the Computer Science Department of “La Sapienza” where she is a full professor, director of the Sensor Networks and Embedded System Laboratory and the Cyber Physical Systems Laboratory, and co-founder of the spinoff WSENSE s.r.l. Her research focuses on the design and evaluation of mobile and sensing systems, a field to which she has contributed with over 140 papers with 4000+ citations. She has extensively contributed to IEEE ComSoc activities. She has served on the Steering Committees of IEEE TMC and IEEE SECON, and has been an Associate Editor of IEEE TMC and IEEE TVT. She has served on the organizing and TPC committees of dozens of IEEE events, including TPC co-chair of IEEE SECON 2009 and IEEE INFOCOM 2016.

**WANJUN LIAO**

**CANDIDATE’S STATEMENT**

For over 18 years, I have been very active in ComSoc and IEEE, serving in various positions, including ComSoc Director for the Asia Pacific Region, Associate Editor of IEEE transactions and journals, TPC and Symposium Co-Chair of ComSoc conferences, and the IEEE Fellow Committee. Based on my rich experience as a long-time volunteer in ComSoc, I believe I understand the fundamental needs of our members and can effectively advocate their best interests in the Society. If elected as a Member-at-Large, I will focus on promoting the excellence of our community and commit myself to ensuring member benefits. In particular, I will make my best efforts to:

- Encourage and provide strong support to female researchers and young professionals to participate in various volunteer activities.
- Promote the values of ComSoc to academics while attracting industrial participation.
- My broad experience in volunteer activities and dedication to member benefits will help me effectively represent the ComSoc membership.

**BIOGRAPHY**

Wanjun Liao [F] received her Ph.D. degree in electrical engineering from the University of Southern California in 1997. She is a Distinguished Professor of Electrical Engineering, National Taiwan University (NTU), Taipei. She has served ComSoc and IEEE in many roles, including ComSoc Director for the Asia Pacific Board Region (2014–2015), ComSoc Distinguished Lecturer (2011–2012), ComSoc Strategic Planning Committee (2016–2017), ComSoc Fellow Evaluation Committee (2016–2018), IEEE Fellow Committee (2013–2015), IEEE Awards Board Awards Review Committee (since 2016), and Associate Editor of IEEE Transactions on Wireless Communications and IEEE Transactions on Multimedia. She has helped organize IEEE conferences, including serving as Symposium Co-Chair of IEEE GLOBECOM and IEEE ICC, and TPC Co-Chair of IEEE VTC and IEEE PIMRC.
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NEELESH B. MEHTA
CANDIDATE’S STATEMENT

I have served ComSoc in various capacities over the last decade. These include serving on its Board of Governors from 2012 to 2015, Industry and Member Relations Committee, Education and Training Board, Editorial Boards of journals, and program committees of conferences. I shall strive to address three key goals so that ComSoc continues to inspire and lead us into the future. First, I will focus with renewed vigor on realizing the significant potential of the education and training programs, which is the third pillar of ComSoc, in the fast growing Asia-Pacific region. Second, I will work toward improving the engagement of ComSoc with its members in all regions of the world. This is important because the needs and aspirations of the members in academia and industry, or developing and developed countries differ widely. Third, I shall push hard to reduce the escalation in membership fees and conference fees.

BIOGRAPHY

Neelesh B. Mehta [S’98, M’01, SM’06] is an associate professor at the Indian Institute of Science (IISc), Bangalore. He received his M.S. and Ph.D. degrees in electrical engineering from the California Institute of Technology in 1997 and 2001, respectively. He worked as a scientist in the United States from 2001 to 2007 in multinational companies such as AT&T Laboratories, Broadcom Corp., and Mitsubishi Electric Research Laboratories. He served on the ComSoc Board of Governors as the Director of Conference Publications (2012–2013) and as a Member-at-Large (2014–2015). He is an Executive Editor of IEEE Transactions on Wireless Communications, and an editor of IEEE Transactions on Communications and IEEE Wireless Communications Letters. He also served on ComSoc’s Education and Training Board and the Marketing and Industry Relations Committee. He is a Fellow of the Indian National Academy of Engineering and the National Academy of Sciences India. He has co-authored 60+ IEEE journal papers and is a co-inventor in 30+ international patents in wireless communications.
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Massive MIMO Technology Insights and Challenges

Massive MIMO is one of the new technologies that is expected to be deployed in 5G. However, there are many questions about what massive MIMO really means: Is massive MIMO just MIMO with more antennas? Can massive MIMO be added to existing communications standards? Will massive MIMO only be used at millimeter frequencies?

This presentation will begin with a review of different multi-antenna techniques building up to the definition of massive MIMO and how it could be deployed in 5G communications systems. Simulation data will be shown that highlights the improvements in capacity that can be expected from massive MIMO. Next, some of the issues that will impact the performance of massive MIMO will be discussed, leading to proposed solutions for how massive MIMO systems can be tested.

Sponsored content provided by: KEYSIGHT TECHNOLOGIES

Enabling SDN based High Performance Enterprise WiFi Systems with Zynq All Programmable SoCs

Designing secure, high performance Enterprise WiFi networks while serving a rapidly exploding number of wireless devices is a real challenge. NPUs with their inflexible feature sets increasingly struggle to handle the expanding universe of wireless devices and ever-increasing data rates.

Xilinx Zynq All Programmable SoCs, which meld ARM Cortex-A9 processors with programmable logic, have sufficient flexibility to meet these design challenges head on. Even a smaller family member, the Zynq 7015 has sufficient processing horsepower and programmable hardware to easily tackle the complexities of routing and security in Enterprise WiFi networks.

The next generation UltraScale+ Zynq MPSoC based on the advanced 16nm FinFet+ process node provides much higher processing horsepower and feature set and are also extremely power efficient.

This Webcast supplies you with the information and tools you’ll need to develop SDN-based, Enterprise-class WiFi routers and access points based on Xilinx Zynq SoCs.

Sponsored content provided by: XILINX ALL PROGRAMMABLE

Limited Time Only at >> www.comsoc.org

For this and other sponsor opportunities contact Mark David // 732-465-6473 // m.david@ieee.org
In July 2015, the IEEE El Salvador ComSoc chapter hosted an international seminar. The focus was on current trends in mobile communications. The seminar, which lasted eight hours, was given by Dr. Ing. Francisco J. Escribano from Universidad Alcalá de Henares, Madrid, Spain. Dr. Escribano is an active member in IEEE Spain and has also been a member of the IEEE Spanish national board since 2016.

Thirty nine professionals attended the call. There were representatives from many different places from the telecommunication sector. Forty percent were from the industry, forty percent were from the public sector, and twenty percent were from universities. Very few events in the daily life of this tiny nation attract so many and such a diversity of telecommunication professionals.

The seminar was divided into four parts. The first part introduced enabling technologies needed for present and future mobile generations. Concepts like spread spectrum modulation, adaptive techniques, OFDM, MIMO, spectrum management, millimeter wave propagation, and networking improvements were introduced. The second part presented the concept of standards and their role in industry. An overview was made over past cellular network standards, from the almost forgotten 1G to the newest ideas behind 5G. In part three, current cellular network deployments were analyzed. In this part, as an example, the lecturer used the evolution of Spanish mobile networks to illustrate key spectrum management decisions. In Europe, the transition from analog to digital television technology released a significant amount of high quality radio spectrum. Future mobile network deployments and, in general, the wireless communications industry, are going to benefit from it. Part four was dedicated to business: new business models are emerging and need to be taken into consideration.

Participants’ opinions were very positive. At the same time, the event was enriched through different comments made during the seminar. Such comments represented industry, government, and university perspectives.

In coming years, Salvadoran society will face many different challenges. In 2016, following a supreme court decision, the government has to redefine the mechanism through which spectrum is allocated. At the same time, a Terrestrial Digital Television Standard has to be chosen. In 2017, most spectrum licenses have to be renewed. Incumbent cellular phone companies need to know if new rules are going to be introduced. All these issues make IEEE ComSoc activities of paramount importance.

Through the years, the El Salvador and Guatemala ComSoc chapters have developed a very close collaborative relationship. A week later, the same seminar was given in Guatemala City, where the Universidad Galileo hosted the event. Professionals from industry and professors from Galileo University attended the meeting.

Finally there was also spare time to visit a volcanic lake called Ilopango. The lake is known for being a possible source for the extreme weather events of AD 536 which triggered a catastrophic global climate change event. American paleo-ecologist Dr. Robert Dull, senior research fellow at the Environmental Science Institute at the University of Texas in Austin, said that the Ilopango volcano was the cause of the AD 536 climate cooling that lasted for at least two years, globally.
**netBaltic: Enabling Non-Satellite Wireless Communications over the Baltic Sea**

By Michal Hoeft, Krzysztof Gierlowski, Krzysztof Nowicki, Jacek Rak, and Jozef Wozniak, Poland

Researchers from the Department of Computer Communications lead by Prof. Jozef Wozniak from Gdańsk University of Technology, Poland, in cooperation with several Polish industrial partners including the National Institute of Telecommunications, the Institute of Oceanology of the Polish Academy of Sciences, and companies (DGTLAB and NavSim), are currently working on deployment of the wireless communications infrastructure over the Baltic Sea without satellite communications. This pioneering architecture is planned to be the major outcome of the netBaltic project realized in the years 2015-2018 and co-funded by the Polish National Centre for Research and Development.

The main aim of the netBaltic project is to develop and deploy a broadband wireless communication system providing connectivity in a heterogeneous wireless mesh network environment able to meet the requirements of e-navigation services. In particular, the lack of reliable high-throughput communications is currently the major barrier in e-navigation implementations. Existing HF and VHF technologies, although offering long link ranges, are unreliable and their bandwidth is limited, while satellite communications is often too expensive, especially for smaller vessels.

This problem was recognized first in the TRITON project implementing homogeneous WiMAX mesh networking solutions with modified mechanisms of MAC layer and dedicated beamforming antennas. In netBaltic, the main focus is in turn on higher network layers and building the architecture to integrate different wireless technologies. The objective is to design and deploy three different groups of mechanisms related to particular communication areas. The first one (area A) includes mobility management of moving vessels providing uninterrupted communications across different wireless technologies. The second one (area B) refers to a self-organizing heterogeneous mesh network expanding hop-by-hop connectivity between ships and onshore infrastructure elements. Organization of such a mesh network will employ information from real-time measurements as well as existing and commonly utilized systems supporting maritime navigation (like AIS). The last one (area C) is dedicated to nodes located far away from other (Continued on Newsletter page 4)

---

**IEEE Spanish Signal Processing and Communications Joint Chapter’s Activities in 2015**

By Víctor P. Gil Jiménez, Chair of the IEEE Signal Processing and Communications Joint Chapter, Spain

Our Chapter had a fantastic year in 2015. We experienced significant growth with many activities, including the coordination of the Distinguished Lecturer Tour by Prof. Hamid Jafarkhani across five countries. This tour started in Italy, where he attended the Annual Meeting of GTTI (National Telecommunications and Information Theory Group), then moved to France, and later to Spain, where he gave three talks at the University Carlos III de Madrid (UC3M), Polytechnic University in Madrid (UPM), and the Universitity of Malaga (UMA), with the topic “Distributed Space time Coding and Cooperative Communications for Next Generation Wireless Broadband Systems.” Then he travelled to Portugal, and finally to Switzerland. This talk was a very interesting introduction to the history of space time coding, followed by a discussion of what we can expect from it in the near future of broadband communications.

In addition, the chapter organized several other Distinguished Lectures, including the one by Prof. Hamid Kim at the University of Alcalá (UA) and Polytechnic of Valencia (UPC), with the topics “Sparsity, Convexity, Nullity and all that...” and “Sensor and Social Networks: A Case for Topological Data Analysis.” There was also a lecture by Prof. Jianwei Huang at the CTTC speaking about “Mobile Data Offloading.” Prof. Ying-Dar Lin gave several talks at Polytechnic University of Catalonia (UPC), the University of Zaragoza (UZA), and the University Carlos III de Madrid (UC3M) on the topics “Software Defined Networking: Why, Where, When, and How.” Research (Continued on Newsletter page 4)
IEEE ComSoc Distinguished Lecturer Tours: Why, How, and Tips from a Distinguished Lecturer

By Ying-Dar Lin, IEEE Fellow, IEEE ComSoc Distinguished Lecturer, National Chiao Tung University, Taiwan

WHY DLT

The rationale behind the IEEE Distinguished Lecturer Tour (DLT) program is to lower the barrier of international academic exchange, with IEEE covering international air tickets and the hosts covering local accommodation. This greatly reduces the expenditures required by local hosts, which is critical for hosts in developing countries or those who are unwilling to go through budget logistics. Providing hotel accommodation and lunch/dinner is much simpler than paying for long-distance air tickets. The increased exchange would facilitate spreading research trends and fostering research collaboration.

My own motivation to serve as a distinguished lecturer ranges from sheer academic recognition, feedback to my research results, potential collaboration, to mixing in sightseeing fun. I would judge a talk as a failure if no questions were asked. The more questions I received, the more rewarding a DLT and allowed me to visit tourist destinations that most conferences would not take me to.

HOW TO DLT

To be a ComSoc distinguished lecturer, apply by September 30 each year, with the completed form and a four-minute video to prove that you can present fluently and vividly. After being selected, you either organize or are organized with a DLT, file a DLT application with ComSoc, conduct the DLT, and then file for reimbursement on-line at the ComSoc website with receipts and a DLT report. All DLT reports are posted at http://www.comsoc.org/about/memberprograms/distinguished-lecturers, which can be googled easily with “ComSoc DLT.”

There were six DLTs in my first term of two years, as summarized in the accompanying table. Unlike most other distinguished lecturers who wait for invitations indefinitely, I also reached out to researchers I know personally to arrange DLTs. I ended up having two DLTs initiated by myself and four others invited by someone I knew or did not know. In the DLTs to New Zealand and Latin America I didn’t know any inviting hosts or chapter chairs, while the DLTs to Australia and Indonesia were invited by someone I knew. The DLTs to the U.S. and Europe were organized by myself, where I knew some hosts but not all. The Austin chapter chair, who I did not know but is now my friend, was approached by me and they organized three talks to AT&T Labs, IBM Research, and the Austin Chapter, with all attendees from industry. I got to know two dozen people through these DLTs, with some of them added to my Facebook.

Though ComSoc policy recommends two DLTs per year for a Distinguished Lecturer and expects three lectures in three venues in each DLT, this is just a general guideline. I added an extra DLT to Indonesia, with only two talks, in the first year without sponsorship from ComSoc because the host covered the cost of the entire trip. In the second year, after I committed to the DLTs to Europe and Latin America, the New Zealand chapter chair approached me. We asked ComSoc whether the third DLT could be sponsored, and got was approved. I attempted to pack as many talks as I could into a DLT and piggyback it onto a conference trip to save time and money. In extreme cases, I packed five and six talks into the DLTs to the U.S. and Europe, and piggybacked them onto Globecom and ICC, respectively. Some hosts also tried to piggyback a talk onto an event. The DLT in Indonesia turned out to be two keynote speeches in a conference. As a one-day workshop, the hosts in Louvain and Auckland invited local net-
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work researchers and packed eight to 10 small talks after my keynote. Beyond DLTs, I was also invited to give lectures elsewhere, with keynotes in Japan and Bangladesh.

The number of attendees and the number of questions are two metrics that one would state in a DLT report. In my talks, it ranges from 20 to 150 attendees (with an average of 30) and three to 15 questions (with an average of six). The extremes happened in Buenos Aires, with an artistic auditorium seating 150, and AT&T Labs in Austin, where my host asked me about 15 questions directly related to his traffic forensics work. He concluded that this was the most interesting talk he had recently and should have called back his colleagues on vacation. I know that AT&T Labs would be an excellent place to spend my sabbatical.

USEFUL TIPS
Here I summarize my lessons for potential distinguished lecturers.
1. Don’t simply wait for invitations. Reach out someone you know or chapter chairs to organize your DLTs.
2. Make your topics appealing and current. Put topics, your bio, and past reports on the ComSoc web page. Some chapter chairs do look at them to invite lecturers.
3. Don’t talk on one single piece of research. Give a roadmap with a series of works. Encapsulate your roadmap with a tutorial first. The entire audience will not fall in your area.
4. Care more about the number of questions being asked than the number of attendees. Write them down in your report and treasure them as feedback to your research.
5. Pack more lectures into a DLT and piggyback onto a conference trip whenever possible.
6. Call for collaboration in your talk to identify potential partners, but don’t expect a match after each talk. Perfect matches come naturally.
7. Follow up with those who discussed with you more and maybe add them to your Facebook.
8. Allocate at least two nights, preferably three nights, to a city to give yourself one full day to explore a new city.

Ying-Dar Lin is a Distinguished Professor of Computer Science at National Chiao Tung University (NCTU) in Taiwan. He received his Ph.D. in Computer Science from UCLA in 1993. He served as a visiting scholar at Cisco Systems in San Jose during 2007–2008. Since 2002, he has been the founder and director of Network Benchmarking Lab (NBL), which reviews network products with real traffic. NBL recently became an approved test lab of the Open Networking Foundation (ONF). He also cofounded L7 Networks Inc. in 2002, which was later acquired by D-Link Corp. His research interests include quality of services, network security, deep packet inspection, wireless communications, and recently software defined networking. His work on “multi-hop cellular” was the first along this line, and has been cited over 700 times and standardized into IEEE 802.11s, IEEE 802.15.5, WiMAX IEEE 802.16j, and 3GPP LTE-Advanced. He is an IEEE Fellow (class of 2013), an IEEE Distinguished Lecturer (2014-2017), and a Research Associate of ONF. He is serving or has served on the editorial boards of many journals, guest edited several special issues, and co-chaired symposia at IEEE Globecom’13 and IEEE ICC’15. He published a textbook, Computer Networks: An Open Source Approach, with Ren-Hung Hwang and Fred Baker (McGraw-Hill, 2011).
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vessels, and as a result, are only occasionally able to establish connections (and thus necessary to be provided with dedicated delay-tolerant communication solutions).

Networking solutions and communication systems being developed in netBaltic aim to address data transmission needs of multiple maritime activities. The most important use of the system is directly related to maritime safety and efficiency by providing the communications platform for e-navigation services, as defined by the International Maritime Organization. The concept of e-navigation includes, for example, integration of a multitude of navigational systems and aids that currently have to be separately monitored by a bridge crew, as well as making increased use of inter-ship data exchange for purposes of safety and efficiency of maritime travel.

Interest in system capabilities has also been expressed by various research and governmental organizations, planning to employ its data acquisition capabilities (both online and delay tolerant) for purposes of research and environmental monitoring, particularly in areas of limited maritime traffic and consequently lacking the alternate communication infrastructure.

Finally, the system aims to provide broadband Internet connectivity in locations of high concentration of participating vessels (covering a wide range of vessel types, from one-man boats to ocean tankers), to be used for access to various applications and services available in modern internetworking, starting with e-mail and web-browsing and ending with direct multimedia streaming.

With the core elements of the netBaltic system scheduled to be developed in 2018, it seems that many e-navigation initiatives that are currently being developed will be provided with this robust communication platform.

SPANISH JOINT CHAPTER/Continued from page 2
Roadmap Driven by Network Benchmarking Lab (NBL): Deep Packet Inspection, Traffic Forensics, WLAN/4G/5G, Embedded Benchmarking, Software Defined Networking, and Beyond,” and “Traffic Forensics: Capture, Replay, Classification, Detection, and Analysis,” during which he shared his experiences during the past 15 years in the field. Finally, in September Prof. John Thompson gave a DL at the University Carlos III (UC3M) and the University of Málaga (UMA) on the topic “The Advantage of Communications Enabling the Smart Grid,” being at the same time at IEEE EUROCON held by the University of Salamanca (USAL).

As it can be seen, the activities have been spread around the country in order to reach as many IEEE members as possible. Several of these activities attracted great interest by IEEE members, and the discussions after them valuable for the attendees. Indeed, the Chapter was awarded by the IEEE Spanish Section as the Distinguished Chapter in 2015.

All past activities, including some streaming, and the new activities can be found at our new webpage: http://spcom.ieeespain.org, which is also the best way to contact the chapter board and other IEEE members. We encourage you to share your ideas with us. If they are interesting and possible, we will do our best to make them a reality.
Enabled by the advances in computing, communication, and sensing as well as the miniaturization of devices, unmanned aerial vehicles (UAVs) such as balloons, quadcopters, and gliders have been receiving significant attention in the research community. Indeed, UAVs have become an integral component in several critical applications such as border surveillance, disaster response, traffic monitoring, and the transportation of goods, medicine, and first aid. More recently, new possibilities of UAVs for commercial applications and public service have emerged, with the potential to dramatically change the way in which we lead our daily lives. For instance, in 2013, Amazon announced a research and development initiative focused on its next-generation Prime Air delivery service. The goal of this service is to deliver packages into customers’ hands in 30 minutes or less using small UAVs. The past couple of years have been pivotal in bringing UAV research to fruition as corroborated by an unprecedented proliferation of personal drones, such as the Phantom and Inspire from DJI, the AR and Bebop from Parrot, and the Solo from 3D Robotics.

Among the many technical challenges accompanying the aforementioned applications, leveraging the use of UAVs for delivering broadband connectivity will play a central role in the next generation of communication systems. Facebook announced in 2014 that they plan to use networks of drones that will circle in the stratosphere over specific population centers to deliver broadband connectivity. UAVs have also been proposed as an effective solution for delivering broadband data rates in emergency situations through low-altitude platforms. For example, the ABSOLUTE, ANCHORS, and AVIGLE projects in Europe have been investigating the use of aerial base stations to establish opportunistic links and ad hoc radio coverage during unexpected and temporary events. Such flying base stations can serve as a temporary, dynamic, and agile infrastructure for enabling broadband communications.

This IEEE Communications Magazine Feature Topic (FT) gathers articles from a wide range of perspectives that stem from different industrial and research communities. The primary goals of this FT are to advance the understanding of the challenges faced in UAV communications, networking, and positioning over the next decade, and provide further awareness in the communications and networking communities on these challenges, thus fostering future research. After a rigorous review process, six papers have been selected to be published in this May 2016 FT of IEEE Communications Magazine.

The first two articles provide a holistic perspective on the design, implementation, opportunities, and challenges of using UAVs for wireless communications applications. In particular, the article by Gomez et al., “Designing and Implementing Future Aerial Communication Networks,” which looks at the achievements and innovations harnessed by an aerial network composed of Helikite platforms. A trial phase of the system mounting LTE-A technology onboard Helikites serving ground users is interesting and offers a long-lasting solution, provided that efficient RF equipment in the Helikite is available. Subsequently, in “Wireless Communications with Unmanned Aerial Vehicles: Opportunities and Challenges,” Zeng et al. provide an overview on architectural challenges of UAV deployment while also highlighting channel characteristics and operational constraints. The article concludes underscoring three key performance enhancing techniques using UAV controlled mobility, adaptive communication, relaying, and D2D-enhanced information dissemination.

The following two articles in this FT focus on propagation modeling and link characterization in UAV communications. In particular, in the article “LTE in the Sky: Trading Off Propagation Benefits with Interference Costs for Aerial Nodes” by Chiumento et al., a study based on measurements and simulations has been conducted to investigate the impact of UAVs acting as either a base station or a user on a ground LTE network. In the article “On the Importance of Link Characterization for Aerial Wireless Sensor Networks,” Ahmed et al. investigate the impact of environmental factors, antenna orientation, and multi-path fading on link-level performance of Zigbee-based UAV
communications, and recommend measures to improve communication performance considering such factors.

Finally, the last two articles study some forward-looking communications applications with UAVs, including game theoretical communications and millimeter-wave communications. In “A Green Strategic Activity Scheduling for UAV Networks: A Sub-Modular Game Perspective,” Koulaï et al. investigate the scheduling of beacons (discovery signals) from an energy efficiency perspective and formulate a model based on a non-cooperative game theory for competing drones. Xiao et al. explore the potential of UAVs for millimeter-wave communications in “Enabling UAV Cellular with Millimeter-Wave Communication: Potentials and Approaches,” and investigate several related challenges, including beamforming codebook design, spatial-division multiple access, and ways of dealing with signal blockage.

The Guest Editors would like to thank the large number of people who significantly contributed to this FT, including the authors, reviewers, and IEEE Communications Magazine publications staff. We hope that the readers enjoy this FT and that the selection of articles stimulate new research and innovations in future UAV based wireless networks.
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“Do not get obsolete like an old technology, keep innovating yourself.”  
– Sukant Ratnakar
WIRELESS COMMUNICATIONS, NETWORKING, AND POSITIONING WITH UAVS

Designing and Implementing Future Aerial Communication Networks
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ABSTRACT

Providing “connectivity from the sky” is the new innovative trend in wireless communications. High and low altitude platforms, drones, aircrafts, and airships are being considered as candidates for deploying wireless communications complementing the terrestrial communication infrastructure. In this article we report the detailed account of the design and implementation challenges of an aerial network consisting of LTE-Advanced (LTE-A) base stations. In particular, we review achievements and innovations harnessed by an aerial network composed of Helikite platforms. Helikites can be raised in the sky to bring Internet access during special events and in the aftermath of an emergency. The trial phase of the system mounting LTE-A technology onboard Helikites to serve users on the ground yielded very encouraging results, and showed that such a system could offer a longer lasting solution, provided that inefficiency in powering the radio frequency equipment in the Helikite can be overcome.

INTRODUCTION

The advances in microelectronics have diminished the size and weight of wireless network equipment, allowing the exploration of new ways to deploy wireless infrastructure. Recently there has been increasing interest in aerial communication networks, as shown by research and industry efforts. Different use cases have been envisioned for aerial network deployment, including public safety, to provide coverage and capacity to personnel during emergencies and temporary large-scale events, and Internet connectivity in emerging countries. Several projects have launched initiatives to study the possibility of using aerial platforms for providing wireless services. Moreover, Google and Facebook are investigating the prospect of using aerial platforms to deliver Internet access in emerging countries.

A pioneering project called CAPANINA looked at both mechanically and electronically steerable antennas to deliver broadband wireless access using high altitude platforms [1]. The Google Loon experiment is an ambitious project intended to provide network coverage to rural and remote areas. In particular, the underlying technology is presented as part of Google’s plans to fund and develop wireless networks in emerging markets. As far as the Loon project is concerned, a fleet of high-altitude balloons, operating at an altitude of about 20 km in the low stratosphere, will be coordinated to cover specific large geographical areas to offer users with wireless services, at best, similar bit rates as those of 3G [2]. Facebook is also working on ways to provide Internet to people from the sky, exploring a variety of technologies including high-altitude long-endurance planes and satellites. In order to achieve its objectives, Facebook is creating partnerships with aerospace and communications technology experts, including NASA’s Jet Propulsion Laboratory, Ames Research Center, and Ascenta [3].

This article reports on the outcomes of the ABSOLUTE project, which aimed to design and implement LTE-A aerial base stations (AeNB) using low altitude platforms (LAP) to provide wireless coverage and capacity for public safety usage during and in the aftermath of large-scale unexpected and temporary events [4]. The main goal of the project was to design and validate the next-generation of aerial networks to provide a reliable communication network that could be rapidly rolled out and integrated with satellite and LTE-A terrestrial networks, and which is flexible, scalable, and interoperable. LTE-A was selected as the candidate technology due to its higher performance and flexibility in comparison with other technologies such as Wi-Fi or WiMAX. LAPs were chosen instead of high altitude platforms due to the advantages they offer in terms of rapid deployment and lower implementation cost.

An LTE-A base station was mounted on an aerial platform and trialed to measure the performance of such future aerial networks. This article provides a detailed account of designing and implementing the next-generation of aerial networks to provide wireless services. We include a discussion of the available aerial platforms that could be used for the wireless provisioning. Aeri-
al network regulation aspects are summarized, and the details of the aerial network implementation are provided. Then communication aspects regarding main challenges and limitations of AeNB are discussed. Finally, conclusions and future paradigms are provided.

AERIAL PLATFORM FOR WIRELESS SERVICES

In the ABSOLUTE project, the use of aerial platforms to provide wide-area wireless coverage was fundamental. The elevated look-angle provided by aerial platforms offers significant communication advantages compared to terrestrial equivalents. Moreover, it also offers the potential to deploy cameras or other sensors at the same time.

### AerIAl PlAtform for WIreless serVIces

In the ABSOLUTE project, the use of aerial platforms for providing wide-area wireless coverage was fundamental. The elevated look-angle provided by aerial platforms offers significant communication advantages compared to terrestrial equivalents. Moreover, it also offers the potential to deploy cameras or other sensors at the same time.

### Table 1. Aerial platform comparison based on capabilities for carrying wireless communication systems.

<table>
<thead>
<tr>
<th>Aerial platform capabilities</th>
<th>Drones</th>
<th>Aircraft</th>
<th>Airship</th>
<th>Tethered Helikite</th>
</tr>
</thead>
<tbody>
<tr>
<td>High payload (1-10Kg)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Wide area coverage</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Moving coverage</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Optimum altitude</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Extreme duration</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ad-hoc network friendly</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Safe for operators</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Low attrition rate</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Instant deployment</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operation under several types of weather conditions</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Deployment under several types of weather conditions</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>High technology security</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Small and easily handled</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single person deployment</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Airborne deployment</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Air traffic friendly</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No fuel required</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good antenna placement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worldwide operations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Drones are a special type of unmanned aerial vehicles that are especially popular for remote sensing, photography, and video surveillance [5]. Due to their relatively low capacity, both in terms of payload and autonomy, they are generally restricted to low or even very low altitudes (i.e. within a range of a few hundred meters). Due to their small form factor, micro-drones can lift a very limited weight. Generally, the payload ranges from a few dozen grams for the micro-drones to 5-7 kilograms for the larger drones. Due to their size, drones generally use lightweight lithium-ion batteries, powering the whole platform (propulsion, telemetry, and payload included).

### Drone Characteristics

Drones are a special type of unmanned aerial vehicles that are especially popular for remote sensing, photography, and video surveillance [5].
Thus, the expected autonomy of drones is generally in the range of 10 to 40 minutes, mainly depending on the battery capacity, mission mobility pattern, and payload weight. Drone features and characteristics were not likely suitable for the ABSOLUTE scenarios, where at least a 10 kg payload (LTE equipment) carried at hundreds or thousands of meters is required.

AIRCRAFT CHARACTERISTICS

One of the most widely used stratospheric unmanned aircraft is the Global Hawk. The Global Hawk was developed by Northrop Grumman for the U.S. military, but is also being used by NASA for civilian use [6]. Powered by liquid fuel, it has significant payload capability. QinetiQ’s Zephyr is a solar powered unmanned aircraft that is able to remain aloft for days. This aircraft is equipped with batteries that are charged during the day using solar energy, and then this stored energy is used during the night to allow it to remain airborne and stationary. Its payload capabilities are extremely limited, typically restricted to a maximum of a 1 kg payload. The Ascenta-Hale is another solar powered unmanned aircraft capable of remaining aloft for three months or more carrying a payload of up to 25 kg. It is currently at the concept stage and is intended for both military and civilian applications [7]. This category of aerial platforms possesses favorable features such as low-power and energy-efficient lightweight structures with sufficient payload capacity, and user-friendly interfaces that allow efficient trajectory management and positioning tools. However, the cost of the aircraft was the limiting characteristic for not choosing these aerial platforms in the context of the ABSOLUTE project.

AIRSHIP CHARACTERISTICS

These types of aerial platforms, which utilize lighter gas to float in air, are classified as aerostatic platforms. Airships are much more flexible in terms of weight, size, and power consumption of the payload, essentially only depending on the volume of the envelope (which can measure more than 100 m in length). However, the larger the volume, the bigger are the problems with keeping the airship stationary. Airships can be and have been designed for different altitudes. While commercial manned airships for cargo or passengers typically fly at low altitudes of approximately 200 m to save helium, unmanned airships have been designed to fly up to almost 30 km above ground level. If keeping the airship stationary above the service area at a selected operating altitude can be guaranteed with suitable electric motors and propellers, unmanned airships are capable of staying in the air for long periods of time, even years. The main drawback for the use of airships in disaster recovery scenarios actually comes from their size, requiring high-strain envelope material, an extensive ground operations center, and appropriate ground facilities including hangars for storing and field for lifting and descending.

HELIKITE CHARACTERISTICS

The name Helikite relates to the combination of a helium balloon and a kite to form a single, aerodynamically sound tethered aircraft that exploits both wind and helium for its lift. The balloon is generally oblate-spheroid in shape [4]. The aerodynamic lift is essential to combat the wind and allows even small Helikites to fly at very high altitudes in high winds that would push simple balloons to the ground. Helikites are very popular low altitude aerostatic platforms operable in several types of weather conditions. Thousands are operated worldwide, flown over land and sea by both civilians and the military. Helikites were chosen as the preferred aerial platform for the ABSOLUTE project due to the following characteristics:

- **Altitude**: Helikites utilize both wind lift and helium lift to enable high altitude flight in several types of weather conditions.
- **Payload**: Helikites can carry more payload than any other aerostat in high or low wind conditions.
- **Endurance and cost**: Helikites need no electrical power to operate a ballonet and lose very little helium through their gas-tight inner balloon. Helikites are comparatively inexpensive to buy compared to other aerial platforms.
- **Regulations**: Helikites have very few legal obstacles compared to most other aerial platforms such as manned aircraft or drones.

REGULATIONS OF AERIAL NETWORKS

With the increasing popularity of aerial networks come many regulatory and legislative challenges, knowing that drones themselves are already creating a hot debate in some countries due to safety and privacy concerns. Aerial networks, whether utilized for commercial coverage or emergency recovery, operate under civilian laws unless a severe disaster occurs that requires the intervention of the military. Thus, in the vast majority of cases aerial networks are subject to civilian regulations and licensing. However, the main challenge resides in provisioning the wireless service itself and
ensuring its minimal disturbance to existing terrestrial services. The International Telecommunication Union released several recommendations dealing primarily with HAPs such as M.1456 (05/00), M.1641 (06/03), and SF.1601-2 (02/07). More regulatory efforts are still required for better efficiency in exploiting spectral holes using cognitive radio techniques.

AERIAL NETWORK IMPLEMENTATION

In this section we describe the details of an aerial base station (AeNB) able to operate at 150 m altitude with five hours of autonomy. The AeNB is based on alternative network architecture for LTE deployment in which the majority of the base station equipment is contained in the base band unit (eNB-BB), and the radio frequency equipment is contained in the remote radio head (RRH), placed as close as possible to the antenna. The RRH is connected to the eNB-BB via a fiber optic link reducing the coaxial feed line losses and providing a high level of flexibility in cell site construction. Thus, the AeNB is composed of:

- The aerial segment operating at varying altitudes in the air (RRH and antennas).
- The terrestrial segment operating stationary in the ground (eNB-BB plus distributed-evolved packet core).

Both segments are linked using a fiber optic link (Fig. 1a).

AERIAL SEGMENT

The aerial segment was the most challenging part during design and implementation of the AeNB, the Helikite being the crucial element, where the battery, antenna, and RRH components are placed as shown in Fig. 1b.

Helikite Details: The ABSOLUTE project chose a 34m³ desert star Helikite, which is a special kite/balloon combination that uses both helium and wind for aerodynamic lift. The design of a light and efficient RRH, waterproof suitcase, antennas, and other equipment integrated in the Helikite is required due to the Helikite’s payload limitations. The Helikite itself was tested in several types of weather conditions to ensure robustness and good stability, ease of set-up and handling, and correct payload attachment webbing points. An automatic cut-down device (GPS integrated) is also installed as required by European regulations to ensure that the aerostat will bring itself down in the event it escapes its tether.

RRH Electronics, Case, and Batteries: The RRH was updated to support a wider frequency range (up to 6 GHz) and to optimize the current consumption (1.7–1.8 A). The RRH platform is compact and has a lighter weight for compatibility with the aerial platform requirements. The RRH is composed of a flexible software-defined radio (SDR) platform consisting of a stacked digital interface card and radio frequency front-end, which makes it possible to command two radio frequency transceivers with 2-antenna duplex operation ranging from 3 MHz to 50 MHz radio frequency signal bandwidth. The RRH also supports cognitive extension functionality for dynamic spectrum allocation [8].

Antennas and Damped Pendulum Mount:
The helix antenna radiation pattern has been shaped to illuminate the considered cell with a quasi-uniform power. Special attention has been paid to design very lightweight antennas. To achieve this, metalized foam was used to construct all antennas. Radiation and impedance results of the helix antenna are shown in Fig. 2. For the integration of the antennas in the Helikite, we considered the antenna orientation depending on polarization and aperture, and MIMO functionality.

A pendulum mount was created and attached to the Helikite in order to ensure that the antenna’s orientation will be vertical whatever the inclination of the balloon. Figure 1b provides insight on the installation recommendations of the LTE sub systems on the Helikite.
**AERIAL COMMUNICATION CONSIDERATIONS**

Several aerial-terrestrial communication aspects were investigated during the execution of the ABSOLUTE project.

**Air-to-Ground Channel Model**

In terrestrial communications, the transmitted signal traverses through the urban environment where the RF signal’s amplitude decays as a function of the traveled distance. This is usually modeled by a log-distance relation and a path-loss exponent. However, it is observed that radio signal propagation in an air-to-ground (A2G) radio channel differs greatly from the terrestrial case. This is due to the fact that the radio signals transmitted from an aerial platform propagate through free space until reaching the urban environment where they incur shadowing, scattering, and other effects caused by man-made structures. An A2G channel model was developed for low-altitude platforms for different environment conditions using ray tracing simulations [9]. The environment conditions were modeled according to the geometrical statistical parameters given by ITU-R to model high-rise urban, dense urban, urban, and suburban areas. It was observed from the results that the A2G path-loss is dependent on the elevation angle given by $\theta$, which is the angle at which the aerial platform is seen from the ground terminals. Figure 3a shows the difference between the A2G channel and the terrestrial channel.

The A2G path-loss is modeled with two components. The first component consists of the free space path-loss, while the second part includes the additional path-loss incurred due to the effects caused by the urban or suburban environment, also called the excessive path-loss. The A2G path-loss can be expressed as follows:

$$PL_\xi = FSPL + \eta_\xi$$

where $FSPL$ represents the free space path-loss between the aerial platform and the ground terminal, and $\xi$ refers to the propagation group divided into two groups:

- **LoS** for line-of-sight conditions (good group).
- **NLoS** for non-line-of-sight conditions (not-so-good group).

The excessive path-loss of each propagation group is characterized with different statistical parameters for different environments while the distribution is modeled as Gaussian. On the other hand, the probability of a terminal belonging to a certain group, called group occurrence probability, depends on the elevation angle $\theta$.
One of the main advantages of using aerial base-stations is the elevated look-angle, which makes it possible to cover larger areas compared to its terrestrial equivalents. As described above, the A2G channel is composed of FSPL and excessive path-loss $\eta_2$, where $\xi$ refers to the propagation group. The probability of a ground terminal falling into the line-of-sight group increases with increasing altitude of the aerial platform, which also increases the coverage radius of the aerial base-station. Figure 3b shows this effect between the aerial base-station’s coverage radius and its altitude. However, increasing the aerial platform’s altitude increases the distance between the terrestrial ground terminals and the platform. This increases the FSPL component of the path-loss. Therefore, we can observe that there is a trade-off between the FSPL and the excessive path-loss, thereby allowing optimization of the aerial platform’s altitude to provide maximum coverage. Theoretical optimization of the aerial platform’s altitude to provide maximum coverage was performed with respect to a maximum allowed path-loss at the ground terminals [9]. Notice that the fast evolution of mechanical design of aerial platforms and new aeronautical regulations, which are the main barriers for achieving optimal theoretical altitudes. In the ABSOLUTE demonstration, the altitude of the aerial platform was limited to 150 m due to the payload constraints of the Helikite. However, it is expected that the fast evolution of mechanical properties of the aerial platform itself and aeronautical regulations will allow optimal altitude placement in the future.

**CLUSTERING AND RELAYING**

Since the distance between the terrestrial ground terminals and the aerial platform could be large, there is a significant amount of energy required at the ground terminals to communicate with the aerial platform. To provide energy-efficient communications with the aerial platform, a technique called clustering has been investigated. The basic idea behind clustering is to group ground terminals in clusters, so that one node within each partition is responsible of collecting information from other members and forwarding it to the AeNB. Figure 4 shows the energy consumption of the network with and without clustering of nodes in an aerial communication network for different altitudes of aerial platform. We can observe that clustering of ground terminals significantly increases the energy efficiency of the network. Moreover, this approach would significantly reduce the number of terminals attempting to connect with the aerial platform, thus easing congestion. Clustering of terrestrial terminals covered by an AeNB is shown in Fig. 3c.

In harsh environments, some user equipment (UE) is under bad channel conditions with the aerial base-station, prohibiting communications with the aerial platform and leaving the UE in outage. Relaying techniques are used in which other nearby UE relay the information from the uncovered UE to the aerial base-station, thus providing coverage [10]. These techniques can also be used to provide coverage extension and capacity improvement to the network.

**WIRELESS BACKHAULING AND SELF-ORGANIZATION**

To allow for inter-cell and Internet connection, the AeNBs connect using wireless backhauling (Fig. 3d). Since the aerial network architecture works in dynamic conditions, the aerial base station needs to be endowed with features for self-organization and corresponding cognitive algorithms. The communication between two different aerial base stations handles handovers, and obtains enough information about the network topology and channel conditions [11]. Satellite and WiFi were considered as candidate technologies for providing wireless backhauling. Satellite backhauling offers the advantage of unlimited coverage, providing the possibility of connecting the aerial network for any distance. However, the delay introduced by the satellite links may affect some real-time services such as voice and real-time video. To avoid satellite delays and the cost, WiFi links can be used paying the cost of reduced coverage and capacity.

**Frequency Allocations:** Cognitive algorithms are the basis to raise awareness about the conditions used for network set up and to make the best choice for the radio resource management [12]. Several techniques for spectrum allocation have been considered, with dedicated spectrum for aerial base stations being a desired solution to avoid interference. However, dynamic spectrum sharing capabilities must also be considered, thus the final demonstration combines:

- Real-time data sensing: The flexible SDR running in the RRH was updated in order to implement a cognitive extension with key sensing functionalities for obtaining occupancy thresholds of spectrum and collecting data measurement.
- Radio environment map: An intelligent database that stores, processes, and delivers information about the status of the radio environment, which is publicly available, over the target area.

Outcomes of these techniques are combined to provide a prioritized list of LTE channels and sub-channels that are not being utilized so they can be used at each aerial base station over the target area. This is intended for use in future full-scale deployments, on the basis that the ABSOLUTE system will operate an enhanced version of LTE-A, which will dynamically share spectrum with an incumbent LTE-A system, given that dedicated spectrum might not be available.

**Table 2. Measurements at the user equipment collected during the validation phase of ABSOLUTE demonstration.**

<table>
<thead>
<tr>
<th>UE type</th>
<th>Smartphone</th>
<th>Dongle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum reference signal received power (maximum distance)</td>
<td>-100 dBm</td>
<td>-110 dBm</td>
</tr>
<tr>
<td>Maximum interference and noise ratio (maximum distance)</td>
<td>25 dB</td>
<td>10 dB</td>
</tr>
</tbody>
</table>
Stand-alone Operations: LTE networks are typically deployed in centralized data centers serving thousands of cells. However, a main requirement within the ABSOLUTE network is the ability of the AeNB to operate in a stand-alone manner without relying on centralized equipment. The concept of stand-alone aerial base stations using LTE technology introduces the necessity of having a distributed EPC embedded at the base station side.

To realize this, the ABSOLUTE project introduced the concept of a flexible management entity (FME), which is a software architecture to allow the virtualization and decentralization of the EPC [13]. In fact, FME virtualizes the LTE core network in a simplified format that is sufficient to serve a single cell and its subscribers. This software entity is able to run in a small server physically located close to the eNB-BB (as shown in Fig. 1c). Mobility management entity, serving and packet data network gateways, and home subscriber server, as well as their communication interfaces, are part of the virtualized EPC architecture supported by FME. Additional units for managing the wireless backhauling operations and routing & topology management protocols implemented for the communication between AeNBs have been embedded as part of FME (for additional details refer to [13]).

Limitations and Remaining Challenges
One limitation of implementing AeNB is that current telecom equipment is not designed to be placed on aerial platforms, and aerial platforms are not designed to carry telecom equipment. So, mechanical limitations, such as the maximum payload of the aerial platform or energy sources for powering equipment, have a significant impact on choosing the access technology to be installed on it and the altitude for optimizing the coverage area. The power consumption of the telecom equipment should be carefully considered, taking into account that batteries, fuel, or solar panels are most likely to be used on aerial platforms [14].

Even if the coverage area of the AeNB is wide, its terrestrial component still needs access to the target area in order to fully utilize its isotropic coverage on the ground. Therefore, the placement of the terrestrial segment will influence the flying line of the aerial segment. This is an important limitation of the tethered aerial platform. Additionally, altitude and coverage area of AeNBs also bring issues about regulations in regional borders, military and civil aviation, etc., e.g. the impact of the AeNB coverage on neighboring countries. Due to the cost of aerial platform implementation, limited testing and trial capabilities can limit the amount of preliminary results needed to evaluate a complete system composed of several AeNBs [15]. Finally, in-depth business analysis is required to understand the market potential of LAPs compared to satellite and terrestrial networks.

Conclusions
In this article we presented the new compelling trend of radio communications consisting of deploying wireless networks using aerial platforms. We first tackled the problem from a general perspective, reviewing existing and upcoming aerial platform solutions. We then
focused on the design and development undertaken by the ABSOLUTE project, in which the choice is to use Helikites raised in the sky that carry battery, antenna, and RRH equipment. The Helikite is tethered to the ground, with an optical fiber connecting the Helikite to the eNB-BB placed on the ground. We showed that Helikites offer a longer enduring, inexpensive, and easier to use solution compared to other possible alternatives. Furthermore, we discussed several aspects related to the design and implementation of an aerial network composed of Helikites and LTE-A technology, including the overview of regulatory issues related to aerial platforms.

The general conclusions we can draw are that regulations and mechanical limitations of the aerial platforms have a strong impact at the moment in deciding the suitable wireless technology to be used in the AeNB as well as the network protocol architecture. However, Helikite enabled aerial platform solutions and LTE-A can be profitably used to provision Internet access during temporary events and emergencies. These platforms might become an even more stable solution provided that the reliability and efficiency of the onboard power system can be enhanced with the possibility of powering equipment over the optical fiber. Nevertheless, the ABSOLUTE project made considerable progress addressing several topics related to AeNs. The optimum technology for inter-aerial platform links connecting the aerial platforms and energy sources for efficiently powering the communication equipment are still an open research issue, which will be part of future work.
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Wireless Communications with Unmanned Aerial Vehicles: Opportunities and Challenges

Yong Zeng, Rui Zhang, and Teng Joon Lim

ABSTRACT

Wireless communication systems that include unmanned aerial vehicles promise to provide cost-effective wireless connectivity for devices without infrastructure coverage. Compared to terrestrial communications or those based on high-altitude platforms, on-demand wireless systems with low-altitude UAVs are in general faster to deploy, more flexibly reconfigured, and likely to have better communication channels due to the presence of short-range line-of-sight links. However, the utilization of highly mobile and energy-constrained UAVs for wireless communications also introduces many new challenges. In this article, we provide an overview of UAV-aided wireless communications, by introducing the basic networking architecture and main channel characteristics, highlighting the key design considerations as well as the new opportunities to be exploited.

INTRODUCTION

With their high mobility and low cost, unmanned aerial vehicles (UAVs), also commonly known as drones or remotely piloted aircrafts, have found a wide range of applications during the past few decades [1]. Historically, UAVs have been primarily used in the military, mainly deployed in hostile territory to reduce pilot losses. With continuous cost reduction and device miniaturization, small UAVs (typically with weight not exceeding 25 kg) are now more easily accessible to the public; hence, numerous new applications in the civilian and commercial domains have emerged, with typical examples including weather monitoring, forest fire detection, traffic control, cargo transport, emergency search and rescue, communication relaying, and others [2]. UAVs can be broadly classified into two categories, fixed wing and rotary wing, each with their own strengths and weaknesses. For example, fixed-wing UAVs usually have high speed and heavy payload, but they must maintain continuous forward motion to remain aloft, and thus are not suitable for stationary applications like close inspection. In contrast, rotary-wing UAVs such as quadcopters, while having limited mobility and payload, are able to move in any direction as well as to stay stationary in the air. Thus, the choice of UAVs critically depends on the applications.

Among the various applications enabled by UAVs, the use of UAVs for achieving high-speed wireless communications is expected to play an important role in future communication systems. In fact, UAV-aided wireless communication offers one promising solution to provide wireless connectivity for devices without infrastructure coverage due to, say, severe shadowing by urban or mountainous terrain, or damage to the communication infrastructure caused by natural disasters [3]. Note that besides UAVs, one alternative solution for wireless connectivity is via high-altitude platforms (HAPs), such as balloons, which usually operate in the stratosphere that is tens of kilometers above the Earth’s surface. HAP-based communications have several advantages over UAV-based low-altitude platforms (LAPs), such as wider coverage and longer endurance. Thus, HAPs are in general preferred for providing reliable wireless coverage for very large geographic areas. On the other hand, compared to HAP-based communications, or those based on terrestrial or satellite systems, wireless communications with low-altitude UAVs (typically at an altitude not exceeding several kilometers) also have several important advantages.

First, on-demand UAV systems are more cost-effective and can be much more swiftly deployed, which makes them especially suitable for unexpected or limited-duration missions. Besides, with the aid of low-altitude UAVs, short-range line-of-sight (LoS) communication links can be established in most scenarios, which potentially leads to significant performance improvement over direct communication between source and destination (if possible) or HAP relaying over long-distance LoS links. In addition, the maneuverability of UAVs offers new opportunities for performance enhancement, through the dynamic adjustment of UAV state to best suit the communication environment. Furthermore, adaptive communications can be jointly designed with UAV mobility control to further improve the communication performance. For example, when a UAV experiences good channels with ground terminals, besides transmitting at higher rates, it can also lower its speed to sustain good wireless connectivity to transmit more data to the ground terminals. These evident benefits make UAV-aided wireless communication a promising integral component of future wireless systems, which need to support more diverse applications with orders-of-magnitude capacity improvement.
over current systems. Figure 1 illustrates three typical use cases of UAV-aided wireless communications, which are discussed in the following.

- **UAV-aided ubiquitous coverage**, where UAVs are deployed to assist the existing communication infrastructure, if any, in providing seamless wireless coverage within the serving area. Two example scenarios are rapid service recovery after partial or complete infrastructure damage due to natural disasters, and base station offloading in extremely crowded areas (e.g., a stadium during a sports event). Note that the latter case has been identified as one of the five key scenarios that need to be effectively addressed by fifth generation (5G) wireless systems [4].

- **UAV-aided relaying**, where UAVs are deployed to provide wireless connectivity between two or more distant users or user groups without reliable direct communication links. For example, this could be between the frontline and the command center for emergency responses.

- **UAV-aided information dissemination and data collection**, where UAVs are despatched to disseminate (or collect) delay-tolerant information to (from) a large number of distributed wireless devices. An example is wireless sensors in precision agriculture applications.

Despite the many promising benefits, wireless communications with UAVs are also faced with several new design challenges. First, besides the normal communication links as in terrestrial systems, additional control and non-payload communications (CNPC) links with much more stringent latency and security requirements are needed in UAV systems for supporting safety-critical functions, such as real-time control, and collision and crash avoidance. This calls for more effective resource management and security mechanisms specifically designed for UAV communication systems. Besides, the high mobility environment of UAV systems generally results in highly dynamic network topologies, which are usually sparsely and intermittently connected [5]. As a result, effective multi-UAV coordination, or UAV swarm operations, need to be designed for ensuring reliable network connectivity [6]. At the same time, new communication protocols need to be designed taking into account the possibility of sparse and intermittent network connectivity. Another main challenge stems from the size, weight, and power (SWAP) constraints of UAVs, which could limit their communication, computation, and endurance capabilities. To tackle such issues, energy-aware UAV deployment and operation mechanisms are needed for intelligent energy usage and replenishment. Last but not least, due to the mobility of UAVs as well as the lack of fixed backhaul links and centralized control, interference coordination among the neighboring cells with UAV-enabled aerial base stations is more challenging than in terrestrial cellular systems. Thus, effective interference management techniques specifically designed for UAV-aided cellular coverage are needed.

The objective of this article is to give an overview of UAV-aided wireless communications. The basic networking architecture, main channel characteristics and design considerations, as well as the key performance enhancing techniques that exploit the UAV’s mobility, are presented.

---

**BASIC NETWORKING ARCHITECTURE**

Figure 2 shows the generic networking architecture of wireless communications with UAVs, which consists of two basic types of communication links: the CNPC link and the data link.

**CONTROL AND NON-PAYLOAD COMMUNICATIONS LINK**

The CNPC links are essential to ensure the safe operation of all UAV systems. Highly reliable, low-latency, and secure two-way communications, usually with low data rate requirements, must be supported by these links for exchanging safety-critical information among UAVs, as well as between the UAV and ground control stations (GCS), such as dedicated mobile terminals mounted on ground vehicles. The main CNPC information flow can be broadly categorized into three types:

- **Command and control from GCS to UAVs**
- **Aircraft status report from UAVs to ground**
- **Sense-and-avoid information among UAVs**

Even for autonomous UAVs, which are able to accomplish missions relying on onboard computers without real-time human control, CNPC links are also necessary in case emergency human intervention is needed. Not shown in Fig. 2 are the air traffic control (ATC) links, which are necessary only when the UAVs are within a controlled airspace (e.g., near an airport).

Due to the critical functions to be supported, CNPC links should in general operate in protected spectrum. Currently two such bands
Both CNPC and data links in UAV-aided communications consist of two types of channels, UAV-ground and UAV-UAV channels, which exhibit several unique characteristics as compared to the extensively studied terrestrial communication channels.

**UAV-Ground Channel**

While the air-ground channels for aeronautical applications with piloted aircrafts are well understood, systematic measurements and modeling of UAV-ground channels are still ongoing [7, 9]. Unlike piloted aircraft systems, where the ground sites are usually in open areas with tall antenna towers, the UAV-ground channels for UAV systems are more complicated due to the more complex operation environment. While LoS links are expected for such channels in most scenarios, they could also be occasionally blocked by obstacles such as terrain, buildings, or the aircraft itself. In particular, recent measurements have shown that UAV-ground channels could suffer from severe airframe shadowing with a duration up to dozens of seconds during aircraft maneuvering [9], which needs to be taken into account for mission-critical operations. For low-altitude UAVs, the UAV-ground channels may also constitute a number of multi-path components due to reflection, scattering, and diffraction by mountains, ground surface, foliage, and so on. For UAVs operating over desert or sea, the two-ray model has mostly been used due to the dominance of the LoS and surface reflection components. Another widely used model is the stochastic Rician fading model, which consists of a deterministic LoS component, and a random scattered component with certain statistical distributions. Depending on the environment surrounding the ground terminals as well as the frequency used, the UAV-ground channels exhibit widely varying Rician factors (i.e., the power ratio between the LoS and the scattered components), with typical values around 15 dB for L-band and 28 dB for C-band in hilly terrain [7].

**UAV-UAV Channel**

The UAV-UAV channels are mainly dominated by the LoS component. Although there may be limited multipath fading due to ground reflections, its impact is minimal compared to that experienced in UAV-ground or ground-ground channels. In addition, the UAV-UAV channels may have even higher Doppler frequencies than the UAV-ground counterparts, due to the potentially large relative velocity between UAVs. Such channel characteristics have direct implications on spectrum allocation for UAV-UAV links. On one hand, the dominance of LoS links may suggest that the emerging mmWave communications could be employed to achieve high-capacity UAV-UAV wireless backhaul. On the other hand, the high relative velocity between UAVs coupled with the higher frequency in the

---

**DATA LINK**

The data links, on the other hand, aim to support mission-related communications for the ground terminals, which, depending on the application scenarios, may include terrestrial base stations (BSs), mobile terminals, gateway nodes, wireless sensors, and so on. Taking the UAV-aided ubiquitous coverage shown in Fig. 1a as an example, the data links maintained by the UAVs need to support the following communication modes:

- Direct mobile-UAV communication as for BS offloading or during complete BS malfunction
- UAV-BS and UAV-gateway wireless backhaul
- UAV-UAV wireless backhaul

The capacity requirement for these data links critically depends on the applications, possibly ranging from several kilobits per second in UAV-sensor links to dozens of gigabits per second in UAV-gateway wireless backhaul. Compared to CNPC links, the data links usually have higher tolerance in terms of latency and security requirements. In terms of spectrum, the UAV data links could reuse the existing band that has been assigned for the particular applications to be supported, (e.g., the LTE band while assisting cellular coverage), or dedicated new spectrum could be allocated for enhanced performance (e.g., using millimeter-wave, mmWave, band for high capacity UAV-UAV wireless backhaul) [8].

---

**CHANNEL CHARACTERISTICS**

The capacity requirement for these data links usually have a higher tolerance in terms of latency and security requirements. In terms of spectrum, the UAV data links could reuse the existing band that has been assigned for the particular applications to

---

**Figure 2. Basic networking architecture of UAV-aided wireless communications.**
mmWave band could lead to excessive Doppler shift. More in-depth studies are needed to find out the most suitable technology to use in UAV-UAV links, given their unique channel characteristics.

**Main Design Considerations**

This section presents the main design considerations specifically for wireless communications with UAVs. The following three aspects are discussed: UAV path planning, energy-aware deployment and operation, and multiple-input multiple-output (MIMO) communications in UAV systems.

**UAV Deployment and Path Planning**

One important design aspect of UAV systems is path planning [10, 11]. For UAV-aided communications in particular, appropriate path planning may significantly shorten the communication distance and thus be crucial for high-capacity performance. Unfortunately, finding the optimal flying path for UAV is a challenging task in general. On one hand, UAV path optimization problems essentially involve an infinite number of variables due to the continuous UAV trajectory to be determined. On the other hand, the problems are also usually subject to a variety of practical constraints (e.g., connectivity, fuel limitation, collision, and terrain avoidance), many of which are time-varying in nature and are difficult to model accurately. One useful method for UAV path planning is to approximate the UAV dynamics by a first-order time state space, with the movement vector typically consisting of the position and velocity in a three-dimensional (3D) coordinate system. The UAV trajectory is then given by the sequence of states, which are subject to finite transition constraints to reflect the practical UAV mobility limitations. Many of the resulting problems with such an approximation belong to the class of mixed integer linear programming (MILP) [11], which can be solved with well developed software packages.

Intuitively, the optimal UAV flight path critically depends on the application scenarios. For instance, for UAV-aided cellular coverage in Fig. 1a, it is evident that more than one UAVs should be jointly deployed above the serving area to cooperatively achieve real-time communications with ground users; whereas for UAV-aided information dissemination or collection for delay-tolerant data, as shown in Fig. 1c, it could be sufficient to dispatch one single UAV to fly over the area to communicate with the ground nodes sequentially. Furthermore, for the cellular coverage application, one option is to employ rotary-wing UAVs that hover above the coverage area, serving as static aerial base stations. In this case, no dedicated path planning is needed. Instead, the main design problems for UAV deployment usually involve finding the optimal UAV separations as well as their hovering altitude to achieve maximum coverage, and for a typical urban environment, in general there is an optimal UAV altitude in terms of coverage maximization, which is due to the following non-trivial trade-off: While increasing UAV altitude will lead to higher free space path loss, it also increases the possibility of having LoS links with the ground terminals. Such a trade-off has been characterized in [12, 13], based on which the optimal UAV altitude has been obtained.

**Energy-Aware Deployment and Operation**

The performance and operational duration of a UAV system is fundamentally constrained by the limited onboard energy. Although power plant and energy storage technologies have advanced dramatically over the past few decades, limited energy availability still severely hampers UAV endurance. From the operational perspective, this problem can be addressed through two approaches. First, effective energy-aware deployment mechanisms are needed for timely onboard energy replenishment, but without noticeable interruption of the communication services supported. Second, energy-efficient operation through smart energy management is required, that is, accomplishing missions with minimum energy consumption.

In terms of energy-aware deployment, one effective approach is to exploit inter-UAV cooperation to enable sequential energy replenishment. For instance, at any one time, only one UAV is scheduled to leave the serving area for energy replenishment, during which the service gap is temporarily filled by neighboring UAVs, for example, via increasing the transmission power and/or adjusting the aircraft positions. This energy replenishment scheduling can be matched to the dynamic load patterns that need to be supported by the UAVs. For instance, it might be preferred to schedule energy replenishment only when low data traffic is expected (e.g., at night) for the cellular coverage application. Note that apart from commonly used energy sources such as electric batteries or liquid fuels, there has been increasing interest in powering UAVs by solar energy or dedicated wireless energy transfer technology (e.g., via laser beams).

Energy-efficient operation, on the other hand, aims to reduce unnecessary energy consumption by the UAVs. As the main energy usage of UAVs in wireless applications is to support either aircraft propulsion or wireless communications, energy-efficient operation schemes can be broadly classified into two categories. The first one is energy-efficient mobility, for which the movement of the UAVs should be carefully controlled by taking into account the energy consumption associated with every maneuver. For instance, unnecessary aircraft maneuvering or ascending should be avoided since they are generally quite energy-intensive. Energy-efficient mobility schemes can usually be designed with path planning optimization, by using appropriate energy consumption models as a function of UAV speed, acceleration, altitude, and so on. The other category of energy-efficient operation is energy-efficient communication, which aims to satisfy the communication requirement with the minimum energy expenditure on communication-related functions, such as communication circuits, signal transmission, etc. To this end, one common approach is to optimize the communication strategies to maximize the energy efficiency (EE) in bits per Joule (i.e., the number of successfully communicated data bits per unit of energy consumption). Note that while energy-effi-

---

1 See http://lasermotive.com/ for more details.
Efficient communication has been extensively studied for terrestrial communications, its systematic investigation for UAV communication systems is still underdeveloped.

**MIMO for UAV-Aided Communications**

Although MIMO technology has been extensively implemented in terrestrial communication systems due to its high spectral efficiency and superior diversity performance, its application in UAV systems is still hindered by several factors. First, the lack of rich scattering in the UAV environment considerably limits the spatial multiplexing gain of MIMO, which usually leads to only marginal rate improvement over single-antenna systems. Besides, the high signal processing complexity as well as the hardware and power consumption costs make it quite costly to employ multiple antennas in UAVs due to the SWAP limitations. Furthermore, MIMO systems rely on accurate channel state information (CSI) for best performance. However, this is practically difficult to achieve in a highly dynamic environment, and therefore further limits the practical MIMO gain in UAV systems.

Despite the above challenges, some recent results still show great potential for MIMO technology in UAV systems. In particular, in contrast to the common conception that spatial multiplexing gain is fundamentally limited by the number of signal paths, it has been found that high spatial multiplexing gain may also be attainable even in Non-Line-Of-Sight (NLoS) channels, by carefully designing the antenna separation with respect to carrier wavelength and link distance [14], although this usually requires large antenna separation, high carrier frequency, and short communication range. Alternatively, a more practical way to reap the multiplexing gain in poor scattering environment is to leverage multi-user MIMO, by simultaneously serving a number of sufficiently separated ground terminals with angular separations exceeding the angular resolution of the antenna array installed on the UAVs. In this case, the signals from different terminals are distinguishable by the UAV array, and thus restores the MIMO spatial multiplexing gain. Another way of utilizing MIMO in UAV systems is through mmWave communications, for which the MIMO array gain, instead of the spatial multiplexing gain, is more critical due to the large available bandwidth as well as the high signal attenuation. However, due to the high mobility of UAVs, it would be quite challenging to achieve transmitter/receiver beam alignment for directional mmWave communications, an issue that needs to be properly addressed before mmWave MIMO could be practically employed in UAV systems.

**Communications with UAV Controlled Mobility**

The high mobility of UAVs offers unique opportunities for performance improvement in UAV-aided communications. In this section, we discuss two key techniques for wireless communications with UAV controlled mobility, which are UAV-enabled mobile relaying and device-to-device (D2D)-enhanced UAV information dissemination.

**UAV-Enabled Mobile Relaying**

Relaying is an extensively studied technique in terrestrial communication systems for throughput/reliability improvement as well as range extension. Due to the practical constraints such as limited mobility and wired backhauls, most relays in terrestrial systems are deployed in fixed locations, which we refer to as static relaying. To further exploit UAV controlled mobility, we present in this subsection a UAV-enabled mobile relaying strategy, which works particularly well for delay-tolerant applications.

With mobile relaying, the UAV flies continuously between the source and destination aiming to reduce the link distances during both UAV information reception and relaying phases. For example, with half-duplex decode-and-forward (DF) mobile relaying, each relaying cycle consists of two phases each with duration $\delta$ s, where $\delta$ is determined by the maximum tolerable delay. As illustrated in Fig. 3a, the first phase corresponds to UAV information reception, where it keeps receiving and decoding the information sent from the source and stores in its data buffer. Concurrently, starting from the initial position at the middle point between the source and destination, the UAV first flies toward the source at maximum possible speed $v$, and then flies back promptly so that it returns to the initial position at the end of the first phase ($t = 2\delta$). Note that if $v$ and/or $\delta$ is suf-
ficiently large, the UAV will have time to hover above the source before returning so as to enjoy the best channel for data reception. In the second phase starting from \( t = \delta \), the UAV sends the data in its buffer to the destination. This is accompanied by symmetric UAV movement, where it first flies toward the destination, hovers above the nearest location to the destination if time allows, and then returns to the initial position at the end of the cycle (\( v = 2\delta \)). It is evident that compared to static relaying with the fixed UAV location at the same initial position, the proposed mobile relaying strategy always enjoys a shorter link distance (or better average channel) in each of the two phases of information reception and relaying. This is illustrated in Fig. 3b with \( \delta = 20 \) s under different UAV velocity and a constant flying altitude \( H = 100 \) m. The carrier frequency is 5 GHz, and the source and destination are assumed to be separated by \( R = 1 \) km. It is observed from Fig. 3b that with higher UAV speed, mobile relaying enjoys larger link gains (or less path loss) than static relaying. In particular, for sufficiently large UAV speed (e.g., \( v = 100 \) m/s), the UAV would be able to stay stationary above the source and destination each for about 10 s, during which the path loss remains at a constant value that is about 14 dB lower than that of the static relaying.

By employing adaptive rate transmission, the proposed mobile relaying strategy can achieve significant throughput improvement over conventional static relaying. This is illustrated in Fig. 4, where the spectrum efficiency in bits per second per Hertz is plotted against the maximum tolerable delay \( \delta \) for different UAV velocity. Both the source and the UAV are assumed to transmit with a constant power \( P \), with \( P \) setting to a value so that the average received signal-to-noise ratio (SNR) at the UAV for the static relaying is 10 dB. Note that the direct link between source and destination is assumed to be blocked and thus ignored. For simplicity, we assume that the Doppler effect due to the UAV’s mobility has been well compensated at the receivers. It is observed that for sufficiently high delay tolerance \( \delta \), the mobile relaying strategy achieves a throughput more than twice that by static relaying. Furthermore, for any fixed \( \delta \), larger throughput is achieved for higher UAV velocity, which is as expected.

Note that an alternative strategy of mobile relaying is known as data ferrying or load-carry-and-delivery [3]. With this strategy, the UAV “loads” the data from the source as it reaches the nearest possible location from the source, flies toward the destination with the loaded data until it reaches the nearest possible location to the destination, and then delivers the data to the destination. As data ferrying has less communication time than the proposed mobile relaying, its achievable throughput is expected to be smaller, especially for cases with low UAV speed and/or stringent delay requirement. Furthermore, in the above discussions, a data buffer with sufficiently large buffer size is assumed at the UAV. In general, there is a trade-off between onboard buffer size and achievable throughput in the mobile relaying design.

**Figure 4.** Spectrum efficiency vs. maximum tolerable delay with mobile vs. static relaying.

### D2D-Enhanced UAV Information Dissemination

D2D communication is an effective technique for capacity improvement in terrestrial communication systems [15]. The main idea is to offload the BS by enabling direct communications between nearby mobile terminals. For UAV-aided communication systems, D2D communication is expected to play an important role by providing additional benefits such as UAV energy saving and lower capacity requirement for UAV wireless backhaul. Many existing D2D techniques for terrestrial communication systems, such as those on interference mitigation and spectrum sharing, can be directly applied in UAV-aided communications, especially in the scenario to support ubiquitous cellular coverage as shown in Fig. 1a. On the other hand, new D2D communication techniques could be devised by exploiting the unique characteristics of UAV-aided communications. In the following, we present one such technique, D2D-enhanced UAV information dissemination, which aims to efficiently disseminate information to a large number of ground nodes by exploiting both D2D communications and the UAV mobility.

As illustrated in Fig. 1c, we consider the scenario where one UAV flies over a certain area to distribute a common file to a large number of ground nodes. One simple approach to achieve this is by letting the UAV repeatedly transmit the same file as it flies over different ground nodes until all of them successfully receive the file. It is not difficult to see that such a scheme requires substantial UAV retransmissions, and its performance is essentially limited by the ground terminals that experience the weakest channel conditions with the UAV. The D2D-enhanced information dissemination scheme can effectively solve this problem with a two-phase protocol, as illustrated in Fig. 5. In the first phase, the UAV broadcasts the appropriately coded file to the ground nodes as it flies over them. Since each node has only limited wireless connectivity with
Phase II: D2D file sharing

In this article, we have provided an overview on UAV-aided wireless communications with the help of three use cases: UAV-aided ubiquitous coverage, UAV-aided relaying, and UAV-aided information dissemination. The basic networking architecture and main channel characteristics have been introduced. Furthermore, the key design considerations for UAV communications have also been discussed. Lastly, we have highlighted two key performance enhancing techniques by utilizing UAV controlled mobility, including UAV-enabled mobile relaying and D2D-enhanced UAV information dissemination. It is hoped that the challenges and opportunities described in this article will help pave the way for researchers to design and build UAV-enhanced wireless communication systems in the future.

CONCLUSIONS

The UAV, it is very likely that it can only successfully receive a fraction of the file, where different portions of the file are received by different nodes. In the second phase, the ground nodes exchange their respectively received data via D2D communications, until all the nodes receive a sufficient number of packets to successfully decode the file. This scheme significantly reduces the number of UAV retransmissions, and as a result the total flying time of the UAV, which saves its energy and is particularly useful for small UAVs with limited onboard energy. Notice that if the ground nodes are distributed over a wide geographical area, efficient node clustering algorithms can be applied to improve the file sharing performance by enabling short-range D2D communications only within each cluster. The joint optimization of the UAV path planning, coding, node clustering, as well as D2D file sharing for this scenario is an important problem for future research.
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LTE in the Sky: Trading Off Propagation Benefits with Interference Costs for Aerial Nodes

Bertold Van der Bergh, Alessandro Chiumento, and Sofie Pollin

The popularity of unmanned aerial vehicles has exploded over the last few years, urgently demanding solutions to transfer large amounts of data from the UAV to the ground. Conversely, a control channel to the UAV is desired, in order to safely operate these vehicles remotely. The authors analyze the use of LTE for realizing this downlink data and uplink control. By means of measurements and simulations, we study the impact of interference and path loss when transmitting data to and from the UAV. Two scenarios are considered in which UAVs act as either base stations transmitting in downlink or UEs transmitting in uplink, and their impact on the respective downlink and uplink performance of an LTE ground network is analyzed. Both measurements and simulations are used to quantify such impact for a range of scenarios with varying altitude, distance from the base station, or UAV density. The measurement sets show that signal-to-interference ratio decreases up to 7 dB for UAVs at 150 m compared to ground users. Simulation results show that a UAV density of 10/km² gives an average degradation of the signal-to-interference ratio of more than 6 dB. It is concluded that interference is going to be a major limiting factor when LTE enabled UAVs are introduced, and that strong technical solutions will have to be found.

Introduction

There has been a tremendous increase in research efforts and commercial applications for unmanned aerial vehicles (UAVs); precision agriculture, remote sensing, security, environmental monitoring, search and rescue, delivery of goods and many more.

Many applications will need communication with the UAV. Application layer information, gathered by the sensors and cameras onboard, has to be transmitted from the UAV to the ground. Control information may also have to be uplinked to the UAV. Typically, special proprietary communication technologies are employed.

Although the use of WiFi communication protocols for UAVs has been thoroughly investigated [1, 2], very few researchers have analyzed Long Term Evolution (LTE) and other cellular technologies. Nevertheless, connecting UAVs through LTE technologies has many potential advantages, such as enabling ubiquitous and line-of-sight connectivity relying on pre-existing network infrastructure. Since high throughput is expected, LTE datalink packages should be deployable for all but the most bandwidth-hungry applications.

Furthermore, research interest in using airborne nodes as easily deployable LTE base stations is growing. These are particularly interesting in emergency situations where the ground infrastructure might fail or when there is a sudden and temporary increase in demand. Due to their high altitude, UAV base stations are able to cover very large areas. Furthermore, they can be provisioned quickly, as long as backhaul services are available.

The effect of an airborne LTE user on the uplink of the ground network when transmitting with almost line-of-sight channel conditions should be studied carefully in order to ensure compatibility with the existing infrastructure. Furthermore, if the UAV acts as a base station and is placed considerably above ground, it may interfere with a vast number of terrestrial base stations due to its large service area. Interference management solutions should therefore be foreseen.

In the literature, the impact of UAV nodes on terrestrial communication technology is usually quantified purely on the benefits of having a better link to the aerial nodes. The issues of interference, especially in the uplink, are left largely unconsidered.

In [3], the authors present a closed-form expression for determining the optimal altitude of a UAV base station for maximum coverage. This analysis predicts that propagation behavior close to free-space is expected between the UAV and a ground user equipment (UE) in an unpaved environment, as previously explained in their earlier work [4].

Furthermore, it is stated that additional propagation losses heavily depend on the environment. The authors show that the probability of free-space loss is very high in suburban environ-
The usage of UAVs as relays to compensate for downlink in LTE network outage is also studied in [5]. In the article, the authors show that careful UAV placement can greatly mitigate the outage and that by increasing the UAV’s transmit power, it is possible to increase coverage and limit the number of UAVs necessary. On the other hand, the effect of uplink communication is completely ignored, and the authors assume the same path loss between a ground base station and its users and between a UAV relay and the ground users, which greatly underestimates the possible interfering effect of the UAV.

In [6], the usage of UAVs as mobile base stations for public safety communication in case of natural disaster is investigated. The simulation results show that the wireless coverage is greatly enhanced by using multiple UAVs in areas left uncovered by a missing ground base station. Also in this case, the gain for UAV deployment increases with the path loss exponent, reiterating that interference may be a serious bottleneck not yet studied.

The authors of [7] present another study on the optimal coverage areas, transmit power, and altitude of UAV base stations with and without interference. The main objective of the work is to study the impact of interference on the coverage performance of the UAV base stations and propose a closed form mutual-interference-based solution for the optimal distance between UAVs. On the other hand, the analysis does not take into consideration the effects of different propagation environments, and there is no ground network considered, which is the main focus of this article.

This work presents an analysis of the impact of LTE-enabled UAVs on an already existing LTE ground network. The dual cases of UAVs as UEs and UAVs as base stations (eNodeBs) are investigated. The impact is quantified using a combination of simulations and measurements.

The article is structured as follows. In the following, a system model of the envisioned network is presented. We discuss the measurements obtained and highlight some considerations on the nature of the propagation channel between the ground network and the UAV. The results obtained in the measurement campaign are extended with simulation results, and an analysis of the possible gains and losses incurred when introducing UAVs in an LTE network is presented. Finally, concluding remarks are given.

ARCHITECTURES FOR COMBINED AERIAL AND TERRESTRIAL LTE NETWORKS

In this section, the envisioned architecture of the LTE network is introduced. A network with both airborne and terrestrial UEs and eNodeBs is studied. The ground infrastructure is first described, and then the differences between the terrestrial and aerial nodes are discussed. The simulation scenarios used to investigate the impact of aerial nodes on the ground network are presented at the end of this section.

Figure 1. The 3D LTE network.

GENERAL AERIAL AND TERRESTRIAL LTE ARCHITECTURE

An idea of the envisioned infrastructure, in which LTE-enabled UAV UEs and eNodeBs interact with a ground network, is presented in Fig. 1.

The ground network is composed of eNodeBs, each divided into three sectors, and the UEs. The eNodeB is responsible for ensuring a correct, robust, and reliable communication link to and from its served UEs. In order to avoid self-interference between sectors and increase gain, the eNodeB is equipped with directional antennas to focus the transmitted signal on the area covered by each sector. Interference between cells is minimized by detailed cell planning, antenna tilt optimization, and power control. The eNodeBs typically can use a relatively high transmit power, which allows them to cover wide areas, from a few hundred meters up to tens of kilometers in radius.

On the other hand, the UE is meant to be portable. For this reason, an omnidirectional antenna is usually employed, which allows the UE to transmit and receive in any direction without gain or losses. Transmit power is limited to conserve battery life. Even though these UE characteristics make it very versatile, they also present a serious challenge for the deployment of aerial LTE nodes.

The reduced transmit power of the LTE UE also means that a UAV UE might be able to interfere with the uplink communication of many ground UEs as the path loss between the aerial node and the ground eNodeB can be considered to be generally better than the one between the ground UE and ground eNodeB.

The aerial nodes operate in a similar way to the ground ones; the chief difference being mostly their mobile nature. As they can move in three dimensions, they could be placed in locations where the path loss between the aerial UE or eNodeB and the ground nodes is optimal.
It is assumed that a UAV UE will make use of off-the-shelf LTE radio equipment. Thus, this implies that, with respect to the LTE modem, a UAV UE is identical in operation and specifications to a ground UE.

UAV eNodeBs are, in this context, treated as small cells and thus follow the same design rules normally associated with femtocells [8]. Each UAV eNodeB employs an omnidirectional antenna and operates with reduced transmit power. This ensures that the UAV signal propagates in every direction, and the reduced power should limit the influence on neighboring aerial and ground cells.

Some backhaul connection to the UAV eNodeB is assumed to be present. It is outside the scope of this work to perform a study on the most appropriate candidate for such connection, but technologies such as optical or millimeter-wave (mmWave) links might be employed.

### THE SCENARIOS UNDER TEST

In this work, two scenarios are examined that employ one or more UAVs in a fourth generation (4G) LTE network as either UEs or eNodeBs.

The first scenario, visible in Fig. 1, consists of a UAV containing an LTE modem and acting as a UE. This device transfers data to and from its serving ground eNodeB while being in proximity of a ground UE transmitting to a different cell.

The impact on uplink communication (from ground UE to ground eNodeB) due to interference from the UAV UE to the ground eNodeB is simulated by quantifying the signals. The antennas of the terrestrial base stations typically have a certain downtilt. This means that the radiation of the antenna is predominantly aimed at the ground. The impact of this is also analyzed. In this work, the ground eNodeBs make use of electrically downtilted antennas of the type produced by Kathrein for LTE base stations with an electrical downtilt of 8°. The ground eNodeBs also transmit with a power of 40 dBm over the overall bandwidth considered, in this case 20 MHz.

Both the UAV and ground UEs transmit with the maximum power allowed to the LTE user equipment of 23 dBm. It is assumed the UAV has a line-of-sight channel to the ground base station due to its favorable altitude. This assumption is supported by real-life measurements. Shadowing is nonetheless introduced to provide a loss due to the suburban environment scenario.

Shadow fading is then imposed on the received signal as log-normal distribution of mean 0 dB and standard deviation 10 dB.

The second scenario employs UAV eNodeBs for filling gaps in the LTE ground network coverage. Because of the favorable propagation conditions to and from the UAV due to the mostly line-of-sight channel, this type of platform is ideally suited for base station deployment. However, the down- and uplink signals from the UAV base station cause interference to the terrestrial network. Potentially, the total throughput will go down if too many UAV eNodeBs are deployed.

In this case, a multi-cell ground network composed by 7 eNodeBs and 21 macrocell sectors is considered. Each sector makes use of the same antenna and transmit power as the previous scenario. The UAV eNodeBs, on the other hand, transmit their downlink signal to the ground UEs with 10 dBm power and hover at 150 m of altitude. The transmit power is chosen accordingly with the LTE standard requirements for small cells [8]. The number of UAVs is varied in the simulations to study their effect on the signal level at the ground, thus considering propagation and inter-cell interference.

### MEASUREMENTS

In order to quantify the performance of 4G LTE in the air, several measurements have been performed using a sports airplane at 150 m and 300 m altitude. The main goal of this measurement campaign was to quantify the interference to the LTE modem as a function of altitude. As a result, only an airborne LTE receiver was considered. During this flight the LTE signals in the 800 and 1800 MHz bands have been digitized and recorded using an NI USRP X310 SDR. An ANT-IBAR-FMEF antenna from RF-solutions was attached to a window of the airplane. A significant benefit of using software defined radio (SDR) technology is that the analysis of the results can be done afterward. This is important because considerable time and money needs to be invested in performing these measurements. It is then also possible to reuse the collected data for future studies. To analyze the data, GNURadio, openLTE, and LTE Cell Scanner were used.

To complement this measurement for lower altitudes, a quadrotor UAV was used between 0 and 120 m. Due to weight constraints, part of the UAV measurements were done using an off-the-shelf LTE-capable cell phone (OnePlus One) running an LTE cell tracking application. The used application was G-MoN for Android. Additional measurements were performed using an RTL-SDR. The RTL-SDR was also used to perform a ground measurement to use as reference.

The position, as acquired via GPS, is also logged in the air and on the ground, giving the exact 3D locations of all the measurements. The followed trajectory was along the Belgian coast.

It is assumed that with increasing altitude, the airborne receiver will be able to receive signals from a larger number of ground base stations. This is caused by the fact that, above a certain altitude, the propagation becomes line-of-sight. There is no more shadowing, as proven in [1] for WiFi. This assumption also holds for a very
significant obstacle to microwave communication, the Earth itself: with increasing altitude the distance to the radio horizon will become larger [9]. In Fig. 2 one can see the number of cells that are visible to the receiver. The left plot shows the measurements performed by the UAV at the KU Leuven UAV proving ground, while the right plot shows the results found along the coast using the airplane. To be able to compare inland and coastal measurements, taking into account that there are no base stations in the sea, the number of base stations seen at the coast has been multiplied by two.

The number of ground base stations identified increases significantly with altitude. This has the advantage that the airborne receiver has a high probability of being covered by the ground network. However, as a result, inter-cell interference is expected to increase significantly at higher altitudes. This leads to a decreased signal-to-interference-plus-noise ratio (SINR) at the airborne receiver. Even worse, in the other direction, due to the very good line-of-sight propagation conditions, the uplink signal transmitted by the UAV UE can potentially interfere with many ground UE transmissions in multiple cells.

In Fig. 3 the reference signal received power (RSRP) signal level of the two best cells is observed from a hovering UAV as a function of the altitude. The RSRP is the average received signal power across the downlink bandwidth. It can be seen that the signal level from the cell that was optimal at ground level decreases. This is mostly caused by the transmission pattern of the base station antenna and the increasing distance. The signal level from the weaker cells (cell 2) increases with altitude due to the elimination of obstacles between the ground eNodeBs and the aerial UE. This reduction in shadowing improves the propagation conditions. At a certain point the shadowing is completely overcome. This can be observed as a flooring of the RSRP level in Fig. 3. Further reduction in signal strength due to the path length increasing with altitude is greatly reduced as the distance between the UAV and these cells becomes significant compared to the altitude of the UAV. As such, the free space path loss changes only slightly.

The main conclusion that can be drawn from these measurements is that the downlink signal level received by the UAV from ground eNodeBs is predominantly determined by shadowing-free line-of-sight propagation loss and the base station antenna gain pattern.

Rather than just focusing on signal power, a more meaningful metric is given by the SINR as it allows the definition of an altitude at which the ground signal can still be decoded. During this experiment the SINR, measured on the synchronization symbols, is compared at three different altitudes: ground, 150 m, and 300 m, as shown in Fig. 4. It can be seen that although more cells are detected at higher altitudes, the SINR of the best cell seen at each of those specific altitudes is much lower than the SINR witnessed at ground level. There is a further slight decrease between 150 m and 300 m.

The observed reduction of SINR is not explained by an overall reduction in signal...
strength. While the signal strength of the best cell at ground level does go down, as shown earlier, many other cells are also received; thus, an aerial UE can hand over to a ground eNodeB with stronger signal. The power received from all the additional cells visible from those altitudes adds up, resulting in an overall received power greater than or equal to that at ground level. The decrease in SINR is then a function of the dramatic increase in interference.

In the following section, an analysis built on simulation and based on the measurement results for the scenarios depicted earlier is presented. The propagation conditions and considerations on the wireless channel between aerial and terrestrial nodes considered in those simulations are extracted from the measurement results discussed above.

**SIMULATIONS**

The simulations were performed using the Vienna LTE simulator [10]. In the first simulation the coverage of a network, partially served by UAV base stations, is analyzed. In the initial scenario there is a macrocell ground network composed of seven base stations with three active sectors each. The overall simulated area is 14 km². Figure 5a shows how the coverage area is divided when only the ground network is active. Each sector’s coverage area is marked with a different color. The propagation conditions for these macrocells are configured as suburban.

In the next steps one or more UAV eNodeBs are deployed in random locations. As gathered from the measurement section, the UAVs have line-of-sight propagation. This is justifiable if the UAVs hover at sufficiently high altitude. Short-term fading is still taken into account as the terminals will likely be deployed in an environment with obstructions.

The UAV eNodeBs transmit at 10 dBm. This low output power seems feasible on a UAV as high-powered, highly linear amplifiers will likely be too heavy and power-hungry for the smaller UAVs that can be safely deployed in civilian environments. Furthermore, this is also the limit usually associated with small cells. In Figs. 5b–5d, the coverage area for a macrocell network in which UAV base stations are present is shown. The density of UAVs varies between 1 and 100 UAVs/km². The coverage areas for the ground sectors are shown in different shades of blue, white, to increase contrast, the ground areas now associated with the UAVs are shown in yellow. Because of their good propagation conditions, even with this low output power, the UAVs have serious impact in a significant portion of the coverage area.

As the number of UAVs increases, the area covered by aerial eNodeBs also increases; as a
result, one would assume the more UAVs eNodeBs deployed, the better the coverage would become. Instead, if a free space path loss is assumed between the UAV base stations and the ground UEs, the addition of even 1 UAV/km² lowers the overall SINR. The UAV eNodeBs do cause severe interference to the macrocells and to each other. Figure 6 presents the average loss of SINR on the ground due to the introduction of UAV base stations.

As a final study, the scenario of a UAV as UE is analyzed. This UAV UE transmits data to the ground eNodeB and creates interference at neighboring eNodeBs that receive uplink data from their ground UEs. It is likely that many future applications will want to build on the existing LTE network for data transfer. It is assumed that a UAV UE would transmit application data to the network. In this scenario, the UAV UE hovers above a terrestrial UE at varying altitudes. As seen in the measurements, the UAV does not necessarily connect to the same cell as a ground UE would for the same location because of the different propagation conditions at higher altitudes. Therefore, it is assumed that uplink transmissions between the UAV UE and the ground UE to their respective base stations are not coordinated.

A first worst case simulation in this scenario is performed using omnidirectional antennas for the ground UE, UAV UE, and base station. The result of this simulation has not been included since the interference effects are so great that the ground UE does not get any throughput. This simulation was then repeated for a practical case where the base station antenna has a gain of 17 dBi and an electric downtilt of 8°, while the UEs keep omnidirectional antennas. Simulations to show the uplink SINR at the base station have been carried out with both ground UE and UAV UE in front of the base station’s antenna at a distance of 500 m (black dashed curve in Fig. 7), ground UE and UAV UE under the base station’s main lobe (red dotted curve), and both ground UE and UAV UE on the side of the coverage area at a 60° angle (blue solid curve). The throughput loss due to interference is then heavily dependent on the radiation pattern of the antenna. It is interesting to note that various peaks are present in the SINR curves. These are due to the vertical side lobes in the radiation pattern of the ground eNodeB’s antenna.

At some point the red curve floors, as the UE remains under the main lobe of the eNodeB and the UAV keeps increasing in altitude. The SINR increases as the interference caused by the UAV is decreasing due to higher path loss. The black and blue curves have similar patterns, but the exact height at which the effect of the radiation lobes becomes less prominent is different for side and front lobes.

**CONCLUSION**

In this article it is shown that LTE might not be used effectively, like many plan to do, in airborne systems without thinking about the interference potential. Measurements have shown that while the signal received by a single base station does decrease rapidly with altitude, at least until line-of-sight propagation is established, the overall received power by a UAV UE increases because of the larger number of eNodeBs visible. This translates into a real loss of signal quality as the overall SINR decreases.

In order to analyze the impact of this assumption on the introduction of LTE enabled UAVs, two scenarios with the UAV acting as either eNodeBs or UEs have been considered. The performance on ground network downlink coverage in the case UAV eNodeB deployment is strongly impacted by the strong line-of-sight component between the UAVs and the ground. Thus, the introduction of even one low-power UAV eNodeB per square kilometer decreases the overall SINR.

If, on the other hand, UAV as UEs are intro-
duced, the impact these have on the uplink connection between ground users and their serving ground eNodeB is considered in the second scenario. In this case, also because of the strong channel between UAV UEs and the ground eNodeBs, strong interference is witnessed at the base station. This effect is partially mitigated by the downtilt and directivity of the ground eNodeB's antenna.

Thus, this work highlights the fact that the current LTE network does require important modification for successful integration of LTE-enabled UAVs as either eNodeBs or UEs. Future research efforts will then have to leverage the specific strong line-of-sight propagation component to be directed toward a better dynamic interference management system for aerial base stations and a new standard for power limitations for aerial UEs. Solutions can also be found in novel air interfaces, such as massive MIMO and 5G. Another important aspect to study could be relaying, which will benefit from the good line-of-sight channel.
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Characterization of communication links in Aerial Wireless Sensor Networks (AWSNs) is of paramount importance for achieving acceptable network performance. Protocols based on an inaccurate communication model may exhibit inconsistent behavior due to link degradation not considered during the design stage. It is thus necessary to account for factors that affect link performance in real deployments. This article details observations from experimental research in the existing literature to characterize the behavior of communication links in AWSNs. The contributions of this article are two-fold. First, we consider research carried out on low-power low-data rate Zigbee-compliant radios and observe common denominator characteristics such as environmental factors, antenna orientation, and the multi-path fading effect due to ground reflections as major contributors to link degradation in AWSNs. We analyze these common denominator characteristics and perform an experimental assessment of their relative importance. Second, based on these observations, we recommend measures that can help alleviate the effect of these potential sources of performance degradation in AWSNs in order to achieve significantly improved network performance.

ABSTRACT

Characterization of communication links in aerial wireless sensor networks (AWSNs) is of paramount importance for achieving acceptable network performance. Protocols based on an inaccurate communication model may exhibit inconsistent behavior due to link degradation not considered during the design stage. It is thus necessary to account for factors that affect link performance in real deployments. This article details observations from experimental research in the existing literature to characterize the behavior of communication links in AWSNs. The contributions of this article are two-fold. First, we consider research carried out on low-power low-data rate Zigbee-compliant radios and observe common denominator characteristics such as environmental factors, antenna orientation, and the multi-path fading effect due to ground reflections as major contributors to link degradation in AWSNs. We analyze these common denominator characteristics and perform an experimental assessment of their relative importance. Second, based on these observations, we recommend measures that can help alleviate the effect of these potential sources of performance degradation in AWSNs in order to achieve significantly improved network performance.

INTRODUCTION

An AWSN generally consists of multiple UAVs that are capable of flying over an area of interest to sense and collect information. The sensed data is relayed to a ground station by equipping the UAV with a cellular, 802.11, or ZigBee radio. Even though this enables real-time collection of data, the area that can be monitored is limited to the range of the wireless radio. However, if the UAVs can communicate with each other and create a multi-hop aerial network, then the sensed information can be relayed back to a distant base station in real-time. Network protocols are responsible for overseeing this data relay.

On the surface, this kind of network may appear to be very similar to ad-hoc networks, extensively studied by the networking community. However, one of the major distinctions of AWSNs is the dynamism associated with the underlying communication links due to continuous mobility. Link quality evaluation for stationary radios in indoor and outdoor environments are not necessarily valid for an airborne mobile WSN [1]. Wireless communication in AWSNs can be affected by several factors such as interference, path loss, multi-path propagation, Doppler effect, etc. Moreover, differences in height of the sender and the receiver antennas make it distinct from the traditional mobile networks. In designing robust protocols, it is therefore necessary to derive realistic abstractions of the wireless communication properties for multi-hop AWSNs.

A general consensus in the wireless research community is that simulation results alone do not adequately reflect the real behavior of wireless ad-hoc networks due to the simplified radio propagation models [2–4]. Protocols designed based solely on simulation studies do not always work when they are subjected to real deployments. This motivates the study of empirical link characterization to understand the network connectivity dynamics for an AWSN in order to design robust and practical protocols for an AWSN.

Most of the link characterization work for AWSNs reported in the literature are either based on WiFi links [5], [6] or a combination of 802.11 and cellular communications [7], [8], [9]. However, the results from these studies cannot be applied to low power links, as wireless signal propagation with low-power radios is more prone to interference and noise.

In this article we only focus on low-power low-data rate ZigBee-compliant 802.15.4 radios, as these are the most widely used off-the-shelf devices for sensor network based applications [10] and provide a snapshot of the current research work for experimental evaluation of the link characteristics. We discuss the research methodologies and experimental results from research covering different WSNs and aerial platforms, namely a 3-D testbed deployment with a XYZ sensor platform [11], a fixed wing UAV with XBEE Pro radios [12], and a fixed wing UAV with a Fleck3 platform [13]. In our earlier work [14] we used static plastic poles to investigate the performance of the TelosB platform for use in aerial networks. We have recently performed additional experiments with UAVs (HexaCopters) to overcome the height limitations associated with static poles (4.2m was the maximum height used in our previous work). Results from these aerial experiments are also included in this article.

The contribution of this article is twofold.
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### Table 1. Comparison of experimental setup for link characterization.

<table>
<thead>
<tr>
<th>SPH</th>
<th>Delta Wing (0.8m wing span)</th>
<th>XBeePro 2.4GHz ZigBee</th>
<th>On-chip</th>
<th>A-A and A-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moltkner et al. [1]</td>
<td>Fixed Wing (0.5m wing span)</td>
<td>XBeePro 2.4GHz ZigBee</td>
<td>Straight wire monopole</td>
<td>Antenna orientation</td>
</tr>
<tr>
<td>SensorFlock</td>
<td>Fixed Wing</td>
<td>XBeePro 2.4GHz ZigBee</td>
<td>Quarter wave whip antenna</td>
<td>A-A, A-G, and G-A</td>
</tr>
<tr>
<td>Allred et al. [12]</td>
<td>Fixed Wing</td>
<td>Fleck3 Nordic nRF905 900MHz</td>
<td>External monopole with SMA extension</td>
<td>A-A, A-G, and G-A</td>
</tr>
<tr>
<td>LAAWN Ahmed et al. [14]</td>
<td>Static poles</td>
<td>TelosB with ChipCon CC2420</td>
<td>On-chip inverted F</td>
<td>Antenna orientation</td>
</tr>
<tr>
<td>This work</td>
<td>HexaCopters</td>
<td>TelosB with CC2420</td>
<td>On-chip inverted F</td>
<td>A-A, A-G, and G-A</td>
</tr>
</tbody>
</table>

First, we identify common denominator characteristics that are most critical for the design of robust network protocols, and we provide an experimental assessment of their relative importance. Second, we recommend measures that can help alleviate the effects of link degradation due to these factors. These design recommendations are generally applicable for any ZigBee based AWSN.

### Link Quality Evaluations

Radio link characterization experiments are usually conducted to verify/evaluate the RF performance of the tested hardware platform. Most RF platform manufacturers also provide link quality estimation (LQE) data with respect to their hardware for benchmarking purposes. However, these results are often not entirely valid when these platforms are used in the field. There are multiple reasons for this discrepancy. First, the environment used in benchmarking tests is more likely to be different in the field, with different background noise and multi-path propagation effects. Second, the hardware may experience interference caused by other active RF devices in the field as compared to the test environment. Moreover, each hardware transceiver inherits internal noise due to the manufacturing process, causing it to behave differently from the benchmarked hardware [10]. It is thus beneficial to evaluate the in-situ performance of the hardware to ascertain its suitability in the actual deployment.

In this article we categorize the link quality evaluation experiments used for characterizing the RF links in AWSNs in three main categories. The first category of experiments, referred to as the antenna orientation experiments, aims to quantify the performance of the tested platform with respect to the sender-receiver antenna orientation. The second set of experiments aims to estimate the path-loss exponent for three different kinds of communications links: air-to-air (A-A), air-to-ground (A-G), and ground-to-air (G-A). This estimation helps in deriving more realistic RF modelling for different kinds of links and eventually improving the accuracy of WSN simulations. The third category of experiments evaluate the performance of different types of links in AWSNs by varying distances and heights above ground. Packet loss and RSSI values are monitored for all the links in the topology to establish the comparative link performance. For comparison purposes, we first list the experimental setup in Table 1 for the research works being discussed in this article.

### Characterization of Antenna Orientation

An overarching assumption, often made during the design phase of a WSN, refers to the radiation pattern of the antenna. For an omni-directional antenna, it is conveniently assumed that the antenna transmits with equal power in all directions, making the pattern uniform, resembling a circle (2-D space) or a sphere (3-D space). However, research results [10] indicate that in practice this assumption does not hold. As a result, any protocol that attempts to infer distance (or localization) information directly based on uniform RSSI values produces erroneous results [11]. It is thus imperative to estimate the actual radiation pattern emitted by the antenna, more so for aerial networks.

Allred et al. in SensorFlock [12] used a quarter-wave whip antenna with XBeePro radios mounted on fixed wing MAVs loitering around a base station. The antenna was oriented vertically, pointing upward when the plane was level. They evaluated the dependence of RSSI on transmit antenna orientation and reported that for A-G links, maximum RSSI is received at around 60 degree orientation, while minimum RSSI occurs at 0 and 180 degrees. Interestingly, the minimum was 5 dB to 10 dB weaker than the maximum value. Corresponding values for A-A were maximum at 90 degrees and 0 and 180 degrees as minimum. They concluded that RSSI has a non-linear dependence on orientation angle and that radiation pattern roughly resembles the shape of a donut/toroid.

Lymberopoulos et al. in [11] used a static 3D topology configuration in an indoor basketball court measuring 24 m (L) × 14 m (W) × 9.1 m (H). The transmitter was attached to a rope at about 2.45 m height above the floor and the receivers were placed at different heights (0.38 m, 1 m, and 2 m) for measuring the RSSI values. They used a sub-optimal monopole antenna (74 mm length instead of the recommended length of 28 mm) attached with XYZ motes to reduce the transmission range of the transmitter. They observed...
that when the height difference between the transmitter and the receiver is small, the RSSI versus distance plot can be easily fitted to the log-normal signal propagational model. However, when the height difference between the transmitter and the receiver increases, then the antenna orientation becomes a major factor causing inconsistency in RSSI values as different heights of the receiver at equal distances from sender produce very different RSSI values. They concluded that the antenna orientation effects are the dominant factor in the signal strength sensitivity, especially in the case of 3-D network deployments.

In our previous work reported in [14], we conducted antenna orientation experiments employing the TelosB platform. The antenna on-board the TelosB is a standard inverted F type antenna. This set of experiments was performed with the sender at 1.4 m height above the ground while the receivers (at 0.1 m height) were arranged at 45 degree angles at a distance of 10 m from the center in a star topology. All nodes were first calibrated by mounting SMA receptacle jacks on TelosB nodes (disabling the PCB inverted F antenna) and connecting each node to a sender of known signal power through a 1.5 m coaxial cable. The transmission power for all the nodes was set at 0 dBm operating on ZigBee channel 26. The experiment was then repeated with three different sender nodes to avoid any possible hardware bias.

The radiation pattern observed from these experiments is shown in Fig. 1, where average RSSI values across all the receiver nodes have been plotted. The results show the existence of regions of better RSSI reception at approximately 135 degree and 225 degree orientation, confirming that the RSSI values depend on the relative direction of the receiver in the sender’s antenna radiation pattern.

Note that the RSSI values are affected by a variety of factors besides the antenna orientation. In order to isolate the experimental results from the effect of fading and multi-path, we conducted an experiment in a RF anechoic chamber to plot the nodes’ free-space antenna patterns. Both the sender and the receivers were placed approximately 1 m above the ground. The radiation pattern observed in the anechoic chamber confirms the dependence of RSSI on antenna orientation similar to what was observed in the outdoor experiments.

Discussion: In summary, the results from all the three experimental studies [11, 12, 14] show that low power WSN devices do exhibit directional bias in the observed radiation pattern with distinct regions of better RSSI reception. The simplifying design assumption of a uniform circular radiation pattern can thus lead to link outages and poor performance in actual field deployment. The existence of “lobes” of high RSSI reception in the radiation pattern is useful for an aerial network where the UAV can rotate and orient itself to align to one of its better performing lobes in order to achieve better link performance. Thus it is beneficial to ascertain the actual radiation pattern of the hardware setup in use to leverage its unique transmission characteristics.

Characterization of Path Loss Exponent

The characteristics of a transmitted signal changes as it spreads from the transmitter. Channel propagation models estimate the state of the received signal based on channel and environmental characteristics. The log-distance path loss and log-normal shadowing model [15] are used to relate distances from the easily obtainable RSSI values. As the average received signal strength decreases logarithmically with distance, the path loss exponent (PLE) is an indicator of the rate of decrease in RSSI with respect to the increase in distance from the transmitter. The PLE estimation (or calibration) is essential for an increased understanding of the wireless propagation characteristics under different operational environments. Existing techniques estimate the PLE by measuring both RSS and distances in the same environment prior to actual system deployment. This has the advantage of implicitly taking into account all propagation factors, both known and unknown, through actual field measurements [15]. PLE is then estimated by plotting the scatter plot of RSSI (dB) vs. distance (log) and then finding the slope of the line of least square fit for the distribution.

Distance estimation based on RSSI values could become trivial if the observed rate of decrease in RSSI is linear with an increase in distance. However, as there are three different types of links in an AWSN deployment (A-A, A-G, and G-A), we expect all three links to exhibit different propagation characteristics based on various factors such as shadowing, ground absorption and reflection, multi-path, line of sight, etc. It is thus interesting to estimate the in-situ PLE for modelling three different types of links. The better is the estimation of PLE, the better would be the performance of the protocols that utilize the RSSI-distance relationship.

Table 2 lists the results of channel measurement and modelling experiments performed by different research efforts to estimate the PLE for different types of wireless links. All research efforts point to the fact that A-A has the least PLE while G-G has the highest value.

For our experiments, we used two HexaCope...
The HexaCopter is equipped with different sensors (such as gyroscopes, accelerometers, altitude, and GPS) for flight control, and the “position-hold” feature allows it to hover on the same 3-D position in the air as compared to other fixed-wing aeroplanes. Figure 2 shows the PLE estimation, based on our experiments, for the A-G link for two HexaCopters flying at 20 m height while the base station is at 1.4 m height above the ground. The PLEs for A-A and G-A were also estimated at 2.05 (slightly more than the free space PLE of 2.0) and 2.51, respectively. A-G links performed slightly better than G-A (PLE of 2.32 vs 2.51). Data was also collected for 5 m and 10 m altitudes of HexaCopters, and the estimated PLE is within the range of ±5 percent of these reported values.

**Discussion:** The results from all the experimental studies discussed in this section show that different types of links exhibit different values of PLE. While A-A links can be modelled by the PLE of free-space, the estimated PLE for A-G, G-A, and G-G is quite different from the free-space PLE, implying that signal strength falls off more rapidly for these links as compared to A-A links. Interestingly, our experiments show that for the same node pair, A-G has a lower PLE than G-A. This can potentially result in link asymmetry, if the same value of PLE is utilized for both A-G and G-A links. The empirical link characterization is thus imperative to arrive at representative values of PLE for use in simple channel models such as log-normal shadowing.

### Characterization of RSSI and Packet Reception Rate

The design of networking protocols is usually based on commonly used performance metrics such as RSSI, packet reception rates (PRR), and the transmission range of the radios. PLE (discussed in the previous section) gives an indication about the decline in signal strength with respect to an increase in the distance from the transmitter, and can be used in log-distance or log-normal shadowing models to predict the path loss and estimate the transmission ranges. However, the measurement of actual performance metrics in an environment can validate the estimation of PLE and provide useful benchmark values that can be utilized for the design of resilient networking protocols.

Mohsini et al. in [1] conducted single hop experiments to characterize the A-G and A-A links for Xbee Pro radios mounted on three delta wing UAVs loitering in the air. They showed that signal strength drops off more rapidly in A-G links compared to A-A links. They were able to observe a communication range of about 200 m for A-G and about 500 m for A-A communications with a constant transmission power of 10 dBm. For A-G links, they reported a packet error rate (percentage of failed packets to the total number of packets transmitted) of about 60 percent at 200 m from the transmitter, indicating the loss rate increases with an increase in distance. The authors recommended to use half of the communication range as the effective communication range, giving a packet error rate of about 25 percent.

Allred et al. [12] also used Xbee Pro nodes mounted on a fixed wing UAV with 10 dBm transmit power and were able to achieve a 400 m communication range (for less than a 20 percent packet error rate) for A-G links. For G-G, the range falls to 210 m due to a lack of RF line of sight and multi path effects. They also highlighted that distance is a strong factor influencing the variations in RSSI values. Tch et al. [13] presented the characterization results for Fleck3 nodes (with Nordic NRF905 radios operating on the 900 MHz band) mounted on a fixed wing Boomerang aircraft. They varied the transmission power of the sender, and for A-G links were able to achieve a mean transmission range of about 238 m for 10 dBm transmission power.

In an earlier research work in [14], we presented results of experiments conducted using static poles with heights up to 4.2 m. This article includes results from our HexaCopter based UAV experiments with heights up to 20 m. These experiments were performed at the university cricket ground with no obstructions, on bright sunny days with minimal wind. TelosB nodes were transmitting on ZigBee channel 26 at 0 dBm power while the floor noise level measured by using an Anritsu spectrum analyzer vary between −90 dBm and −93 dBm. We measured the RSSI and the packet reception rates (PRR) for different sender/receiver (mounted on HexaCopters) height combinations (0.1 m, 1.4 m, 5 m, 10 m, and 20 m) and by increasing the distance between the nodes in increments of 10 m until the PRR dropped below 70 percent.

The characterization results show the

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SPH [1]</td>
<td>0.93</td>
<td>1.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our experiments</td>
<td>2.05</td>
<td>2.52</td>
<td>2.51</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Table 2. Characterization of PLE, free space

PLE = 2.
worst performance is achieved (average communication range of about 40 m) when both the sender and receiver are at a height of 0.1 m above the ground. Raising both sender and receiver at 1.4 m above the ground increases the communication range to about 130 m before more than 30 percent of the packets are lost. The reason for the performance improvement can be attributed to the effect of ground (reflections, absorptions, etc.) being reduced when the receiver is raised above the ground. Based on these results, we chose 1.4 m as the height above ground for our base station in all our HexaCopter based experiments.

Next we conducted experiments by mounting nodes on two HexaCopters flying at the same height and measuring the RSSI and PRR for various distances between the ground node (at 1.4 m height) and the two flying HexaCopters. A subset of the results for G-A, A-G, and A-A communication (with the HexaCopters flying at 10 m) is shown in Fig. 3, where expected theoretical RSSI given by the Friis free space model and the two ray ground (TRG) approximation model [15] are also plotted for ready reference. The Friis free space model assumes that no interference and obstructions exist in the environment and that a clear line of sight is available between the sender/receiver pair. It predicts that mean RSSI decays as a function of square of the distance. The TRG model, on the other hand, takes into account the ground reflected waves and predicts the decay to be more severe as a function of distance raised to the power of four. Note that both these models are for large-scale propagation assuming large sender-receiver separation distance; we expect more fluctuations in the average RSSI within short distances from the sender.

We observed that generally the RSSI and PRR decrease with an increase in distance from the sender, and improve with an increase in height of the sender/receiver due to the reduced effect of ground (results at 10 m height are better than corresponding results at 5 m height). The results show that for G-A, the measured RSSI deviates much from the free-space model, while for A-A it closely follows the Friis free space prediction. This is consistent with the measured PLE for G-A and A-A in the previous section. The results also show the presence of grey regions of communication, where for the same mean RSSI, the PRR falls considerably before improving again when the receiver moves further away from the sender. The location of these grey zones depends on the height of the UAV, e.g. for a sender at 1.4 m and UAV at 10 m, it occurs at a distance around 60 m from the sender.

We revisit the TRG approximation model to have an insight about the observed grey regions. According to this model, there are two waves to be considered: the original wave and the ground reflected wave. The length of the line of sight path of the original wave is different as compared to the length of the ground reflected wave. The phase shift (due to different travelled distances) between the two waves can thus cause interference that can be either constructive or destructive, causing an observed difference in the amplitude of the received signal over very short distances. In our test environment, there were no obstructions nearby, so fading is predominantly caused by ground reflections causing destructive interference to the original signal due to the multi-path fading effect. Our results show that the grey regions almost coincide with the troughs predicted by the TRG model. Note that the RSSI (and the packet loss) has been observed at discrete distances, in steps of 10 m, which often does not exactly coincide with the continuous crest/troughs given by the theoretical TRG model approximation.

Comparing the results for G-A and A-G communications, we found that A-G communications links perform better than the G-A links. Several factors can contribute to this difference in performance. For example, a change in location of the receiver in the sender’s antenna radiation pattern for A-G and A-A communications, and a shadowing effect caused by blocking of line-of-sight by the node’s hardware, etc.

**Discussion:** These results highlight the importance of in-situ link characterization of different types of communication links in AWSNs for establishing important performance metrics. In summary, we can make the following important observations based on the experiments discussed in this section:

- Performance improves considerably when the sender/receiver are placed above the ground compared to when placed on the ground. This suggests that the base station should be placed at a height above the ground to achieve better PRR.
The A-A communications links perform the best among all types of links. For our test scenarios with a low-power WSN telosB platform, the simple free space propagation model (with PLE of 2.0) can be utilized for estimating the link performance for A-A links where the confidence in the model increases with an increase in height from the ground.

The A-G link performs better than the G-A link.

For A-G and G-A links, the results show a noticeable effect of shadowing and fading in the form of grey zones of communication. The protocol designer must be aware of the presence of these grey zones and must incorporate remedial measures to alleviate the effect of such grey zones [14].

CONCLUSION

We have summarized the results of several experimental studies to characterize the performance of different types of communication links for an AWSN. The studies highlighted that for low power WSN devices, antenna orientation and multi-path fading due to ground reflections affects the link performance considerably.

We observed that in order to minimize losses and distortions in AWSN UAV communications, in general a minimum of two, and probably more, antennas would be required for reliable communication in arbitrary directions between nodes. Suitedly arranged dynamically switchable multiple antennas can be employed to cover communications in all directions.
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Figure 4. One of the HexaCopters used in experiments.
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A Green Strategic Activity Scheduling for UAV Networks: A Sub-Modular Game Perspective

Sara Koulali, Essaid Sabir, Tarik Taleb, and Mostafa Azizi

ABSTRACT

Unmanned aerial vehicles (UAVs) were initially developed for military monitoring and surveillance tasks but found several interesting applications in the civilian domain. A promising application/technology is to use drone small cells (DSCs) to expand wireless communication coverage on demand. Rapid deployment along with limited operating costs are key factors that boost the development of DSCs for both military and civilian utilizations. DSCs are rapidly deployable to provide connectivity for temporary users (e.g., attendees of festivals, sporting events, or seminars), or over disaster areas to replace damaged communication infrastructure. UAVs are battery-powered, which makes energy consumption optimization a critical issue for acceptable performance, high availability, and an economically viable DCS deployment. In this article we focus on the scheduling of beaconing periods as an efficient means of energy consumption optimization. The conducted study provides a sub-modular game perspective of the problem and investigates its structural properties. We also provide a learning algorithm that ensures convergence of the considered UAV network to its unique Nash equilibrium operating point.

INTRODUCTION

Unmanned aerial vehicles (UAVs) have been commonly associated with military technology suited for tactical offensive/defensive missions. However, there has been a growing interest in broadening their usage range to cover civil applications such as monitoring traffic congestion, network coverage extension, and disaster management. Drone small cells (DSCs) are envisioned to provide temporary communication coverage in areas with no or limited network capacity through deployment of UAV fleets.

Rapidly deployed, UAVs at low altitude will act as aerial base stations for providing coverage for mobile users on the ground. Thus, they will likely form a communication backbone during temporary mass events such as sports competitions, festivals, conferences, and seminars.

Besides, drone small cells could substitute damaged communication infrastructure in the aftermath of disasters (e.g., earthquakes or tsunamis). Thus, different public law enforcement and safety agencies will have a reliable communication infrastructure to coordinate rescue operations and provide timely guidance to the population.

Fast deployment and effective relocation in response to demand is one major asset of UAVs without being hampered by geographical constraints inherent to on the ground deployed communication networks. This ability to relocate allows great responsiveness to mass mobility and cope with communication disruption in the wake of disasters. Self-organizing UAV networks are highly effective in providing timely communications cover for on the ground users when a spurt in communication demand occurs. Figure 1 illustrates two UAVs deployed over a geographic area to provide network coverage in areas with different mobile user densities.

The Google Loon project [1] is based on balloon deployment to provide ubiquitous networking. The balloon will be deployed in high altitude in the stratosphere to provide Internet access, especially in rural and poorly covered areas. Internet coverage will be provided for LTE-enabled devices by balloons relying on wind to relocate. The balloons form one large communications network. Facebook has the Drone project [2], its own vision for providing Internet access. The proposed architecture is a mixture of low earth orbit, geosynchronous earth orbit, and stationary drones, depending on the density of the target population. This could potentially lead content providers such as Google and Facebook to become independent Internet service providers (ISP) and circumvent existing ISPs to distribute their content.

In order to optimize the energy consumption of mobile users and the drones acting as airborne access points, we propose the use of passive scanning for the mobiles and periodic beaconing for UAVs. The problem of optimal beaconing scheduling of relocating UAVs is a constrained optimization problem. In order for UAVs to be highly responsive to user mobility, self-organization is a key feature. The latter is hampered by the centralized nature of constrained optimization solutions. Indeed, a central authority needs to...
allocate UAVs to their optimal locations, which increases the communication overhead and slows down the responsiveness to environment changes. Besides, UAVs acting as DSCs could be owned by different operators competing to provide effective coverage for mobile users and those not reporting to a central authority. UAVs are engaged in a competition to maximize their individual coverage probability of mobile users within a geographic area of interest (festival, football field, etc.). This setup can be naturally addressed using non-cooperative game theory where rational agents compete to maximize their own individual payoff. However, in a disaster relief scenario, drones must have incentive to cooperate to provide an alternative access network for damaged communication infrastructure. Hence, cooperative game theory tools will be the most suitable.

In [3] the authors investigate the optimal altitude that ensures maximal downlink ground coverage while minimizing the transmit power for a single UAV. They subsequently study the scenario of two UAVs and compute the optimal altitude for each UAV along with the separation distance to guarantee maximum coverage both in free and full interference scenarios. The authors of [4] study optimal coverage and rate performance of UAV-based wireless communication in the presence of underlaid device-to-device (D2D) communication links. Both a static and a mobile UAV scenario are considered, and the UAV altitude along with D2D user density influence the overall measured performance. For the mobile case, the optimal stopping number is computed to ensure coverage for the downlink users.

In [5] the location and movement of UAVs are optimized to improve the connectivity of a wireless network. The authors formulated deployment and movement problems for the UAV and developed adaptive algorithms to increase the network performance in terms of global message connectivity. They showed that network bisection and k-connectivity are improved by the addition of a UAV to the network. In [6] the authors proposed a novel usage model for a UAV network, where a number of UAVs are required to collect information from randomly located areas and transmit it wirelessly to a common receiver. The authors of [7] consider energy-efficiency maximization for UAV-based relay architectures. In this work a fixed-wing UAV relays data between a stationary source and destination nodes. Thus, circular maneuvering is optimized through tuning the turning radius parameter. Energy efficiency is defined as the ratio of network capacity to the power consumption of both maneuvering and communication. The authors provide a closed form for a suboptimal solution for an approximate energy efficiency formula.

The authors of [8] propose a distributed framework for UAV-based disaster sensing. The presented framework comprises a client unit hosted by the UAV on-board system and a server unit hosted by the remote computing cloud infrastructure that provides service-oriented resource support. To address the processing and storage limitations inherent in small civilian UAV, they propose in-cloud selective data offloading and processing. The selection process on the UAV filters acquired video and only offloads essential frames for power-hungry advanced processing.

The work in [1] investigates UAV based relaying both for single and multiple relay UAV over test-beds. Performance bounds are derived based on stochastic geometry formulation. The proposed UAV-based relay is compared to load balancing and traffic management techniques. In [9] it has been shown that an efficient UAV system can only be improved by the use of energy efficient components. The authors propose to optimize the maximum operating range and frequency band for data-transfer to a ground station. In addition, complex tasks are distributed among multiple UAV working as a fleet. Optimal beaconing control for epidemic routing in delay tolerant networks for energy efficiency is proposed in [10]. The authors propose a continuous Markov and derive a threshold beaconing policy that maximizes the delivery ratio within an energy constraint.

In this work we examine the problem of optimal beaconing in drone small cells networks with two competing UAVs. To achieve the maximum system performance in terms of encounter rate and energy efficiency, we propose to carefully fix the duration of periodic beaconing periods. First, we introduce a game theory model for beaconing independent period duration choice. Second, we investigate the existence and uniqueness of Nash equilibrium based on the sub-modularity of the game. Then we provide a fully distributed learning framework allowing UAVs to discover their equilibrium beaconing period duration. Finally, we show the efficiency of our proposed beaconing strategy through extensive numerical results.

The rest of this article is organized as follows. We present the adopted approaches for coverage advertisement. We formulate a sub-modular game to capture the competition among UAVs for providing drone small cells (DSCs) coverage. Then we provide implementation insights gained from the proposed learning framework. We study a representative case study through extensive numerical investigations. Finally, we draw some conclusions and discuss future directions.
**Drone Small Cells for Coverage Expansion: UAV Presence Advertisement**

As illustrated in Fig. 1, the drones are able to carry several transceivers for different wireless access technologies. Hence, the small cells are heterogeneous and comprise WiFi and 3G/4G enabled mobile devices. The drone-satellite communications operate on the C band while the drone-to-devices communications operate on different bands (e.g., 2.4 GHz and 5 GHz for WiFi, 2 GHz for 3G, and 2.6 GHz for 4G).

The access standards support both active and passive scanning. The active scanning mode is enabled by default on mobile phones that broadcast probe-any frames. The objective of this procedure is to solicit probe responses from available access points. Thus, mobile devices actively look for reachable access points. During passive scanning, the radio listens for beacons and probe response frames. In passive mode, the radio scans are performed once per second. As reported in [11], active probing/beaconing is extremely power-hungry. For instance, WiFi probing consumes 221.4587 mW while video playback consumes 209.4283 mW, which is quite surprising.

UAVs relocate frequently in search of ground mobile users. Consequently, performing active scanning increases the mobile users’ energy consumption. Besides, no guarantees for successful association with air-born access points are provided due to base station mobility (BS). Thus, passive scanning for beacons announcing the presence of BSs will be economically viable architectures for the deployment of drone small cells.

To reduce energy consumption by the mobile users, passive scanning will be used. Hence, the mobile users will avoid sending scanning packets when no drone is covering them. The drones will periodically send beacons advertising their presence to mobile users on the ground. The beaconing period duration for UAV $i$ is $\tau_i \in [0, T]$. Hence, this UAV will send beacon packets for every slot in $[k \times T, k \times T + \tau_i]$ where $k \in \{0, 1, 2, ..., K\}$ is the beaconing period ID number. If a number of beacon responses exceeding a predefined threshold is received during the UAV beaconing period, a successful encounter with mobile users on the ground has been achieved. Hence, the mobile becomes the center of the small cell covering the encountered users. Otherwise, the beaconing response failed and therefore, the UAV relocates according to its mobility pattern and starts beaconing in the period with ID $k + 1$. The drone remains idle during the period $[k \times T + \tau_i, (k + 1) \times T]$ to reduce its energy consumption.

**The System Model**

We consider two flying drones acting as aerial base stations belonging to different operators. The two drones will move randomly to cover an interest area, as depicted in Fig. 1. Each UAV will probe for mobile users on the ground during a fixed period of duration $\tau$. Because mobile users are moving randomly, UAVs have to strategically choose their beaconing period to maximize their encounter rate. However, they should avoid battery depletion resulting from maintaining useless beaconing in the absence of contact on the ground. The probability density function of the first encounter rate follows an exponential distribution with parameter $\lambda$ [12]. Figure 2 describes the beaconing schedule for two competing UAVs, $i$ and $j$. Let us denote by $m$ the activity schedule duration formed by an ordered sequence of beaconing and idle periods. $m$ stands for the encounter deadline above which the temporary DSC establishment is no longer required. The beaconing/idle cycle is periodically repeated every $T$ slot of a number of $l = m/T$ cycles.

The two drones are competing over being the first to provide coverage for the mobile users on the ground. For a given DSC, the successful encounter rate depends on its activity schedule (sequence of beaconing/idle periods) and the other drone’s activity schedule. We distinguish two cases, depending on the drones’ chosen beaconing durations. If drone $i$ meets the mobile users first within one of its beaconing periods, then it succeeds. Whereas, if drone $j$ is the first to encounter the mobile users, then in order for $i$ to succeed, the UAV $j$ encounter must happen during an idle period of its activity schedule. As drones belong to different operators, each UAV wants to be the first to encounter the mobile users and act as DSC. Drones need to self-organize by autonomously and independently choosing a beaconing scheduling strategy to maximize a successful encounter rate. This leads to a strategic competition with conflicting self-interests. The formulated problem fits within the framework of a non-cooperative game theory, where the drones are players that strategically choose their respective beaconing schedules, and compete to be rewarded upon first successful encounter with the mobile users on the ground.

We will exhibit an equilibrium operating regime and a learning mechanism to understanding the interaction between UAVs.

**Game Formulation**

Game theory is a field of applied mathematics that analyzes multi-person decision situations. Its analytic tools help predict the outcome of complex interactions between independent self-interested agents in situations where rationality demands strict commitment to a strategy deduced upon perceived and measured results. Economics, political science, biology, sociology, engineering, and computer science are the main fields benefitting from game theory. There are two main branches of game theory: cooperative and non-cooperative. Non-cooperative game the-
The beaconing scheduling game involves two UAVs (players) who independently choose the beaconing period duration \( \tau_i \) comprised between zero and \( T \). A value of 0 means that the UAV will not perform on the ground user detection for the whole activity schedule duration. Whereas, with \( \tau_i = T \), the UAV will perform active beaconing for mobile users all the time. The beaconing period scheduling can be modeled as a game \( \mathcal{G} = (N, \{A_i\}_{i \in N}, \{\{u_{ij}\}_{j \in N}\}) \). Here, \( N \) represents the set of UAVs, and the action set \( A_i = [0, T] \) for every UAV \( i \) is the beaconing period duration. If \( \tau_i \) is the beaconing period duration for UAV \( i \), then its idle period will last for \( T - \tau_i \). The payoff \( u_i \) for UAV \( i \) is the difference between a reward and a cost. The reward is the probability of the successful first contact with mobile users on the ground, while per slot consumed energy to send beacons and to switch the transceiver state are considered as costs. In order for the first contact to be successful, it must happen during the beaconing period. We denote by \( P_i(\tau_i, \tau_j) \) the probability of the two drones choosing the beaconing durations \( \tau_i \) and \( \tau_j \), respectively. Only the first UAV to encounter the mobile users while doing beaconing will serve as an airborne access point base station. Thus, the beaconing period duration of each UAV impacts the payoff of the other.

From a single UAV perspective, there is a trade-off between the encounter rate and energy consumption. On one hand, as the beaconing duration increases, the encounter rate \( P_i \) grows. On the other hand, energy consumption is proportional to the beaconing period duration. We denote by \( C_b \) (respectively \( C_e \)) the energy cost per slot for sending beacons (respectively remaining switching the transceiver state). The payoff of UAV \( i \) under the beaconing strategy profile \((\tau_i, \tau_j)\) is

\[
u_i(\tau_i, \tau_j) = P_i(\tau_i, \tau_j)\left( C_b \tau_i + C_e \right)
\]

where \( m = l \times T \) is the available time window for UAVs to enter in contact with mobile users on the ground. Denote by \( X_i \) (resp. \( X_j \)) the encounter time of UAV \( i \) (resp. \( j \)) with the mobile users without accounting for its state (beaconing/idle). Then, the successful encounter rate\(^1\) is given by

\[
P_i(\tau_i, \tau_j) = \left[ P(X_i < X_j) + (P(X_i > X_j)) \times P(1_{\text{idle}}) \right] \times P(1_{\text{beaconing}})
\]

Two possible scenarios are to be considered for the computation of \( P_i(\tau_i, \tau_j) \). Indeed, if UAV \( i \) encounters first the mobile users on the ground (i.e. \( X_i \leq X_j \)), then \( i \) has to be in its beaconing period at \( X_i \). However, if \( X_i > X_j \), UAV \( i \) has to be sending beacons at time \( X_i \) and \( j \) has to be idle at \( X_j \). To this point, we have defined the UAVs involved in the beaconing periods scheduling game \( \mathcal{G} \) payoffs and their strategy spaces. We let each UAV unilaterally decide how long its beaconing period will be. As mentioned previously, the payoff for each UAV is a function of that UAV’s own strategy as well as the decisions of the other UAV. We are now interested in finding the outcome of this strategic interaction. Each UAV will choose the best beaconing period to maximize its payoff while taking into account that the other UAV is doing the same. The strategy space and the payoff is common knowledge of the UAVs, but the chosen period is not since decisions are taken simultaneously. Then, a rational choice for the UAVs is an operating point that is stable against individual deviation, called Nash equilibrium. At Nash Equilibrium, none of the UAVs will benefit from unilaterally deviating.

**Existence and Uniqueness of the Nash Equilibrium**

The Nash equilibrium is the operating point (duty-cycling regime) from which none of the drones could unilaterally deviate while enhancing its gains. The beaconing scheduling game is sub-modular and has at least one pure Nash equilibrium. Sub-modular games have very attractive properties since they do not require concavity nor the convexity assumption to guarantee NE existence. Informally, the sub-modularity of the game \( \mathcal{G} \) implies that if one UAV reduces its beaconing period, the other UAV also has an interest in decreasing its own. Stated otherwise, the best response of a UAV is a non-increasing function of another UAV beaconing duration [14].

**Theorem 1** (Debreu, Glicksberg, Fan) \[13\]): Consider a strategic form game \( \mathcal{G} = (N, \{A_i\}_{i \in N}, \{\{u_{ij}\}_{j \in N}\}) \) such that for each \( i \in N \):

- \( A_i \) is compact and convex.
- \( u_i(\tau_i, \tau_j) \) is continuous in \( \tau_i \).
- \( u_i(\tau_i, \tau_j) \) is continuous and quasi-concave in \( \tau_i \).

Then a pure strategy Nash equilibrium exists.

The game’s structural properties such as quasi-concavity are key factors to have insight on its Nash equilibrium existence and uniqueness. Since the second order derivative

\[
\frac{\partial^2 \mathcal{U}(\tau_i, \tau_j)}{\partial \tau_i^2}
\]

is negative, \( \mathcal{U}(\tau_i, \tau_j) \) is concave and consequently quasi-concave. Hence, according to Theorem 1, there exists at least a pure Nash equilibrium for the game \( \mathcal{G} \).

For the symmetric case, the drones have the same encounter rate \( \lambda_i = \lambda_j = \lambda \). The symmetric game satisfies the dominance solvability conditions stated in [15] and consequently also satisfies Rosen’s conditions [15] which guarantee the uniqueness of the Nash equilibrium. We solved numerically the first order condition,

\[
\frac{\partial \mathcal{U}(\tau_i, \tau_j)}{\partial \tau} = 0,
\]

for several values of \( \lambda \) and reported the obtained results for the equilibrium beaconing period duration \( \tau^* \) in Fig. 3.

\[\text{The strategy space and the payoff is common knowledge of the UAVs, but the chosen period is not since decisions are taken simultaneously. Then, a rational choice for the UAVs is an operating point that is stable against individual deviation called Nash equilibrium. At Nash Equilibrium, none of the UAVs will benefit from unilaterally deviating.}\]
We notice that as the encounter rate increases, the optimal beaconing period duration $\tau^*$ decreases. Indeed, the higher are the chances to meet with the destination, the more it is logical and strategic to decrease its beaconing period duration in order to save its energy budget. This is even more accurate in the case of fully symmetric UAVs since all the other drones will have the same reasoning and have the same $\tau$.

**INSIGHTS ON REAL-WORLD IMPLEMENTATION: LEARNING AUTOMATA**

We now turn to investigate the learning process by which we aim to understand the behavior of the users during the interactions and the eventual convergence toward the Nash equilibrium. Best response dynamics (BRD) [14] is known to reach equilibria for S-modular (both sub-modular and super-modular) games, by exploiting the monotonicity of the best response functions. At iteration $t$, each UAV chooses the best strategy to the opponent strategy chosen in iteration $t-1$. Although BRD is easy to implement and offers certain convergence to the equilibrium for S-modular games, it suffers from major shortcomings. Yet this scheme requires perfect rationality and complete information, which is not practical for real-world applications and may increase the signaling load as well. Therefore, we propose an adaptive distributed learning framework to discover equilibria for the activation game based on the “Nash Seeking Algorithm” [15] with stochastic state dependent payoffs for continuous actions.

The equilibrium learning framework is an iterative process. At each iteration $t$, the UAV $i$ chooses its beaconing period duration $\tau_i$ and obtains from the environment the realization of its payoff. The improvement of the strategy is based on the current observation of the realized payoff and previously chosen duration. Hence, we say UAVs learn to play an equilibrium, if after a given number of iterations, the strategy profile converges to an equilibrium strategy. The proposed learning framework has the following parameters: $\phi_i$ is the perturbation phase, $z_i$ is the growth rate, $b_i$ is the perturbation amplitude, and $\Omega_i$ is the perturbation frequency.

**Algorithm 1** summarizes the NSA learning steps that UAV $i$ (resp. $j$) has to perform in order to discover its NE beaconing strategy. NSA exhibits enormous advantages as it is fully distributed and hence reduces the signaling overhead and does not rely on any coordination between UAVs. Besides, it does not require knowledge about the exact formula of the payoff. Indeed, the numerical value of the function at each iteration is sufficient. Also, each UAV strategy is only based on its observations. Indeed, it is not required for a UAV to acquire knowledge about strategies and payoffs of other players. These advantages are particularly suitable to the drone small cells where no central controlling entity is available to manage the different operators’ UAVs. NSA is resilient to errors produced by the noisy learning environment. This learning error resilience is a result of a fine-tuning of NSA perturbation parameters.

![Figure 3. Beaconing period $\tau^*$ at Nash Equilibrium for different encounter rates $\lambda$ values.](image)

DSCs for Temporary Events: A Case Study

The developed beaconing period learning framework is validated through numerical investigation and event-driven simulation on MATLAB®. The considered scenario comprises two UAVs moving randomly according to a random waypoint (RWP) model and a group of mobile users moving on the ground also according to a RWP mobility model. The encounter rates between the UAVs and the mobile users are, respectively, $\lambda_1$ and $\lambda_2$. For sake of comparison, we benchmark the proposed learning framework versus BRD.

Figure 4 depicts the behavior of the proposed learning algorithm over time and how it converges to the equilibrium beaconing duration. Here we consider two UAVs with identical encounter rates $\lambda = (0.1, 1.1)$. In addition, we plot the best reply dynamics learning curve that serves as a baseline for comparison with NSA. The proposed learning approach converges with approximately 20 iterations, while the BRD approach needs five to 15 iterations to converge. The relatively small number of extra
iterations required by the NSA to converge are a very acceptable price for the associated benefits, i.e. fully distributed and reduced signaling. We notice that UAVs with high encounter rates beacon less, which is quite intuitive. This behavior participates to reduce their energy consumption, which explains the result observed in Fig. 4.

Figure 5 shows the beaconing duration at equilibrium as a function of per-slot beaconing energy cost for several $\lambda$ values. Increasing sensing energy cost will reduce the UAVs’ incentive to beacon for potential on the ground mobile users, which results in saving energy. This decrease in the beaconing period is more visible on the behavior of UAVs with high encounter rates, as illustrated in Fig.4. Henceforth, one can efficiently define a mobility-beaconing tradeoff, i.e. one can compensate for the decrease of beaconing duration by fine-tuning mobility parameters (e.g. speed, direction, …).

We define the energy efficiency metric as the ratio of the successful probability encounter and the consumed energy. Hence, an efficient beaconing strategy will be reached by increasing the encounter rate while reducing the associated energy consumption, equivalently reducing the beaconing duration. Namely, we measure the individual energy efficiency by the following metric:

$$ EE(\tau_i, \tau_j) = \frac{P_s(\tau_i, \tau_j)}{C_b \times \tau_i + C_s} $$

Figure 6 plots both the energy efficiency and the analytical successful encounter rate for the strategic beaconing and the always-beaconing policies. Some key observations are worth mentioning. Indeed, the equilibrium beaconing strategy exhibits high energy efficiency with a slight decrease regarding the encounter rate level compared to the continuous-beaconing policy. For instance, at encounter rate $\lambda = 0.1$, identical energy efficiency is achieved at a price of an 8 percent decrease in encounter rate. For encounter rates exceeding 1.3, the encounter rate is identical with an energy efficiency increasing from 1.59 to 5.64 folds. Thus, our strategic beaconing scheme efficiently performs as well as the continuous-beaconing scheme for moderate and high values of $\lambda$, in terms of encounter rate. Regarding energy efficiency, our scheme outperforms the continuous-beaconing policy and guarantees clearly higher network lifetime. Therefore, one can efficiently define a delivery-energy tradeoff. Yet, one can achieve a high energy efficiency level while keeping the encounter rate close enough to the continuous-beaconing policy.

In order to check and evaluate the accuracy of the success probability closed-form expression we derived so far, we implemented the behavior of UAVs in the opportunistic network environment (ONE) simulator. Namely, we implemented a scenario consisting of two UAVs competing to provide DCS access to a randomly located population of mobile users in a geographic area of interest. Both UAVs are moving according to the RWP mobility model. For each configuration of the mobility model (UAVs speed, waiting time, etc.), we run 1000 simulations and record the distribution of the inter-contact times. We then use the maximum likelihood estimation to obtain an estimator of the exponential distribution parameter value. The latter happens to be the inverse of the sample mean and models the number of encounters within five hours of simulation. As depicted in Fig. 6, we notice that the simulation based measurement of success probability is coherent with the analytically obtained formula. Indeed, the analytically obtained result falls within the simulation confidence interval, and only a slight gap occurs between the two values.

**Conclusion**

In this article we dealt with the activity scheduling of competing unmanned aerial vehicles acting as drone small cells for temporary events and disaster-relief activities. We constructed the induced non-cooperative game and characterized the equilibrium beaconing period durations for the competing drones. Next we described a fully distributed mechanism that allows each drone to self-discover its equilibrium beaconing strategy without any knowledge of its opponent’s sched-
Latter equilibrium point allows drones to efficiently optimize their energy consumption while maximizing the likelihood of getting in contact with the mobile users on the ground. As a future work, we are working toward generalizing our scheme while considering both competing UAVs and collaborating UAVs scenarios. The case where energy harvesting is possible is also a very attractive open issue we would like to deal with. Furthermore, we also seek to implement such a distributed mechanism in a real UAV network.
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Enabling UAV Cellular with Millimeter-Wave Communication: Potentials and Approaches

Zhenyu Xiao, Pengfei Xia, and Xiang-Gen Xia

ABSTRACT

To support high data rate urgent or ad hoc communications, we consider mmWave UAV cellular networks and the associated challenges and solutions. To enable fast beamforming training and tracking, we first investigate a hierarchical structure of beamforming codebooks and design of hierarchical codebooks with different beam widths via sub-array techniques. We next examine the Doppler effect as a result of UAV movement and find that the Doppler effect may not be catastrophic when high gain directional transmission is used. We further explore the use of mmWave spatial-division multiple access and demonstrate its clear advantage in improving the cellular network capacity. We also explore different ways of dealing with signal blockage and point out that possible adaptive UAV training algorithms would be necessary to counteract signal blockage. Finally, we identify a close relationship between UAV positioning and directional mmWave user discovery, where update of the former may directly impact the latter and vice versa.

INTRODUCTION

Unmanned aerial vehicles (UAVs) have received increasing attention in the past decade [1, 2], thanks to potential applications in reconnaissance, firefighting, aerial photo, remote sensing, disaster rescue, and others. For the above scenarios where a fixed infrastructure network is destroyed or does not exist, it is important to quickly deploy a UAV cellular network to support urgent or ad hoc communications for the ground and low-altitude users.

A typical UAV cellular network is shown in Fig. 1, where the base station (BS) is mounted on a flying UAV in the air, and mobile stations (MSs) are distributed on the ground or at low altitude. The UAV BS may be connected with terrestrial networks via a satellite link or an air-to-ground wireless link. Typically, the traffic between MSs and a UAV BS includes circumstance information, control commands, and sensing data from various sensors (e.g., camera sensors) [1, 2]. In many cases where large video monitoring traffic data from many camera sensors need to be collected and sent back to a control station for fast response, high data rate communication links between the MSs and UAV BS are desirable. For this reason, in this article we study millimeter-wave (mmWave) communications for UAV cellular, as abundant frequency spectrum resource exists in the mmWave frequency band [3, 4].

The main difference between an mmWave cellular network and a regular mmWave cellular network with a fixed BS is that a UAV BS may move around. Hence, the challenges of regular mmWave cellular apply to the mmWave UAV cellular as well, including range and directional communications, rapid channel variation, multi-user access, blockage, and others [4]. Some of the existing challenges are intensified due to UAV movement. For example, more efficient beamforming training and tracking are needed to account for UAV movement, and channel Doppler effect needs extra consideration. UAV movement also gives rise to some new challenges. For example, in mmWave UAV cellular networks, UAV positioning and user discovery are intertwined. On one hand, with a fixed position, UAV would be able to discover only nearby users. On the other hand, UAV needs to find all potential users to serve in optimizing its self-positioning. Some other existing challenges may actually be alleviated due to UAV mobility. For example, blockage is a significant performance limiting factor for regular mmWave cellular networks. In an mmWave UAV network, however, intelligent cruising algorithms may be developed to enable a UAV to fly out of a blockage zone and establish line of sight (LOS) communications with an MS.

In this article, we investigate these key challenges in mmWave UAV cellular and discuss possible solutions. We discuss mmWave wireless channel propagation characteristics, including link budget challenges and channel modeling. We present design of a full hierarchy of codebooks to enable fast beamforming training and tracking for mmWave cellular networks. We discuss the benefit of performing mmWave spatial-division multiple access (SDMA) and illustrate the potential performance improvements. We address how to deal with blockage in mmWave UAV cellular networks, and discuss the interaction between
UAV directional user discovery and UAV positioning.

**CHANNEL PROPAGATION CHARACTERISTICS**

When considering mmWave UAV cellular, an immediate concern is the extremely high propagation loss, since Friis' transmission law states that the free space omnidirectional path loss grows with the square of the carrier frequency. Fortunately, the small wavelength of mmWave signals also enables greater (proportional to the square of the carrier frequency) antenna gain for the same physical antenna size [4]. Consequently, higher carrier frequency does not in itself result in any increased propagation loss, provided that the antenna area remains fixed, and suitable high gain antennas (and thus directional transmissions) are used at the BS. It is further shown in [3] that if the MS uses a directional antenna as well, the received power of the mmWave wireless communication does not necessarily suffer from a link budget deficiency issue, and also demonstrates the importance of transceiver beamforming toward mmWave UAV cellular systems [4].

High power consumption of mixed signal components as well as expensive radio frequency (RF) chains makes it difficult, if not impossible, to realize full-blown digital baseband beamforming/precoding in mmWave communications. Instead, analog beamforming/hybrid precoding structures are usually preferred to support one or more stream transmissions [5], where all the antennas share a small number of RF chains (much smaller than the number of antennas) and generally have constant-amplitude beamforming/precoding coefficients [5, 6]. Typically, for an MS one stream transmission may be used, which consists of a single RF chain and $N_{MS}$ antennas. For the BS to support multi-user communications, multi-stream transmission may be used, which has $N_{RF}$ RF chains and $N_{BS}$ antennas. Typically, $N_{RF} < N_{BS}$.

MmWave channels are expected to have limited scattering [4, 6], and multipath components (MPCs) are mainly generated by first- and second-order reflections, with different physical angles of departure (AoDs) and angles of arrival (AoAs). Since the number of MPCs is basically much smaller than the number of antennas, the AoDs and AoAs are sparse in the angle domain. The mmWave UAV cellular channel may share the same model as regular mmWave communications. However, unique to an mmWave UAV cellular system is that there is generally much less reflection around the UAV in the air than around the mobile user on the ground. Different MPCs have very close steering angles on the UAV due to the small wavelength of mmWave in the angle domain. The overall channel would be very sparse in the angle domain. As a result, a compressive sensing-based channel estimation approach, such as [6], may be well suited for UAV mmWave systems.

An uplink wideband time-varying continuous channel model for mmWave UAV cellular can be expressed as [7]

$$
H(t) = \sqrt{N_{MS}}N_{BS} \sum_{l=1}^{L(t)} \lambda_l(t) p(t - \tau_l(t))
$$

where $\lambda_l(t)$ is the complex coefficient of the $l$th path, $L(t)$ is the number of MPCs, $p(t)$ is the raised cosine pulse, $\tau_l(t)$ is the relative delay of the $l$th MPC, $\psi(t)$ is the AoA at the BS, while $\Omega(t)$ are the AoDs from the MSs, $a(t)$ is the steering vector depending on the number of antennas and the steering angles. In general, only a very small number of strong MPCs may be searched out to form beams between BS and MSs. As a result, the effect of delay spread may be further mitigated by spatial beamforming [4]. Moreover, the channel coherence time is in fact relatively long vs. the packet duration in mmWave communication; thus, the channel can usually be seen as quasi-static. Hence, for simplicity a narrowband discrete channel model [5, 6],

$$
H = \sqrt{N_{MS}}N_{BS} \sum_{l=1}^{L} \lambda_l a(N_{BS}, \psi)a(N_{MS}, \Omega(t))^H
$$

has also been extensively adopted.

**FAST BEAMFORMING TRAINING AND TRACKING**

In mmWave UAV cellular, beamforming is required to steer strong MPCs at both the BS and MSs to provide necessary Tx/Rx antenna gains. Compared to conventional mmWave communications for static stations, the time constraint for beamforming training is more stringent due to UAV movement. Here we discuss the challenges and promising solutions.

**HIERARCHICAL BEAM SEARCH AND CODEBOOK DESIGN**

Switched beamforming performs Tx/Rx joint beam search based on pre-designed codebooks. An exhaustive search algorithm, which sequentially tests all combinations of beam directions in the angle domain and finds the best pair of Tx/Rx beamforming codewords, is conceptually straightforward. However, the overall search time is prohibitively costly due to the very large number of candidate directions.

Figure 1. Illustration of a typical UAV cellular system.

$$
H = \sqrt{N_{MS}}N_{BS} \sum_{l=1}^{L} \lambda_l a(N_{BS}, \psi)a(N_{MS}, \Omega(t))^H
$$

(2)
To reduce the antenna training time and associated overhead, hierarchical beam search schemes based on a tree-structured beamforming codebook may be adopted [8]. A typical hierarchical codebook $\mathcal{P}$ is shown in Fig. 2a with $N = 16$ antennas (a larger antenna array may be needed in practice) and a degree of $M = 2$. In the $k$th layer, there are $M^k$ codewords of the same beamwidth with different steering angles and collectively covering the entire search space in the angle domain. Let $w(k, n)$ denote the $n$th codeword in the $k$th layer, $n = 0, 1, \ldots, M^k$. Then the beam coverage of $w(k, n)$ is approximately the union of the beam coverage of the $M$ codewords on the $(k + 1)$-st layer $w(k + 1, (n + 1)M + m)$ $m = 1, 2, \ldots, M$. Figure 2b illustrates the training overhead comparison in terms of the required time slots between the fully hierarchical scheme and the exhaustive search scheme. It can be seen that the complexity of the fully hierarchical scheme is significantly lower than that of the exhaustive search scheme.

To enable hierarchical beam search, we need to design a full hierarchy of codebooks on all layers. The challenge is how to design codewords with wide beamwidth subject to the constant amplitude (CA) constraint. It is even more challenging when the transmitter is constrained to have only one to two RF chains. A tree-structured hierarchy of codebooks [9] was designed using brute-force antenna deactivation (DEACT), where wider beams are generated by turning off some of the antennas. For mmWave wireless communications, separate power amplifiers for each antenna are usually employed to distribute the overall power amplification task across multiple independent amplifiers. For the DEACT approach, the total transmit power is usually small due to the small number of active antennas (and henceforth the small number of active power amplifiers).

Hybrid analog/digital beamforming/precoding was studied in [6], and the codebook design is formulated as a sparse compressive sensing problem and may be solved using, for example, orthogonal matching pursuit algorithms. Although multiple RF chains provide additional degrees of freedom, good wide-beam codewords may be generated only when the number of RF chains is large enough. When the number of RF chains is small, wide deep sinks within wide beam coverage, and the sink is more severe when the number of RF chains is smaller (in accordance with [6, Fig. 5]). In comparison, the wide beams of BMW-SS are formed via only a single RF chain and do not suffer from deep sinks within wide beam coverage. Figure 3b shows the comparison of the success (detection) rate, defined as the rate at which the LOS component is successfully acquired in the beam search process. It is found that the BMW-SS approach achieves the best performance. Compared to DEACT, BMW-SS has a significant signal-to-noise ratio (SNR) gain due to the larger number of active antennas. Both BMW-SS and DEACT are able to achieve a success rate of 100 percent in high SNR. However, the sparse codebooks in [6] cannot achieve a success rate of 100 percent even in high SNR due to the deep sink within the beam coverage.

**Channel Variation and Beam Tracking**

As UAV itself may be moving, one might initially think that Doppler spread would be high and cause catastrophic effects on high rate trans-
missions. Suppose a UAV movement speed of \( v = 20 \text{ m/s} \), a carrier wavelength of 5 millimeters, and an angle of \( \theta = \pi/3 \) for the angle between the moving direction and the UAV-MS linking direction. Conventionally, the channel coherence time may be approximated as \( 1/(v \cos(\theta)/\lambda) = 0.5 \) ms, and the Doppler spread \( f_D \) may be calculated as \( f_D = 2 \text{ kHz} \). This, however, may not be true in mmWave communications. As shown in [4], the Doppler spread is actually a function of carrier frequency, mobile velocity, as well as the total angular dispersion, while the last term has not been taken into account in the conventional computations. According to the measurement results therein, mmWave signals generally arrive in a small number of path clusters, each with a relatively small angular spread. Moreover, directional transmission with narrow beams will further reduce the multipath angular spread. As a result, the individually resolvable MPCs will vary slowly, although the overall channel variation may be large. Similar observations are made in [10]: the realistic channel coherence time depends on the beam width and would be much larger when narrow beams are formed between the transmitter and receiver.

To further improve the training/tracking efficiency, a priori information regarding the distribution range of beamforming angles may be used. For example, in certain practices, the range of the steering angles may be only a subset of \([0, 2\pi)\). Another example is that in certain practices, the location of the MS may be available to the moving BS. Such a priori information, together with the UAV movement information (e.g., GPS location, movement direction, speed), would help to further reduce the beamforming training and tracking overhead. The hierarchical tree structure of the codebooks may also be used to enable fast tracking of steering beams. For instance, let \( w(S, i) \) be the beam direction acquired after a beam training process. The neighboring beam directions \( w(S, i-1) \) and \( w(S, i+1) \) may serve as short list candidates in the beam tracking process. Overall, many important topics remain open for UAV mmWave beamforming training and tracking.

**MMWave Spatial-Division Multiple Access**

Due to the highly directional transmissions in mmWave, users from different directions may be well separated using different spatial beams. Hence, multiple users with different beams may access the channel at the same time. This is generally known as SDMA or beam division multiple access (BDMA) [11]. Theoretically speaking, when the BS is equipped with \( N_{RF} \) transceiver RF chains and each MS is equipped with a single transceiver RF chain, the overall multi-user capacity may be boosted by up to \( N_{RF} \) times when SDMA is used.

A critical issue of SDMA is how to group the users so that different users from different groups may access the BS at the same time, while not causing significant interference to each other. A simple but practical strategy is to group users according to their AoDs (i.e., the steering angles at the BS side), and only users from different spatial groups are allowed to access the channel at the same time. In particular, it is possible to divide the entire range of AoDs \([0, 2\pi)\) into \( N_{BS} \) clusters, while each cluster may be represented by a codeword on the \( S \)th layer (Fig. 2). Each time a user accesses the network, the beam search process introduced earlier may be launched, and the cluster (angular grid) index for the particular user under discussion may be found. Hence, all the users are naturally grouped according to the angle grids, as shown in Fig. 4. Note that the user grouping is not fixed, as both the UAV and ground users may move around. In practice, proper protocols need to be designed for the BS to manage the grouping information for all associated users.

The beamforming vectors for different users may be obtained based on the grouping informa-
Figure 4. Only users from different groups may access the channel at the same time in mmWave SDMA.

The interference between the users is ignored for both cellular systems just as the bound computation in Fig. 5a. The capacity of the mmWave UAV cellular is $C_{\text{MM}} = U R_{\text{MM}} \log_2 (1 + \rho_{\text{MM}})$, where $R_{\text{MM}}$ is the signal bandwidth, $\rho_{\text{MM}}$ is the received SNR of the LOS path incorporating both antenna gains and propagation loss, and $U$ is the number of users served by SDMA. The ergodic capacity of low-frequency UAV cellular is $C_{\text{LF}} = B_{\text{LF}} \log_2 (1 + \rho_{\text{LF}})$, where the factor 4 is the maximal number of users served by SDMA in LF due to the user area constraint (4 antennas at the BS in this figure), $B_{\text{LF}}$ is the signal bandwidth, $\rho_{\text{LF}}$ is the averaged received SNR incorporating both antenna gains and propagation loss, and $h$ is a standard complex Gaussian distributed variable to characterize the Rayleigh fading. From this figure we can find that the mmWave UAV cellular provides significantly higher multi-user capacity than the low-frequency UAV cellular, and the performance improvement mainly comes from wider bandwidth and the capability of more SDMA users.

**Blockage**

Depending on the deploying environments, the probability that there exists a LOS link between the UAV BS and the ground MS, or the LOS probability, may vary. Typically when the UAV is deployed in rural areas, the LOS probability would be higher; and when the UAV is deployed in urban areas, the LOS probability would be lower due to potentially more blockage effect. Still the LOS probability of an air-to-ground link would be significantly higher than that of a ground-to-ground link due to the UAV elevation height. From a system point of view, an MS may be in one of the three following states depending on the LOS state, i.e., the LOS state during which a LOS link is available, the NLOS state during which a LOS link is broken while a lower rate communication link is still present (possibly thanks to reflection paths), and the outage state.

One of the major challenges for the mmWave UAV cellular, and for all mmWave communications in general, is the significant performance degradation in NLOS environments where the LOS path is blocked by obstacles, such as human bodies, buildings and others. Extensive measurement efforts have been carried out in [3] and it is reported that around 200 meter coverage is achievable for mmWave communications in NLOS environments despite the blockage effects. Similar observation is made in [4], where the presence of several distinct clusters of NLOS paths is reported. This is not entirely surprising since the adaptive beam training algorithms when properly designed has the ability to capture/track the strongest available paths, which are typically first-order and second-order reflection paths in NLOS environments. In [13], measurements have shown that outdoor (where UAV mmWave communications typically occur) building materials are excellent reflectors, with the reflection coefficient as large as 0.896 for tinted glass.

Typically, the adaptive beam training algorithms may be designed with the possible loss of LOS path in mind and, other than the primary
transmit/receive beam from the LOS path, maintain a short list of candidate transmit/receive beams, possibly from the first- and second-order reflection paths [14]. Different signal processing techniques may be used to build the short list of candidate beams, such as power iteration, compressive sensing, and successive interference cancellation among others. Once the LOS path is lost, the short list of beams may be pursued instead to combat LOS blockage. Typically, choice of a lower modulation and coding (MCS) scheme rate is needed when one or more NLOS paths are used instead of the direct LOS path.

The blockage challenge is actually less severe for UAV air-to-ground mmWave communications compared to regular ground mmWave communications. On one hand, because UAV is high above in the air, there is almost no reflection happening on the UAV side. In comparison, for regular mobile ground-to-ground mmWave communications, reflection happens on both the transmitter side and the receiver side because of their relatively low elevations. As a result, the overall reflection loss for UAV mmWave communications would be smaller. More importantly, UAV enjoys fundamental capability of moving freely in the 3D space, subject to collision detection and avoidance. Hence, when the LOS path between the ground user and a UAV is blocked, adaptive cruising algorithms may be developed to move the UAV to a new position such that a LOS path may be restored between the UAV and the ground user. In comparison, such LOS path restoration may be much more difficult, or even impossible, for regular mobile ground-to-ground mmWave communications. Moreover, since a UAV is much easier to deploy compared to a ground BS, multiple UAVs can provide additional diversities to combat with blockage; that is, when the LOS link between a user and the UAV is blocked, the user can connect to another UAV where the LOS path is available.

Figure 5. a) The total uplink achievable rate: three MPCs are assumed with a LOS component and two 20 dB weaker NLOS components; b) comparison of multi-user capacity between the mmWave/low-frequency UAV cellular. The BS-MS distance is 1 km, and other parameters for the mmWave/low-frequency cellular are 30 GHz/5 GHz for carrier frequency, 100 MHz/5 MHz for signal bandwidth, 24 dB/6 dB for BS array gain (256 vs. 4 antennas), and 12 dB/0 dB for MS array gain (16 vs. 1 antennas).

**USER DISCOVERY**

For conventional wireless networks, a broadcast signal is periodically transmitted from the BS. Initially, the MSs need to scan the available channels (e.g., physical broadcast channels, PBCHs) for broadcast signaling, which may include various system data such as regulatory information, network capability, and managing information. Before an MS is allowed to transmit data to the BS, a random access procedure needs to be carried out. In particular, the MS may transmit a random access preamble to the target BS, and the BS would respond with a random access response, which would include various system and control data, such as timing advance adjustment and uplink grant. With the uplink grant, the MS may proceed to transmit a radio resource control (RRC) connection request, and the BS may respond with an RRC connection setup response including the radio resource configuration information.

Such user discovery would not work well directly for mmWave UAV communications. The reason is that to overcome significant path loss and improve the communication range, mmWave communications entail inherently directional transmissions at least from the UAV side. Because of the directional transmission/reception, the UAV may not be able to hear the initial random access preamble from the MS, or the MS may not be able to hear the broadcast signals from the UAV. One possible solution is to let the UAV BS transmit multiple directional broadcast signals in multiple directions over different time slots to mimic an omnidirectional antenna pattern. Thus, a PBCH-scanning MS would detect at least one directional transmission of the broadcast signal, and may proceed to send a random access preamble afterward in a proper time slot, during which the UAV may operate in a proper directional receiving mode. The BS may respond with a directional
A significant capacity improvement is possible, mostly due to the large signal bandwidth and the use of SDMA in the spatial domain.

The blockage problem, a serious performance limiting factor for regular mmWave cellular networks, may actually be alleviated thanks to UAV movement. Intelligent cruising algorithms need be developed to enable UAVs to fly out of a blockage zone and reestablish a LOS link to the MS. Finally, the relationship of UAV positioning and mmWave directional user discovery is studied. On one hand, with a fixed position, a UAV would be able to discover only nearby users. On the other hand, a UAV needs to find all potential users for serving to optimize itself-positioning. In general, mmWave directional user discovery and UAV positioning may be carried out in an iterative manner to keep improving the network performance.

CONCLUSIONS

To support high data rate urgent or ad hoc communications, we consider mmWave UAV cellular networks and the associated challenges and solutions. In particular, hierarchical beamforming codebook structure is investigated as an enabling method for fast beamforming tracking and training. Numerical results demonstrate that the BMW-SS codebook design is able to generate beams with different widths, corresponds to beams on different layers, and achieves excellent beam detection performance. It also scales nicely for very large antenna arrays. Although the overall channel itself may experience fast Doppler due to UAV movement, the major multipath components are shown to undergo only slow variation thanks to high gain directional transmissions. Millimeter-wave SDMA is also investigated, where directional user grouping may be used to classify users into different spatial groups, and only users from different groups may access the BS at the same time using SDMA. Significant capacity improvement is possible, mostly due to the large signal bandwidth and the use of SDMA in the spatial domain.
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Long Term Evolution (LTE) has become the most successful mobile wireless broadband technology, serving over one billion users as of the beginning of 2016. However, looking at the penetration rate, LTE serves only 14.5 percent of the current 7.3 billion mobile subscriptions. Consequently, there is still significant room for LTE to grow as a mobile technology; it will be serving users for a long time to come.

The first version of LTE (Release 8) emerged in 2008, and focused on the mobile broadband use case. Together with the smartphone, LTE has given fourth generation (4G) users unprecedented access to mobile broadband services, facilitating social interactions as well as mobile information sharing. LTE evolved to LTE-Advanced in Release 10, which introduced a set of enhancements in order to fulfill the IMT-Advanced requirements. As we look toward the future, new services such as HD video, virtual reality (VR), and augmented reality (AR) will become pervasive, in addition to the expansion of diverse and plentiful over-the-top (OTT) applications, development of the Internet of Things (IoT), and massive machine-type communications. Aside from the requirement for increased data rates and decreased latency, these applications will require profound changes within the cellular network.

Evolving video services will increase the expected traffic load. Currently the 720p screen has become the basic configuration of smartphones and has already been adopted on a large scale by LTE commercial networks. It is estimated that over 50 percent of YouTube video sources supported 720p HD in 2015. In the near future, mobile 2K video will become mainstream, while mobile 4K video is emerging. AR and VR are being demonstrated on a large scale, for example, at the MWC (Mobile World Congress), and haptic feedback is required for some applications such as remote-controlled machines. Together, the increased use of existing video delivery services as well as new interactive AR/VR services pose significant network challenges in terms of capacity, data rates, and latency. For example, 10-15 Mb/s are needed to support 2K video for smooth experience and 30 Mb/s for 4K video, which implies that about 30 simultaneous video streams will demand a capacity exceeding 1 Gb/s.

At the same time, new vertical markets such as smart metering, vehicle communications, wearable equipment, and other types of automation are beginning to enter our day-to-day environments. The concept of cellular IoT (C-IoT), that is, machine-to-machine (M2M) communication via cellular network technologies, will vastly increase the number of smart devices that require always-on demand and online capability within the network. It is not unreasonable to imagine that smart devices and systems like connected cars, connected wearables, the smart grid, and even smart waste bins will eventually connect directly to the Internet. This interconnectivity with C-IoT can dramatically change the way tasks are accomplished, boost productivity, and improve quality of life.

The industry has already recognized this inflection point in the development of cellular networks. LTE Release 13, also known as LTE-Advanced Pro, marks the start of a wide range of enhancements to better address the challenges posed by existing services in addition to new and emerging use cases. This multipart Feature Topic will investigate some promising technologies, including some included in Release 13 as well as promising technologies for the continued evolution towards 5G.

The first article, “Society in Motion: Challenges for LTE and Beyond Mobile Communications,” discusses the challenges in serving a large number of highly mobile users. It presents a survey of existing technologies, and provides special emphasis on open issues and conflicting priorities.

The second article, “LTE Mobile Network Architecture Evolution toward 5G,” discusses the specific architectural properties that will be needed in the evolution of the LTE network. In particular it will elucidate the evolution toward a “network of functions,” networking slicing, and software-defined mobile network control.
The third article, “Massive Carrier Aggregation in LTE-Advanced Pro: Impact on Uplink Control Information and Corresponding Enhancements,” discusses the massive carrier aggregation work in 3GPP. It presents an overview of the enhancements, their impact on uplink control information (UCI) overhead and transmission, and new control channel formats with link-level analysis using Third Generation Partnership Project (3GPP)-defined simulation assumptions.

The fourth article, “Rate Splitting for MIMO Wireless Networks: A Promising PHY-Layer Strategy for LTE Evolution,” introduces a promising multiple-input multiple-output (MIMO) strategy based on rate-splitting. Rate-splitting relies on the transmission of common and private messages. This strategy was designed to alleviate the need for accurate channel information in current MIMO techniques. Open problems, the standards impact, and operational issues are also elucidated in the article.

This is the first part of this Feature Topic, which emphasizes the characteristics of LTE-Advanced Pro. Subsequent parts of will characterize the evolution needed to address further challenges.
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Society in Motion: Challenges for LTE and Beyond Mobile Communications

Stefan Schwarz and Markus Rupp

ABSTRACT

Tomorrow’s society will see hosts of people constantly on the move, commuting between home and work, meeting up with family and friends or visiting shopping centers and leisure facilities. While on their way, these people use mobile devices to connect to the Internet, utilizing journey time for work-related tasks, entertainment, or socializing in online communities. Current fourth generation cellular networks are, however, not designed to efficiently serve large numbers of comparatively high-mobility users, often causing insufficient service quality while on the move. Machine-type communication will cause further aggravation, with wirelessly connected sensors that constantly monitor/record our environment, and vehicles that autonomously exchange traffic- and safety-relevant information. In this article, we highlight challenges that must be addressed by future mobile communications to enable efficient support of large numbers of highly mobile users in networks that are crowded with quasi-static (nomadic) users. We survey existing solutions and put special emphasis on open issues and competing priorities.

INTRODUCTION

We envision tomorrow’s society as a Society in Motion. Hosts of people are constantly on the move, commuting between home and work, attending leisure events, meeting friends and family, and visiting shopping promenades and malls. Most such activities are concentrated in urban agglomerations, since urbanization is predicted to incorporate more than 80 percent of the world’s population by 2025 [1]. However, at the same time, commuter traffic from rural areas is rising, since most workplaces are in and around cities. The European Environment Agency reported in 2013 that typical commuting times within larger cities are not unlikely to exceed one hour per trip; commuters from rural areas have to endure even longer trip durations. To make the most of this time spent in public and private transportation, people utilize mobile devices, such as smartphones and tablets, for entertainment (watching video clips, reading news and e-books, listening to music and audio books), shopping in online stores, preparing work, scheduling appointments, socializing on web platforms, and so on. All such services require Internet access, in some cases just for a few bytes while in other cases for entire data streaming, and thus depend on wireless connectivity.

Wireless connectivity while on the move is not restricted to people though; machine-type communication will add a significant portion of mobile data traffic if not even the majority. Frictionless functioning of the Society in Motion is supported by connected sensors and transportation vehicles (cars, trains, buses), autonomously exchanging monitoring and control information among themselves and with the cloud, and relaying Internet traffic of their users. Fleets of commuter trains, buses, and individual cars, for example, are nowadays equipped with wireless communication devices to enable monitoring of the vehicle’s internal state, facilitating weak points early on before causing severe damage. Connected in-vehicle entertainment systems that support online video streaming and Internet access are increasingly recognized as important revenue drivers by car manufacturers. Additionally, road safety applications require reliable and low-latency exchange of safety-relevant information to enable realization of global road fatality reduction goals; for example, the European Union targets 50 percent reduction of road fatalities by 2020 compared to 2010 (more than 31,000 deaths on Europe’s roads in 2010). As soon as wireless communications is employed to support safety-critical applications, such as driver assistance systems or even automated driving, dependability of the transmission link becomes a must, guaranteeing reliable low-latency communication under strict packet delay deadlines (timeliness) [2]. Even though dependability cannot be guaranteed by current mobile communications, vehicular communications strategies of companies and manufacturers still promote such technology, since it is cheaply available off the shelf and because mobile networks are almost ubiquitously accessible. In response, the Third Generation Partnership Project (3GPP) recently initiated a new study item within Release 14 of Universal Mobile Telecommunications System (UMTS) Long Term Evolution (LTE) on...
vehicular communications: Study item on LTE support for V2X services (V2XLTE); the goal is to develop a set of LTE specifications for vehicular environments (LTE-V). Notice that vehicle to X (V2X) communication encompasses connectivity between vehicles — vehicle to vehicle (V2V) — to roadside infrastructure — vehicle to infrastructure (V2I) — and to people in proximity of connected cars — vehicle to pedestrian (V2P). Such connectivity can be achieved either directly, using device-to-device (D2D) transmission, or indirectly by employing base stations as transmission hubs. These developments will lead to a new situation in the future, where a significant portion of wireless users (people and machines) are permanently moving through the network, and where best effort entertainment services as well as applications with strict dependability requirements compete for the same resources. Future mobile communications will thus basically face two distinct groups of users:

- Masses of quasi-static/nomadic best effort users that (mostly indoors) require virtually bandwidth-unlimited wireless connectivity
- Large numbers of mobile (moving) users with varying quality of service (QoS) requirements demanding high mobility

3GPP LTE is designed to provide basic point-to-point connectivity even at very high mobility of up to 500 km/h. However, the promised gigabit-per-second data throughput with latency not exceeding 10 ms can only be sustained for very few static users; large numbers of highly mobile users lead to inefficiencies on the physical layer (PHY) as well as the signaling plane of LTE [3]. Even more, many current fifth generation (5G) proposals focus purely on the first group of quasi-static/nomadic users, hardly accounting for the impact of novel technological concepts, such as massive multiple-input multiple-output (MIMO), millimeter-wave (mmWave) transmission, and ultra high network densification, on high-mobility users. This is, on one hand, justified by the ever increasing demand for higher "static" network capacity; on the other hand, however, when carelessly deployed, such technologies can even worsen the performance of this second group of mobile users. The purpose of this article, hence, is to reveal shortcomings of the current LTE standard in the context of a Society in Motion and to provide potential solutions for the evolution of LTE as well as for 5G mobile communications. We address techniques that are readily applicable within LTE by enhancing network nodes and/or user equipment, as well as methods that require introduction of a new standard. Future mobile networks will likely comprise a variety of possibilities for access to the network as well as for direct communication between subscribers, as sketched in Fig. 1: this article attempts to shed light on the impact of such technologies on mobile users.

**PHYSICAL LAYER CHALLENGES**

**ACQUISITION OF CHANNEL STATE INFORMATION**

Accurate channel state information (CSI) at the receiver (CSIR) and the transmitter (CSIT) is a critical prerequisite for the exploitation of the spatial degrees of freedom provided by MIMO systems. Especially at high mobility, obtaining the necessary CSI accuracy can be challenging, as detailed below.

**Channel Estimation and Pilot Designs:** LTE employs pilot-symbol-based channel estimation with different pilot patterns in up- and downlink directions as illustrated in Fig. 2a. The pilot pattern for downlink homogeneously fills a portion of the time and frequency grid, thus equally supporting channels with varying delay and Doppler spread. In the uplink direction pilots fill the full bandwidth at fixed times, to conserve the favorable peak-to-average-power ratio (PAPR) of single carrier frequency-division multiplexing (SC-FDM) transmission; the density of pilots along the time axis, however, is reduced, making them less suitable for high-velocity scenarios.

As shown in Fig. 2b, LTE’s downlink pilot pattern with $N_t \in \{1, 2\}$ transmit antennas and applying least squares channel estimation supports velocities up to 325 km/h at 2 GHz center frequency, corresponding to a Doppler frequency of $f_D = 600$ Hz, with minimal performance degradation. With $N_t = 4$ transmit antennas the pilot density along the time axis is reduced, explaining the performance drop already at $f_D = 300$ Hz. Above these Doppler frequencies throughput deteriorates due to increasing channel estimation errors and inter-carrier interference (ICI).

Several 5G proposals promote highly flexible multi-carrier waveform designs that adapt subcarrier spacing, cyclic prefix, prototype pulse, and so on, to support varying channel characteristics and traffic demands. A first step toward such flexibility can already be taken without requiring a novel PHY, by adapting pilot symbols according to channel characteristics. In [4], the authors propose to adapt the pilot distance in time and frequency ($D_t$ and $D_f$ in Fig. 2a) as well as the pilot power according to channel delay/Doppler spread and signal-to-noise ratio (SNR), to maximize the achievable throughput of the system. The performance of this scheme is shown in Fig. 2b, demonstrating substantial performance gains, especially for larger antenna configurations. Notice that performance can be improved even at low Doppler frequency, since the pilot density can be reduced compared to the LTE pattern, and thus, the reference symbol overhead can be decreased. Large parts of these gains can be con-
served by employing a small number of different pilot patterns optimized for different regimes of channel characteristics, enabling pilot adaptation with minimal feedback overhead from the receivers. Since channel delay and Doppler spread do not vary quickly with the carrier frequency, feedback information can even be avoided by adapting downlink pilot patterns according to uplink measurements, provided the frequency-division duplex (FDD) distance is not too large. Such a scheme can in principle readily be incorporated into a future release of LTE by enhancing user-specific reference symbols, without impairing backward compatibility.

**Inter-Carrier Interference:** At high velocity, multi-carrier transmissions suffer from increasing ICI due to the Doppler spread introduced by the channel, deteriorating the quality of channel estimation and symbol detection. Such effects are especially pronounced in orthogonal frequency-division multiplexing (OFDM) due to poor spectral confinement of the applied rectangular transmit pulse. One approach to alleviate performance degradation is ICI mitigation, for example, employing iterative approaches [5] where, in each decoding round, the ICI contributions are estimated in parallel to channel estimation and successively cancelled. Recent developments in [6] achieve almost perfect ICI-free OFDM transmission by iteratively estimating the doubly dispersive wireless channel and equalizing its distortions. The authors demonstrate that already three iterations are sufficient for velocities up to 400 km/h at 2 GHz center frequency ($f_d \approx 740$ Hz), even without incorporating forward-error-correction coding into the iterations; hence, the incurred processing delay is practically negligible. Since such methods only require enhancement of the user equipment, they can be implemented without any modification of the LTE standard. Alternatively, novel multi-carrier waveforms can be incorporated into a new standard that inherently provide robustness with respect to channel Doppler spread, as discussed further below.

**CSI Feedback in FDD Systems:** Over the last years, significant research effort was dedicated to the exploitation of the spatial degrees of freedom provided by multiple antenna systems, whether it be in the context of antenna arrays controlled by single transmitters (single- and multi-user MIMO) or for coordination of multiple spatially distributed transmitters within coordinated multipoint (CoMP) transmission concepts.

Simple codebook-based precoding schemes, restricting spatial pre-processing of the transmit signal to limited sets of precoders, are successfully established for single-user MIMO transmission in LTE and provide valuable performance gains with reasonable complexity and signaling overhead. The required CSIT in FDD systems can be obtained with minimal feedback from the receivers, whereas time-division duplex (TDD) systems might even rely on channel reciprocity. However, such schemes fail short of delivering noticeable capacity improvements in multi-user MIMO and CoMP, due to low spatial resolution provided by the limited codebook size. Furthermore, already such a seemingly simple task as transmission rate adaptation through limited feedback can utterly fail at high velocity, in case the feedback information is not delivered in time, as illustrated in Fig. 3. This figure demonstrates the impact of feedback delay on LTE’s channel quality indicator (CQI) dependent on the user mobility given in terms of the maximum Doppler shift of the signal. Without channel prediction and at 1 ms feedback delay, the throughput degrades already at 50 km/h ($f_d \approx 93$ Hz) by more than 20 percent due to deteriorating block error ratio (BLER). If the receiver is able to perform complex channel prediction, employing the recursive least squares (RLS) algorithm, feedback delay can be partly compensated. If this is not feasible, due to complexity restrictions, rate adaptation should be based on channel statistics instead of instantaneous CSI to keep the BLER acceptably low; but such an approach prohibits exploitation of channel and multi-user diversity. The minimal feedback delay achievable in FDD communications is practically limited by the length of the transmission time interval (TTI) (1 ms in LTE). Hence, future mobile communication systems may have to provide the option for reduced frame length to improve the efficiency of high-mobility users.

To accommodate more complex multi-user MIMO and CoMP schemes, LTE provides

---

**Figure 2.** Optimization of pilot power and distance in dependence of the delay and Doppler spread introduced by the channel: a) pilot patterns as employed in LTE up- and downlink; b) comparison of the downlink throughput at 2 GHz center frequency dependent on the maximum channel Doppler frequency achieved with the LTE pilot pattern and with optimized pilot designs according to [4].
Basic support of non-codebook-based precoding relying on explicit CSIT to optimally design precoders. Such methods, however, only perform well with accurate CSIT, otherwise suffering from residual interference. In FDD, this implies enhancing the feedback algorithms supported by LTE. Corresponding differential and predictive feedback schemes that operate on manifolds are available; see, for example, [7, references therein], where the performance of multi-user MIMO with predictive limited feedback is analyzed. These existing methods, however, achieve gains over memoryless CSI quantization only at low to moderate user mobility, efficiently supporting static users and pedestrians. Nevertheless, we do see potential for differential/predictive methods even at high velocity: imagine a highway situation with many cars traversing the same stretch of road. At a given position on the road, the preferred transmission rate and beamforming direction of consecutive vehicles will not vary much. Thus, if each vehicle provides only little differential update information on the preferred rate and beamformer, gradually the transmitter will obtain an accurate picture about optimal transmit processing along the highway. Differential/predictive CSI feedback enhancements in principle can be incorporated within a future release of LTE; but it does require standardization efforts to implement a common predictor structure, similar to modern video codecs.

**Impact on Massive MIMO:** Massive MIMO promises order of magnitude spectral efficiency gains by employing hundreds of antennas at the base stations to spatially multiplex tens of users. A major requirement to achieve such gains is the availability of accurate CSI to avoid multi-user interference, which is especially pronounced in massive MIMO due to the high spatial resolution achievable with large antenna arrays. The common consensus is that channel reciprocity in TDD systems will intrinsically provide the required CSIT; however, pilot contamination puts deterministic limits on the signal-to-interference-plus-noise ratio (SINR) and the achievable rate. Several methods to mitigate such effects have been proposed, frequently employing not only pilot signals but also data symbols to improve channel estimates. Pilot contamination becomes even more pronounced in high-mobility situations, since the channel coherence time is short, thus restricting the length of pilot signals. This, in turn, limits the number of available orthogonal pilot sequences, reducing the pilot reuse distance between interfering base stations. Furthermore, channel aging in TDD-based massive MIMO systems, implying outdated CSI during transmission, causes enormous performance losses at high mobility [8]. In the long run, full duplex transmission might alleviate such issues, provided up- and downlink signal processing chains can be calibrated with sufficient accuracy.

Most existing LTE deployments, however, employ FDD. Since such systems have to rely on explicit CSI feedback to obtain channel estimates at the transmitter, the situation is even more challenging. Current three-dimensional (3D) beamforming and full dimension MIMO (FD-MIMO) developments discussed within 3GPP foresee a combination of codebook-based precoding and semi-static beamforming to extend the standard to large-scale antenna arrays; this approach is denoted transceiver unit (TXRU) virtualization, and is illustrated in Fig. 4. The method basically partitions the large-scale antenna array into several sub-arrays and applies semi-static beamforming weights along the vertical and horizontal directions of these sub-arrays to generate distinct radiation patterns. Based on CSI feedback from the users, reporting preferred baseband beamformers/precoders, the transmitter opportunistically selects a set of users that can be served in parallel with minimal interference. The achievable multiplexing gain is limited by the number of available TXRUs. At high user mobility, the spatial resolution of the baseband beamformer/precoder codebook will have to be reduced to ensure that the (delayed) CSI feedback is still valid during transmission; this, in turn, limits the
number of non-overlapping beams that can be generated and thus the multiplexing capabilities. Alternatively, especially along predetermined paths of motion, such as, streets, highways and railroads, predicitive beam-steering approaches, which predict beamforming directions based on users' trajectories, can enable higher resolution. Furthermore, location information (e.g., provided by GPS) can be helpful to achieve more accurate beam-steering [9].

**MULTI-CARRIER MODULATION WITH ADAPTIVE TRANSMISSION PARAMETERS**

The advantages of non-orthogonal pulse-shapes for multi-carrier transmission over doubly dispersive channels compared to OFDM were already recognized by Kozeck and Molisch in the 1990s [10]. Cyclic prefix (CP)-OFDM, as employed by most state-of-the-art wireless communication systems, can be designed robustly with respect to inter-symbol interference (ISI), caused by the delay spread of the wireless channel, by appending a CP of sufficient length. This, however, implies reduced spectral efficiency since only part of the symbol carries useful information. Furthermore, the rectangular pulse-shape employed by OFDM is prone to ICI caused by the frequency dispersion of the channel, which is especially problematic at high user mobility. Optimal pulse-shaping has thus gained attention in recent years, with the goal of finding efficient and robust successor waveforms for 5G wireless communications. Several modulation formats and multi-carrier waveforms currently compete for the succession of OFDM/SC-FDM as employed by LTE [11]. Arguments put forward for such novel waveform designs include, among others, spectral efficiency gains, enabled by omission of cyclic-prefix and by reduction of out-of-band emission; latency reduction, as required for real-time monitoring/control in the tactile Internet; and reduction of time/frequency synchronization sensitivity, supporting energy efficient machine-type-communications.

Introducing novel multi-carrier waveforms in future 5G mobile communication is an opportunity to enhance the performance of high-mobility users. Below we highlight some important design aspects and considerations for parameter-adaptive multi-carrier modulation that are imposed by the envisioned Society in Motion.

- Indoor and outdoor users with varying mobility will observe different channel dispersion characteristics (delay and Doppler spread). Hence, filter-bank parameters, such as the sub-carrier spacing and the applied prototype pulse, should be adaptable to the time-frequency dispersion of the channel. This allows matching waveform parameters to channel conditions to achieve a favorable trade-off between residual ICI/ISI and spectral efficiency.
- The TTI length should be adjustable to support different types of traffic with varying QoS demands. For the highest efficiency and robustness with respect to microscopic fading, channel coding over long blocks of data is required. However, for applications such as the tactile Internet, ultra low-latency transmission is essential to achieve the desired instantaneous remote response. Vehicular communications adds an extra dimension between these two, requiring reliable data transmission within certain hard deadlines (timeliness).
- The parameters addressed in the previous two bullets should be modifiable for individual users or groups of users with similar channel conditions, to enhance multi-user support with diverse channel and traffic characteristics. The most challenging is to accommodate a broad range of requirements, enabling efficient support of static indoor users with almost flat channels as well as high-mobility outdoor users with highly variable channels in time and frequency. In practice, certain discrete sets of compatible parameters will have to be applied to cover several ranges of dispersion characteristics with minimal extra signaling overhead for parameter adaptation.

**MILLIMETER-WAVE TRANSMISSION**

Wireless communications in the mmWave band is of interest for 5G mobile networks, since large amounts of untapped spectrum are available in this regime, promising multi-gigabit-per-second transmission and substantially increased cell capacities. However, transmission in the mmWave band comes with its own challenges, such as hardware complexity constraints impacting beamforming and precoding algorithms; the requirement for highly directive beams to compensate for increased path loss; and significant probability of signal outages due to shadowing and reduced multipath propagation. Especially the latter two issues require careful investigation in the context of high-mobility and dependable communications, since accurate beamforming is challenging in highly time-variant scenarios, and signal outages cannot be tolerated in safety-relevant applications. To reduce signal outage probability, macro-diversity has to be enhanced through multi-connectivity approaches, as described below.

**WIRELESS CHANNEL MODELS**

In many scenarios of interest for highly mobile users, for example, on highways and along railroads, the wireless channel behaves markedly different as compared to prevailing wireless channel models, which are utilized for evaluation of signal processing techniques within 3GPP and other standardization bodies. In vehicular environments, propagation is characterized by shadowing through other vehicles, high Doppler shifts with usually only few dominant scatterers (other vehicles, road signs, and other structures along the road) and inherent nonstationarity of the channel statistics [12]. Channel models for such scenarios exist and are utilized mostly within the community of IEEE 802.11p researchers and engineers. However, to the best of our knowledge, there are no such channel models available to date that cover novel techniques such as mmWave transmission, 3D beamforming, and FDD-MIMO. Furthermore, it must be mentioned that the geometry-based stochastic 3GPP 3D channel model, presented in 3GPP Technical Report TR 36.873, is not well suited for investigation of high-mobility scenarios. Imagine a user who moves along a street; large-scale channel fading parameters, such as the azi-
muth and elevation spreads of the signal’s arrival and departure angles, are generated in this 3D channel model based on the network geometry and the user’s position. These parameters are thus correlated between consecutive user positions. Based on the large-scale fading parameters, small-scale fading parameters, such as the actual arrival and departure angles, are randomly generated. As long as the position of the user stays constant, the obtained small-scale channel realizations vary smoothly over time and frequency. However, as soon as the position of the user changes, new random realizations of small-scale fading parameters are generated, leading to unrealistic non-smoothness of the channel realizations over time. Thus, this model in its current form is not applicable for the investigation, for example, of CSI feedback delay and predictive beamforming techniques, which can be a critical factor for the evaluation of future LTE-V. Such investigations are only meaningful if the channel varies smoothly over time, calling for revision of the 3GPP 3D channel model.

**SYSTEM-LEVEL CHALLENGES**

In this section, we discuss system-level challenges imposed by high-mobility users. We do not treat the important use case of high-speed trains here; the interested reader is referred to the corresponding recent Feature Topic on Future Railway Communications in IEEE Communications Magazine [13].

**LTE-BASED VEHICULAR COMMUNICATIONS**

The goal of 3GPP’s V2XLTE study item is to provide LTE support of vehicular communications. Such V2X specifications allow generating revenue via high-bandwidth infotainment applications for in-car users and proximity services, as well as through support of traffic telematics and intelligent transport systems (ITS), complementing or even replacing IEEE 802.11p-based dedicated short-range communications (DSRC). Currently, three technologies are considered as central for the realization of LTE-based vehicular communications:

- **Dual connectivity** to support high user mobility in dense heterogeneous networks (HetNets)
- **LTE-based broadcast services** (public warning system, PWS, and enhanced multimedia broadcast/multicast service, eMBMS) for efficient distribution of messages among vehicles
- **Proximity service** (ProSe) including D2D communication to realize connectivity between vehicles as well as between connected cars and handheld terminals (pedestrians)

In cooperative ITS (C-ITS), vehicles communicate with each other and with roadside infrastructure to exchange information about vehicles’ status, their locations, and the road environment (active road safety). For this purpose, the European Telecommunications Standard Institute (ETSI) defined two basic types of messages: cooperative awareness messages (CAMs) and decentralized environmental notification messages (DENMs). DENMs are event-driven and thus generated only sporadically, for example, in case of a traffic accident to warn upcoming vehicles; their distribution in certain notification areas is most efficiently handled through PWS, which allows geographical information to be considered. CAMs are periodically generated messages utilized to exchange vehicle status information with cars in the vicinity; the equivalent message in the U.S. Society of Automotive Engineers (SAE) J2735 standard is denoted basic safety message (BSM). CAMs/BSMs can be exchanged either directly via DSRC or indirectly utilizing the cellular network; both approaches have been shown to require substantial amounts of bandwidth to guarantee timely packet delivery (see, e.g., reports of the EU FP7 METIS project), more than is currently foreseen for road safety-critical communication in the assigned 5.9 GHz band.

To improve the performance of CAM/BSM delivery employing LTE, eMBMS should be extended to support multiple-antenna transmission. Several beamforming techniques for multiple-input single-output (MISO) multicast transmission have been proposed over the last decade. The latest developments are published in [14], where the so-called MISO multicast interference channel is considered, containing several multicast transmitters that interfere with each other. The authors of [14] propose leakage-based multicast (LBM) beamforming, a method that maximizes the minimum SINR of the intended multicast users while controlling the amount of interference leaked to users of other base stations. With an iterative optimization of interference leakage parameters among base stations,
Despite the commonly agreed 5G targets of enhancing network capacity and reducing transmission latency, we thus view provisioning of dependable wireless connectivity for a Society in Motion as one of the major challenges and enablers of future mobile communications.

the achievable rate region of the involved base stations can be expanded as shown in Fig. 5: LBM outperforms existing alternatives such as block diagonalization and signal-to-leakage-plus-noise ratio (SLNR) precoding. However, the method is not well suited for high-mobility scenarios, since it applies iterative optimization and exhibits comparatively slow convergence speed; thus, further improvements are required.

**SMALL CELL ENHANCEMENTS**

Small cells are currently mostly deployed indoors to improve capacity at user hotspot locations. More recently, though, outdoor rollouts have garnered industry interest to complement existing macrocell infrastructure; for example, Swisscom is currently testing in-house developed underground microcells for cable conduits. These microcells are connected to existing fixed network conduits that are buried in cable shafts below streets and public places in urban areas. Such developments enable large network capacities, by minimizing the distance to users and enabling ultra-dense deployments; however, they face difficulties in providing user mobility, since small cell sizes imply frequent handovers, increasing the signaling load of the network and degrading dependability of the wireless connection due to handover failures. To tackle such issues, the concept of macro-assisted small cells, or phantom cells, has been proposed for LTE, splitting the control plane and user plane of the network among macro and small cells to improve handover performance. This concept was standardized in Release 12 of LTE as dual connectivity. Further enhancement to multi-connectivity, maintaining multiple parallel connections to several macro/small cells, is expected in future releases of LTE and 5G; this promises increased data throughput over multiple parallel data streams, improved reliability due to additional macro-diversity, and enhanced robustness with respect to mobility, since hard handovers can be avoided. However, it comes at the cost of requiring sophisticated coordination of multiple transmission points to maintain efficiency of the network, implying substantial backhaul signaling overhead. In this context of self-organizing network functionalities, reinforcement learning techniques have gained interest, since they provide significant improvements in network capacity and mobility support with minimal information exchange among base stations (e.g., see [15]). Mobility management and network optimization in future mobile networks will additionally be complicated by vehicle mounted mobile relay nodes and vehicular small cells, which promise to offer premium wireless connectivity to their passengers even at highest velocities; vehicular small cells are currently being pushed into the market by all major car manufacturers.

**DISTRIBUTED ANTENNAS**

Distributed antenna systems (DASs) were originally proposed for indoor coverage improvement of cellular networks, but they also proved instrumental for reducing outage probability and increasing network capacity in outdoor environments. In contrast to small cells, which act as autonomous network entities, DASs are composed of several remote radio heads (RRHs) that are controlled by a single base station, commonly over radio-over-fiber links or dedicated mmWave connections. DASs are well suited to support highest mobility whenever users follow predetermined paths; hence, they find application in wireless communication systems for high-speed railways and highway scenarios. Here, they can reduce the amount of handovers between cells by virtually moving cells along with a user, radiating the associated signal from the nearest RRH. Further throughput gains are possible by coordinating transmissions from two or more neighboring RRHs to enhance signal quality [16]. Future mobile networks will likely blur the boundaries between small cells and DASs, since backhaul connections are becoming increasingly powerful, and CoMP schemes facilitate removing cell edges. Especially in the context of mmWave transmission, we see large potential in DASs for improving dependability of the wireless connection: via on-demand mmWave backhaul links spatially distributed RRHs can dynamically form DASs in order to provide macro-diversity for the otherwise outage-susceptible user connection.

**CONCLUSION**

In a future society, where constantly large numbers of wirelessly connected people and machines are on the move, providing satisfactory QoS, even at the highest velocities, will demand careful design and validation of prospective mobile networking technologies. Specifically, if the scope of mobile communication is extended beyond best effort connections and entertainment services, to support even critical information exchange, such as for road safety applications, dependability (timeliness and reliability) of data transmission is imperative. Despite the commonly agreed 5G targets of enhancing network capacity and reducing transmission latency, we thus view provisioning of dependable wireless connectivity for a Society in Motion as one of the major challenges and enablers of future mobile communications.

**ACKNOWLEDGMENT**

The financial support of the Austrian Federal Ministry of Science, Research and Economy, the National Foundation for Research, Technology and Development, and by TU Wien is gratefully acknowledged. This work has been co-financed by A1 Telekom Austria AG, Kathrein-Werke KG, and Nokia Solutions and Networks GmbH & Co. KG.

**REFERENCES**


BIBLIOGRAPHY

Stefan Schwarz (sschwarz@nt.tuwien.ac) received his Dr.techn. degree in telecommunications engineering in 2013 at Technische Universität (TU) Wien. In 2010 he received the honorary prize of the Austrian Minister of Science and Research and in 2014 he received the INiTS ICT award. From 2008 to 2014 he worked at the Institute of Telecommunications (ITC) of TU Wien. Since 2016 he has headed the Christian Doppler Laboratory for Dependable Wireless Connectivity for the Society in Motion.

Markus Rupp received his Dr.-Ing. degree in 1993 at Technische Universität Darmstadt. From 1993 until 1995, he had a postdoctoral position at the University of Santa Barbara, California. From October 1995 until August 2001 he was a member of technical staff in the Wireless Technology Research Department of Bell Labs, Crawford Hill, New Jersey. Since October 2001 he has been a full professor in Digital Signal Processing in Mobile Communications at TU Wien.

Abstract

As a chain is as strong as its weakest element, so are the efficiency, flexibility, and robustness of a mobile network, which relies on a range of different functional elements and mechanisms. Indeed, the mobile network architecture needs particular attention when discussing the evolution of 3GPP EPS because it is the architecture that integrates the many different future technologies into one mobile network. This article discusses 3GPP EPS mobile network evolution as a whole, analyzing specific architecture properties that are critical in future 3GPP EPS releases. In particular, this article discusses the evolution toward a "network of functions," network slicing, and software-defined mobile network control, management, and orchestration. Furthermore, the roadmap for the future evolution of 3GPP EPS and its technology components is detailed and relevant standards defining organizations are listed.

Introduction

The Third Generation Partnership Project (3GPP) evolved packet system (EPS) of Long Term Evolution (LTE) refers to the logical architecture composed of the radio access network (RAN), called the evolved universal terrestrial radio access network (E-UTRAN) in the case of LTE, and the evolved packet core (EPC) as defined in [1, 2] and illustrated in Fig. 1. The objective of this logical architecture is to enable a flat IP-based network and provide a standardized set of network elements and network interfaces. Standardized elements and interfaces enable operators to integrate equipment and implementations from different vendors into a single system, while ensuring interoperability. The design of a logical architecture satisfies requirements originating from use cases that are expected to be of particular interest for 3GPP EPS. So far, the aim of 3GPP EPS has been mainly the provision of mobile broadband service, for which the system makes very efficient use of available spectrum.

So far, past releases (i.e., Rel-11, Re-12, and Rel-13) studied and specified how to integrate further services such as small data services as well as machine type communication (MTC) services. Meanwhile, cloud computing technologies and cloud concepts have gained momentum not only from the information technology (IT) perspective, but also within the telecom world. Integrating cloud concepts into 3GPP EPS allows support for novel and emerging services. On the other hand, it requires novel architectural concepts, which natively support cloud technologies. However, the static assignment of functionality to network elements and the strong functional dependencies within each network element make it difficult to support the required flexibility of future 3GPP EPS deployments.

The following sections detail concepts that could contribute to the evolution of 3GPP EPS in order to provide the required flexibility for supporting network services with diverse requirements, to enable diverse mobile networks deployments, and to provide a higher degree of context awareness. Specifically, the next section introduces relevant concepts such as flexible function composition, network slicing, and software-defined network control. After that we provide an overview of the standardization roadmap, and the article concludes in the final section.

Mobile Network Evolution

In order to support diverse services such as eHealth, the Internet of Things (IoT), and vehicular-to-everything (V2X) in future mobile networks, we see a need for enhancing the EPS toward a flexible mobile network accommodating novel architectural principles while maintaining backward compatibility. Such an evolved EPS architecture must support legacy radio technologies as well as novel radio access interfaces such as millimeter-wave (mmWave) or centimeter-wave transmission. It should accommodate emerging processing paradigms such as mobile edge computing (MEC) and cloud-RAN (C-RAN), while enabling flexible deployment patterns based on small, micro, and macrocells and allowing programmability to support very different requirements in terms of latency, robustness, and throughput.

Based on this, we see two main objectives:

- Integrating cloud concepts into 3GPP EPS allowing support for novel and emerging services, as well as machine type communication (MTC) services.
- Providing a higher degree of context awareness within the telecom world.

The authors discuss 3GPP EPS mobile network evolution as a whole, analyzing specific architecture properties that are critical in future 3GPP EPS releases. In particular, they discuss the evolution toward a "network of functions," network slicing, and software-defined mobile network control, management, and orchestration.
that must be addressed by an evolved 3GPP EPS architecture.

**Multi-service and context-aware adaptation** of the mobile network, which implies that the mobile network needs to adopt its operation based on the actual service requirements and the related context. The context includes deployment properties, transport network properties, and service properties, as well as available RAN technologies.

**Mobile network multi-tenancy**, which aims to reduce capital and operational costs by allowing infrastructure providers to make the best use of available resources, including spectrum and infrastructure. Hence, multiple tenants may share resources within the mobile network while offering diverse services.

In order to achieve these objectives, the following main functionalities should be supported and will be further detailed in the following sections.

**Network of functions**: Traditionally, mobile network functions are readily grouped into network entities, each responsible for a predefined set of functions, and interfaces connecting these entities. Using a flexible “network of functions” allows adaptation to diverse services, and optimization using different software rather than using different parameterizations. Each block may be replaceable and could be individually instantiated for each logical network running on the same infrastructure. However, it must not imply a multitude of interfaces, as detailed later.

**Network slicing** allows the same mobile network infrastructure to be used by multiple different operators, including vertical market players, each implementing its own logical network, for example, a logical network for mobile broadband with very high throughput, a logical network connecting a massive amount of sensor nodes (including indoors), or a logical network providing critical infrastructure connectivity for traffic management or energy control. Hence, each network slice fulfills different requirements and serves very different purposes.

**Software-defined mobile network control** is required to flexibly control both a flexible network of functions as well as a set of network slices. This control must be programmable in order to adapt the network behavior to the current requirements. This functionality goes beyond the separation of the control and data planes, including the control of RAN functionality as well as the mobile network control plane.

**Network of Functions**

The objective of a mobile network architecture is to allow for integrating different technologies and enabling different use cases. Due to the partly conflicting requirements, it is necessary to use the right functionality at the right place and time within the network. In order to provide this flexibility, it has recently been discussed whether the network function virtualization (NFV) paradigm should be adopted in the mobile access network domain, that is, enabling mobile network functionality to be decomposed into smaller function blocks that are flexibly instantiated.

So far, the degrees of freedom for assigning network functionality to network entities is very limited. For instance, it is possible to collocate EPC elements, such as gateways, with a base station in 3GPP EPS. However, it is not possible to only place parts of the functionality of a gateway or mobility management entity (MME) with a base station. Similarly, it is possible to fully centralize RAN functionality using the common public radio interface (CPRI) and central baseband units. However, such deployments use non-virtualized baseband units at the central location; hence, it is rather relocating functionality that does not exploit all characteristics of cloud computing. It is further not possible to move parts of the RAN functionality except in a proprietary way.

The decomposition of the mobile network functionality would imply a stronger decoupling of logical and physical architecture than in 3GPP EPS as illustrated in Fig. 2, that is, physical network functions (PNFs) may be executed on bare metal, while virtual network functions (VNFs) may be executed on local or remote data centers (referred to as edge and central cloud in Fig. 2). Bare metal refers in this case to the non-virtualized access to radio access resources, for example, through digital signal processors (DSPs), rather than on cloud computing platforms. Hence, depending on the use case, requirements, and the physical properties of the existing deployment, mobile network functionality is executed at different entities within the network. This imposes a number of challenges; for example, the system itself must not become more complex, and the introduction of new interfaces should be avoided as much as possible. Hence, the VNF assignment should exploit an efficient control and orchestration plane as further described below. Furthermore, the coexistence of different use cases and services would imply the need to use different VNF allocations within the network. This is further elaborated later.
using the network slicing model. The challenge of avoiding many additional interfaces may be addressed by a flexible container protocol on the user [5] and control planes. The mobile network must further integrate legacy technologies as well to guarantee that it can operate with existing networks.

The main benefit of the described architecture is the possibility to exploit centralization gains where possible, to optimize the network operation to the actual network topology and its structural properties, and to use algorithms optimized for particular services, that is, optimize through dedicated implementations instead of parameters.

Table 1 lists examples where the operation may be optimized through different VNFs. For instance, it may be possible to use a flexible air interface numerology and, depending on the network terminal, different coding strategies, multiple-input multiple-output (MIMO) modes, and framing structures, which are optimized for throughput, delay, or reliability. However, the upper layer packetization may still be the same for all use cases, which allows the same software implementation to be reused. Another example includes cooperative transmission, where gains are highly dependent on the environment; for example, if the system is not operating at full load, cooperative scheduling may perform as efficiently as cooperative multipoint transmission, whereas at full load the gains depend highly on the number of interferers and channel knowledge.

**Network Slicing**

Network slicing is centered on the concept of deploying multiple dedicated logical mobile networks with varying levels of mutual isolation on top of the same infrastructure. A network slice is a collection of mobile network functions (or groups of functions) and a specific set of radio access technologies (RATs) (or specific RAT configurations) necessary to operate an end-to-end (self-contained) logical mobile network. This set of network functions and configurations may be combined such that slice-specific data and control plane functionality is tailored to the requirements of considerably different use cases, network customers, or business models. Consequently, network slicing is a technology that enables both multi-tenancy and service-tailored composition of mobile networks.

Network slicing leverages the economies of scale to be expected when running multiple logical mobile networks on top of a common infrastructure. In this sense, network slicing is an evolution of network sharing, which has been a key business model for mobile network operators to reduce deployment and operational costs. In 3GPP, the System Architecture 1 working group (WG SA1) conducted a study on actively sharing RAN resources while maintaining sharing policies and providing flexibility for on-demand resource sharing within shorter time periods [6]. Architecture and operations that enable different mobile operators with a separate core network (multi-operator core network, MOCN) to share the RAN are specified by WG SA2 [7]. In general, sharing of resources can be divided into three categories: static [8], dynamic (e.g., spectrum sharing [9]), and mixed resource allocation (spectrum sharing and virtualized resource block sharing [10]). While passive and active sharing solutions, for example, for network elements or medium access control (MAC) schedulers, are partially used and standardized today; these sharing concepts are based on fixed contractual agreements with mobile virtual network operators (MVNOs) on a coarse granularity basis (monthly/yearly) [11].

NFV, and software-defined mobile network control and orchestration enable a new level of sharing by decoupling infrastructure resources.
from application software, and by a split of the control and data planes. This significantly simplifies the partitioning of network infrastructure resources among different operators (or tenants). Further, slices can be isolated from each other to allow for an adaptation of security measures according to service-specific requirements (flexible security) and for securing parallel operation of multiple services or tenants. While isolation between network slices is highly important, it finds its limits where available resources need a common control (e.g., the radio scheduler): If the required isolation level cannot be preserved, a security weakness in one slice can be exploited to attack another slice. Strong security measures to maintain the isolation between multiple services and tenants operating on a shared infrastructure platform must be mandatory for all services and tenants.

Mobile core network elements rapidly evolve toward “cloud readiness” (i.e., deployment in data center environments). Consequently, each network slice can be composed from dedicated, customized instances of required network functions (NFs) and network elements (NEs). Alternatively, slices can share function instances in particular cases (e.g., for storage-intensive components like subscriber databases). In the RAN domain, extended sharing concepts facilitate the exploitation and management of radio resources offered by the owner of the network infrastructure to tenants. In this multi-tenant ecosystem, classic tenants such as mobile network operators (MNOs) and mobile virtual network operators (MVNOs) coexist with vertical businesses, for example, utility companies, automotive and manufacturing companies, and over-the-top (OTT) service providers such as YouTube and Netflix. These tenants relate to network slicing in the sense that a tenant may instantiate and make use of one or more slices. Figure 3 shows how the different NFs may be instantiated on different network elements depending on the network slice (service), that is, physical NFs would be deployed on non-virtualized hardware, different levels of edge cloud instances would provide virtualized resources (e.g., closer to the access point or exploiting points of presence) in addition to a central cloud. It further shows the virtualization layer, which is responsible for multiplexing requests from different slices operating on virtualized resources toward physical resources.

Beyond multi-tenancy, network slicing additionally serves as a means to deploy multiple service-tailored mobile network instances within a single MNO, each addressing a particular use case with a specific set of requirements (e.g., mobile broadband or IoT). In that context, the aforementioned “network of functions” concept enables the joint optimization of mobile access and core network functions. Each network slice is composed of functions according to service needs; for example, low-latency services require the allocation of most network functions at the edge.

**Orchestration and Management**

As mentioned before, an essential component of the mobile network is the efficient orchestration and management of mobile network functions through a low-complexity interface. In that context, software-defined network (SDN) functionality has recently gained momentum as a new approach to performing network operations. With traditional SDN, control functions are decoupled from the data plane through a well defined interface and are implemented in software. This simplifies networking, provides a higher degree of flexibility and enhanced scalability, while reducing cost. Indeed, by simply modifying the software of the control functions, SDN allows the behavior of the network to be flexibly changed, considering specific services and applications.

Following the paradigm of SDN, the control of the mobile network architecture adopts the software-defined mobile network control (SDMC) concept focusing on wireless-specific functions. Our SDMC approach resembles SDN by splitting wireless functionality into those functions that are being controlled and remain relatively stable, and those functions that control the overall network and are executed at the controller. However, our SDMC concept is specifically devised to control mobile network functionality, and it is not limited to data plane functions, but includes control plane functions of the mobile network, both of which can be placed arbitrarily in the edge cloud or the central cloud, as shown in Fig. 2.

<table>
<thead>
<tr>
<th>Network functions</th>
<th>Relevant parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell discovery</td>
<td>Highly depends on carrier frequency (e.g., sub-6 GHz or mmWave), MIMO technologies (e.g., beamforming).</td>
</tr>
<tr>
<td>Mobility</td>
<td>Mobility may not be required by some services (metering), or only very locally (enterprises), in groups (trains), or at very high speed (cars).</td>
</tr>
<tr>
<td>Carrier aggregation</td>
<td>Carrier aggregation may not be needed in each scenario as it also impacts battery consumption; it could further include very distinct spectrum.</td>
</tr>
<tr>
<td>Multi-connectivity</td>
<td>Multi-connectivity could include different network layers (micro/macro), different technologies (WiFi/LTE), and different spectrum (sub-6 GHz/mmWave). It may further be implemented at very different layers (e.g., among others) depending on deployments.</td>
</tr>
<tr>
<td>Connectivity model</td>
<td>The actual connectivity may be based on bearers (high throughput) or connectionless (IoT). In the connectionless case, many non-access stratum (NAS) functions are not needed.</td>
</tr>
<tr>
<td>Coding</td>
<td>Coding techniques may vary depending on the use case, for example, block codes for short (sensor) transmissions or turbo codes for high throughput.</td>
</tr>
<tr>
<td>Multi-cell cooperation</td>
<td>Depending on the current load, deployment, and channels, tighter cooperation (joint Tx/Rx) or looser cooperation (ICIC) is possible.</td>
</tr>
<tr>
<td>Spectrum access</td>
<td>Depending on the use case requirements and available spectrum, possibly different spectrum access strategies may be required (e.g., licensed, unlicensed, license-assisted).</td>
</tr>
<tr>
<td>Authentication, authorization, accounting (AAA)</td>
<td>Depending on the applicable access control and accounting/charging policies, AAA functionality is different and may be placed/instanitated in different locations.</td>
</tr>
<tr>
<td>Parental control</td>
<td>Depending on the user context (children) and the requested service, the parental control function becomes part of the service chain for according service flows.</td>
</tr>
</tbody>
</table>
To enable the SDMC paradigm within 3GPP EPS, where wireless functionality is controlled centrally, we collocate the SDMC within the 3GPP network management system. This takes advantage of the legacy performance monitoring, forming a logical global RAN information base that can be used by the SDMC to control various network functions. The control of wireless networks comprises, among others, channel selection, scheduling, modulation and coding scheme selection, and power control. Figure 4 illustrates the SDMC architecture showing the main functional features and operations. With a software-defined approach, all these functions could be performed by a programmable software defined mobile controller, which provides very important benefits for the operation of the mobile network.

However, it is essential to enhance the current 3GPP Type 2 interfaces (ItfN) between the network management system and the network equipment to allow the SDMC to provide network programmability and support for multi-tenancy. Those enhancements should reflect SDN capabilities such as network abstraction and control providing sufficient network management flexibility. Interfacing the SDMC with the network management system in such a manner can also enable multi-tenancy support and network programmability taking advantage of the 3GPP Type 5 interface. This allows receiving network sharing requests from MVNOs [12] and offering a means of network resource acquisition to OTT providers and verticals via the SDMC northbound application programming interface (API). In addition, the northbound interface offers the capability of flexible provision of the so-called SDMC Apps. To accommodate the related service requirements of multi-tenancy and SDMC Apps, the infrastructure provider network manager needs to interact with 3GPP policies, that is, the policy and charging rules function (PCRF), via a new network interface called **ItfPolicy**, to enable flexible policy provision for multiple tenants and network innovation.

The key advantages resulting from the proposed approach include the following.

**Flexibility:** One of the problems that network operators are facing today is that while wireless equipment is quite expensive, this is very rigid and does not adapt to their needs. By using SDMC, operators would be able to fit the equipment to their needs through simply reprogramming the controller and thus reducing costs, while being able to scale up and down virtual functions, also enhancing reliability.

**Unified Management:** Adopting logically centralized control unifies heterogeneous network technologies and provides efficient network control of heterogeneously deployed networks. In particular, the network control must consider evolving traffic demands, enhanced mobility management, and dynamic radio characteristics.

**Simplified Operation of the Wireless Network:** With SDMC, network operators only need to control a set of logically centralized entities that run the entire network, which, depending on actual latency requirements, possibly includes heterogeneous radio technologies.

**Enabling Network Innovation:** By modifying the controller functions (i.e., SDMC Apps), many new services that were not included in the initial architecture design can be enabled by modifying the network behavior to introduce service-specific enhancements within a few hours instead of weeks [13].

**Programmability:** By adapting the functions such as scheduling or channel selection to the specific needs of the applications or the scenario, significant performance gains can be achieved.
Inter-Slice Resource Control: Following the network slice concept described above, infrastructure domain-hosted SDMC allows the infrastructure provider to assign unutilized resources to support third party services. Hence, the SDMC can allocate a network slice with a specified network capacity, a particular split of the control/data plane, and a selection of VNFS.

STANDARDIZATION ROADMAP
The International Telecommunication Union Radiocommunication Standardization Sector (ITU-R) is developing a longer-term vision of mobile networks and their evolution toward 2020 and beyond. It provides a framework and overall objectives of the future developments of 5G systems (referred to as IMT-2020) which involve several steps:

- In early 2012, ITU-R embarked on a program to develop “IMT for 2020 and beyond,” setting the stage for fifth generation (5G) research activities, which are emerging around the world.
- In 2015, ITU-R finalized its vision of the 5G mobile broadband connected society, which will be instrumental in setting the agenda for the World Radiocommunication Conference 2019, where deliberations on additional spectrum will take place in support of the future growth of IMT.
- In the 2016–2017 timeframe, ITU-R will define in detail the performance requirements, evaluation criteria, and methodology for the assessment of a new IMT radio interface.

- It is anticipated that the timeframe for proposals will be focused on 2018.
- In 2018–2020 the evaluation by independent external evaluation groups and definition of the new radio interfaces to be included in IMT-2020 will take place.

Similar to previous mobile network generations, 3GPP is expected to also be the leading standardization body for 5G, and the corresponding roadmap is shown in Fig. 5. 3GPP has started to work on 5G in both the SA and RAN working groups. The current 3GPP Release 13 and the coming 3GPP Release 14 will provide enhancements to LTE-Advanced under the name “LTE-Advanced Pro.” This will become the baseline technology for the evolution from LTE-Advanced to 5G. In parallel, 5G scenarios and requirements will be studied, which likely demand a revolutionary new architecture providing greater flexibility, as stated in the previous section. This work is expected to be completed by mid-2017.

SA1 has been working on a “Study on New Services and Markets Technology Enablers” (SMARTER) since April 2015. As a result, four additional study items have been created that include three vertical industries and one horizontal group. The verticals are enhanced mobile broadband (eMBB), critical communications (CriC), and massive IoT (mIoT); the horizontal study is on network operation (NEO). The latter deals with, among other issues, network slicing, interworking, and migration, as well as fixed-mobile convergence (FMC). In March 2016, another study item for 5G vehicular-to-anything (V2X) communication was agreed. SA1 plans to finalize its studies in June 2016 and then start normative work in 3GPP Release 15.

SA2 targets to finish its “Study on Architec-
architecture evolution as discussed in this article impacts many different network components. Hence, in addition to 3GPP other standards developing organizations will participate in the definition of the future mobile network architecture.

The mobile network architecture evolution as discussed in this article impacts many different network components. Hence, in addition to 3GPP other standards development organizations (SDOs) will participate in the definition of the future mobile network architecture. Most notably, the following SDOs will be involved in addition to 3GPP:

- The European Telecommunications Standards Institute (ETSI) NFV industry specification group (ISG) has created a framework for virtualization of network functions. This framework has been applied successfully to VNFs, mostly in the CN. In the RAN, where hardware still plays an important role, implementation of NFV concepts is more difficult [14]; for example, the C-RAN concept with fully centralized and virtualized RAN was among the first use cases, already discussed in 2012 in ETSI NFV. However, as of today, there are no large-scale commercial implementations. In order to gain more impact, the ETSI framework must be extended to be applicable not only to virtualized hardware but also to non-virtualized, bare metal hardware [14].

- The Open Networking Foundation (ONF) is the leading force in the development of open standards for the adoption of the SDN concept. However, in order to provide the benefits described above, the SDN protocol functionalities developed by ONF (e.g., OpenFlow and OF-Config) need to be extended to cope with 5G requirements and toward 3GPP EPS.

- The Internet Engineering Task Force (IETF) is also considering the use of Internet protocols (e.g., IPv6 and IP Multicast) in 5G networks, although the work required does not have a clear scope yet. There are proposals for using IETF developed protocols such as locator/ID separation protocol (LISP), host identity protocol (HIP), and information-centric networking (ICN) to address shortcomings of the current 4G CN for the support of additional 5G functionalities (e.g., reducing network latency or supporting new mobility models). IETF is also working on the development of an architecture for service function chaining that includes the necessary protocols or protocol extensions for the nodes.

![Figure 5. 3GPP LTE standardization roadmap toward 5G.](image-url)
that are involved in the implementation of service functions, as well as mechanisms for steering traffic through service functions.

**Conclusions and Further Challenges**

This article discusses the evolutionary 3GPP EPS mobile network architecture, and the need to provide a flexible architecture that integrates different technologies and enables diverse use cases. We introduce and explain various concepts such as the transition from a predefined set of functions grouped into network entities to a flexible network of functions, the network slicing concept, and software-defined mobile network control, orchestration, and management. In addition, the relevance of different standards defining organizations has been outlined and their roadmap has been detailed.

It is in our opinion that it is highly important to consider the future evolution of 3GPP EPS not only as the introduction of a novel air interface but as the evolution of one mobile network architecture toward a “system of systems” where many different use cases, technologies, and deployments are integrated, and the operation of each system is tailored to its actual purpose.

**Acknowledgment**

This work has been performed in the framework of the H2020-ICT-2014-2 project 5G NORMA. The authors would like to acknowledge the contributions of their colleagues. This information reflects the consortium’s view, but the consortium is not liable for any use that may be made of the information contained therein.

**References**


**Biographies**

Peter Rost (SM) received his Ph.D. degree from Technische Universität Dresden in 2009 and his M.Sc. degree from the University of Stuttgart in 2005. Since May 2015, he has been member of the Radio Systems research group at Nokia Germany, contributing to the European projects 5G-NORMA and METIS-III, and business unit projects on 5G architecture. He serves as a member of the IEEE ComSoc GITC, VDE ITG Expert Committee Information and System Theory, and as Executive Editor of IEEE Transactions on Wireless Communications.

Albert Banchs (SM) received his M.Sc. and Ph.D. degrees from UPC-BarcelonaTech in 1997 and 2002. He was at ICSI Berkeley in 1997, at Telefonica I+D in 1998, and at NEC Europe from 1999 to 2003. Currently, he is an associate professor with the University Carlos III of Madrid, and has a double affiliation as deputy director of the IMDEA Networks institu-tute. His research interests include performance evaluation and algorithm design in wireless networks.

Ignacio Berberena (ignacio.berberena@telefonica.com) received his M.S. degree in mining engineering from Madrid Polytechnic University in 1987. In 1988 he joined Telefonica I+D, where he has worked mainly in wireless communications, including several European projects (CODIT, MUNET, AntIcOM, UON). Currently, he is responsible for the Innovation Unit in the Radio Access Networks direction of the Telefónica Global CTO office, dealing with long-term evolution of mobile access, including 5G systems.

Markus Breitbach (markus.breitbach@telekom.de) is working as a senior expert in the area of end-to-end network architecture. Before joining Deutsche Telekom in 2006, he developed concepts for UMTS base stations and their HSPA schedulers for a major infrastructure supplier. In the last years, he has been working on network virtualization. Holding both a Ph.D. in electrical engineering and an M.B.A., his ambition is to design innovative network concepts that fit well into the surrounding business picture.

Mark Doli (mark.doli@alcatel-lucent.com) received his Dipl.-Phys. degree in physics from Technische Universität Braunschweig in 2000 and his Dr.-Ing. in computer science from Karlsruhe Institute of Technology (KIT) in 2007. At KIT, he worked on mobility, multicast, and QoS support for the Internet. Upon joining Nokia Bell Labs, his work shifted to EPS CoMP and EPS air-to-ground communication for aircrafts and now focuses on post-cellular “user-centric” wireless access for 5G. He acts as 5G NORMA’s technical manager.

Henz Droste (Henrz.droste@telekom.de) works for Deutsche Telekom in Darmstadt on mobile communication related projects. Antennas and radio wave propagation belong to his knowledge field as well as system-level simulation and radio network planning. His current R&D activities at Telekom Innovation Laboratories focus on the optimization of EPS and EPS-A deployments where he is acting as senior expert and project manager. He is actively contributing to the EU funded R&D project 5G NORMA.

Christian Mannweiler (christian.mannweiler@nokia.com) received his M.Sc. (Dipl.-Ing.) and Ph.D. (Dr.-Ing.) degrees from Kaiserslautern University, Germany, in 2008 and 2014, respectively. Since 2015, he has been a member of the Network Management Automation research group at Nokia. He has co-authored numerous articles and papers on 5G mobile network technologies and architectures. He has worked in several nationally and EU-funded projects covering the development of cellular and industrial communication systems, among them H2020-5G-NORMA, FP7-C-Cast, FP7-METIS, MBMFSolarMesh, BMF-PROWILAN, and BMWi-CoCoS.

Miguel A. Puerto (miguelangel.puente@atos.net) received his M.Sc. in telecommunications engineering from the Universidad Politécnica de Madrid (UPM) in 2012, including an information technology Master’s degree from the University of Stuttgart (2010–2012). Since 2012 he is with Atos Research & Innovation in Spain, where he is involved in European research projects addressing 5G, EPS, Cloud Computing, Mobile Cloud/Edge Computing, QoS/QoE optimization and recursive Internet architectures. From 2014 he is a Ph.D. candidate at UPM.
Mobile and wireless Internet protocol (IP) traffic is expected to exceed the traffic from wired devices by 2019, and wired devices will account for only 33 percent of the total IP traffic globally by 2019. Moreover, 55 percent of mobile data traffic might be dominated by video streaming in 2020 as it is expected to grow 45 percent annually from 2014-2020. Seamlessly viewing high-definition (HD) videos on mobile devices will require extremely high average and peak data rates. 3GPP realizes the exponentially growing demand and the need for higher data rates. The advances in cellular technology in LTE have increased the performance and capacity of mobile networks, but this alone will not be able to sustain the growing demand in the long term. There is a clear need for more spectrum in addition to the efficient use of allocated spectrum.

3GPP introduced CA as a key technology in LTE-A Rel. 10 to increase the transmission bandwidth from 20 MHz to an aggregated bandwidth of up to 100 MHz [1]. This allowed the operators to aggregate fragmented spectrum from different bands into a larger spectrum resource. In LTE-A, a CC can have a bandwidth of 1.4, 3, 5, 10, 15, or 20 MHz, and a maximum of five CCs can be aggregated, hence the maximum aggregated bandwidth of 100 MHz [2]. Further extensions followed in LTE-A Rel. 11 and Rel. 12 that enabled inter-band TDD CA with different UL-DL configurations, CA with multiple uplink timing advance settings, and aggregation of carriers with different frame structures between TDD and FDD [3].

CA has also progressed well in network deployments and has allowed operators to turn their investment in additional LTE carriers into marketable high data rates. However, the existing specifications soon became a limiting factor for further LTE configurations. The operators aim to deploy CA with a larger number of CCs, therefore it has become essential to expand the current CA framework. Furthermore, CA is seen as a key enabler to capture the spectrum opportunities of unlicensed spectrum in the 5 GHz band that licensed assisted access (LAA), specified in Rel. 13, facilitates. In addition, more spectrum is also expected to become available, for example in the 3.5 GHz band. Therefore, 3GPP introduced in Rel. 13 enhancements that extend the CA framework beyond five CCs and enable massive carrier aggregation to transmit on much larger aggregated bandwidth.

Extending the CA framework to aggregate more than five CCs requires a number of enhancements, as observed in [4]. One of the major impacts is on control signaling, as it increases proportionally with an increasing number of aggregated CCs. In order to facilitate downlink (DL) CA beyond five CCs, UCI overhead increases significantly, and the problem lies in the fact that the resources used to transmit this information do not increase with an increasing number of CCs. According to current specifications, a major portion of the UCI is transmitted on the physical uplink control channel (PUCCH) and some portion can also be multiplexed with data on the physical uplink shared channel (PUSCH). PUCCH and PUSCH are uplink channels to transmit UCI and mainly data, respectively. In Rel. 12, PUCCH transmission is allowed only on the primary CC and not on secondary CCs. Therefore, when five DL CCs
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are aggregated, the combined UCI related to these DL CCs is transmitted on a single PUCCH in the primary cell, as shown in Fig. 1.

In this article we focus on the enhancements for efficient transmission of UCI on PUCCH as well as PUSCH for CA up to 32 CCs. Different formats for transmission on PUCCH have been defined in 3GPP LTE-A to support different scenarios. For the existing CA framework in LTE-A, PUCCH format 3 and format 1b with channel selection are defined to transmit the UCI for up to five CCs [5]. PUCCH Format 1b with channel selection and format 3 support payload sizes of up to 4 bits and 22 bits, respectively, and are therefore insufficient when the amount of UCI increases along with the number of aggregated carriers [6]. Therefore, as mentioned in [4], defining new PUCCH formats is a necessary enhancement to support massive CA in future cellular networks. We present the structure of new PUCCH formats covering necessary aspects including channel coding, reference signals, multiplexing, and mapping to resources. In addition, enhancements are also needed to multiplex larger UCI payload on PUSCH in comparison to 3GPP LTE Rel. 12 specifications. This article categorically gives an overview of the enhancements on both PUCCH and PUSCH that have been proposed or agreed to in Rel. 13.

The rest of the article is structured as follows. First we analyze the expansion in the UCI payload size for enhanced CA up to 32 CC. We then discuss the UCI multiplexing enhancements on PUSCH. Next, we discuss the key aspects for PUCCH enhancements that can support larger UCI payloads and highlight the new formats defined in Rel. 13. Link level investigation along with 3GPP simulation assumptions are then provided. Finally we conclude the article with a summary of CA enhancements agreed to in Rel. 13, as well as a discussion of future work.

**UCI Payload Overview**

UCI consists of hybrid-ARQ (HARQ) feedback information, channel state information (CSI), and scheduling requests (SR). CSI includes one or more of channel quality indicators (CQI), a rank indicator (RI), and a precoding matrix indicator (PMI). HARQ feedback, which is transmitted with a strict time-constraint, consists of 1-bit of acknowledgment (ACK) or negative-acknowledgment (NACK) corresponding to each downlink data transport block. For transmission with spatial multiplexing, two bits of corresponding HARQ feedback is transmitted on the uplink for every downlink CC. In the case of FDD and a symmetric uplink/downlink frame structure in TDD, up to 64 bits of HARQ feedback needs to be transmitted on a single uplink subframe for downlink CA up to 32 CCs, assuming spatial multiplexing is supported on all CCs. This payload exceeds the capacity of PUCCH format 3 used in CA in Rel. 12 [6]. Moreover, extreme cases of an asymmetric uplink/downlink frame structure in TDD would result in even larger payloads. For example, TDD configuration 5 consists of only one uplink subframe within a radio frame. In this case, if 32 downlink CCs are aggregated, the resulting HARQ feedback payload will be 9 [number of downlink subframes] x 2 [spatial multiplexing] x 32 [number of CCs] = 576 bits. This payload size can be reduced by half after spatial bundling is applied across HARQ-ACK bits corresponding to the downlink transport blocks of each CC by a logical AND operation. Even after this operation, a significantly large payload of 288 bits needs to be supported. Table 1 shows examples of payload sizes (after spatial bundling) for different configurations that could be supported on an uplink primary cell for DL CA up to 32 CCs in future cellular networks [7]. Although Table 1 shows all possible configurations for CA with different FDD/TDD frame structures, it may not be necessary to support the extreme cases, at least for CA enhancements.

![Figure 1. Combined UCI for 5 downlink CCs transmitted on PUCCH of uplink primary cell.](image-url)
in Rel. 13. The new PUCCH formats are still expected to support quite large payloads.

Similar to HARQ-ACK feedback, CSI feedback payload also scales directly with an increasing number of CCs, while the uplink resources remain the same. CSI is very crucial for determining the channel quality on the downlink and facilitating downlink scheduling including resource allocation, modulation and coding scheme (MCS) selection, transmission rank adaptation, and precoding matrix determination. In LTE-A, both periodic and aperiodic CSI are supported. Periodic CSI is transmitted on a set of semi-statically configured subframes on PUCCH or PUSCH, whereas aperiodic CSI transmitted on PUSCH and is dynamically triggered using a PDCCH uplink grant. According to Rel.12 specifications, CSI for only one CC is allowed to be transmitted periodically on a single PUCCH. Existing PUCCH formats 2/2a/2b are used for CSI transmission for a maximum payload of 11 bits. A priority order is assigned to CSI associated with each CC, and the CSI with the highest priority order is transmitted in case of multiple periodic CSI transmissions colliding. This solution was considered a sufficient solution in case of CA up to five CCs. However, for massive CA in future networks, more sophisticated mechanisms would be required to schedule much larger CSI payloads.

**Enhancements for UCI on PUSCH**

In the legacy CA for LTE-A, UCI is multiplexed along with data on PUSCH, if simultaneous transmission of PUSCH and PUCCH is not configured and if PUCCH collides with PUSCH in the same subframe. Furthermore, aperiodic CSI reports are always transmitted on PUSCH. The resources used for UCI, including channel quality indicator (CQI)/precoding matrix indicator (PMI), HARQ-ACK feedback, and rank indicator (RI), are calculated based on the offset parameter $\beta_{CQI}$, $\beta_{HARQ}$ and $\beta_{RI}$, respectively, and the mapping is done as shown in [8]. However, the resources available for legacy CA are not sufficient to support the much larger payload required for CA of up to 32 CCs. As a result, it is necessary to consider further enhancements for multiplexing of increased UCI payload on PUSCH. Table 2 summarizes the agreed/proposed enhancements related to UCI feedback multiplexing on PUSCH in comparison to LTE-A Rel. 12.

**HARQ-ACK Feedback Enhancements on PUSCH**

In Rel. 13, an additional HARQ offset is introduced for larger HARQ-ACK payloads. The new HARQ offset is applied when the HARQ-ACK feedback size is more than 22 bits, which enables a more efficient method to calculate the resources to be allocated for larger payloads. This threshold of 22 bits is also used for determining the channel coding method of HARQ feedback. In LTE-A Rel. 12, Reed-Muller (RM) codes are used for encoding HARQ-ACK bits. However, RM coding is optimal only for smaller payload sizes. Therefore, tail-biting convolutional coding (TBCC) was chosen for payloads greater than 22 bits as it performs better than RM coding for larger payload sizes. Furthermore, it has been agreed to support dynamic HARQ-ACK feedback codebook adaptation in which the codebook size is indicated by the eNodeB (eNB) by using a 2-bit counter downlink assignment indicator (DAI) and a 2-bit total DAI included in each DL assignment scheduling PDSCH. The counter DAI is incremented per each scheduled carrier in frequency first, time-second manner, whereas total DAI indicates the total number of scheduled carriers. Based on the DAIIs, the UE can reliably determine the number of scheduled CCs even if it misses some of the DL assignments, ensuring that the UE and the network have a common understanding of the HARQ-ACK feedback codebook. There are two possible ways to configure the HARQ feedback codebook: static HARQ-ACK feedback codebook based on the configured carriers, and dynamic HARQ-ACK feedback codebook adaptation according to the scheduled carriers.

**CSI Feedback Enhancements on PUSCH**

Aperiodic CSI feedback that is transmitted on PUSCH is triggered by a request field in the PDCCH uplink grant. In LTE-A Rel. 12, two bits are assigned for this request field that are used to trigger CSI reports for one or more downlink CCs. For CA up to 32 CCs, the flexibility of a 2-bit request field becomes insufficient. Therefore it was agreed to increase the number of bits in the aperiodic CSI request field up to three bits, which would allow for significantly larger flexibility.

An increased number of CCs could result in transmission of a much larger CSI payload on PUSCH. Enhancements have also been introduced for aperiodic CSI reporting modes. Two new aperiodic CSI reporting modes 1-0 and 1-1 are introduced carrying wideband, i.e. non-frequency selective CSI only. Currently, convolutional coding is used for CQI/PMI coding and RM code for RI. For CA up to 32 CCs, RM code for RI feedback is sufficient only for up to 22 bits. Therefore, TBCC with 8-bit CRC is used for RI payload sizes greater than 22 bits.

**Enhancements for UCI Multiplexing on PUSCH**

As mentioned earlier, LTE-A Rel. 12 specifications have limited support for both HARQ-ACK feedback and CSI feedback transmission.
on PUCCH. Existing formats are able to support small payload sizes for only limited configurations of CA up to five CCs. The need for new PUCCH formats is quite evident in [4] and [6]. Henceforth, in LTE-A Pro Rel. 13, it was agreed to introduce two new PUCCH formats supporting higher payload sizes necessary for aggregation of more than five CCs. Efforts have been made to satisfy the new requirements coming from enhanced CA, while at the same time keeping in mind the possibility to re-use existing specifications as much as possible. In the following we discuss key aspects of the new PUCCH formats that were considered in Rel.13 standardization.

Channel Coding: The Rel. 12 channel coding scheme used for UCI on PUCCH format 3 is dual-RM code. For paylooads up to 11 bits with PUCCH format 2, single RM code from LTE release 8 is used. For payload between 11 and 22 bits, dual-RM encoders are used to generate a combined output of length 48 bits. Therefore for larger payloads, RM coding as such is not applicable. The coding scheme should optimally support a varying number of input bits ranging from tens to hundreds and be already used for other channels in LTE so that additional new spectral excursions and coding pattern would not be required. Turbo codes were considered as an option since they are already defined for PUSCH, and hence no additional implementation or complexity is needed. Turbo codes are generally used for payload sizes ranging from hundreds to thousands of bits. Therefore, TBCC is adopted as they are optimal for the payload sizes ranging from tens to hundreds and are already used for other physical channels. It has also been agreed to use an 8-bit CRC with TBCC.

Code-Division Multiplexing (CDM): Another important aspect considered while defining the new PUCCH formats is whether to keep the support for CDM as in PUCCH format 3. In format 3, orthogonal cover code (OCC) sequences are applied to the SC-FDMA symbols used for carrying UCI. These sequences are discrete Fourier transform (DFT) sequences of length 5, allowing for multiplexing of up to five format 3 transmissions within a physical resource block (PRB) [5]. As a result, only 12 QPSK modulated data symbols with HARQ information can be transmitted in a single slot. Therefore, to increase the PUCCH capacity, it was considered to either reduce the OCC sequence length to a smaller number or completely remove the CDM support. With a smaller OCC sequence length, the control information is spread over a smaller number of SC-FDMA symbols, thus providing more information for additional control information.

Demodulation Reference Signals (DMRS): PUCCH format 3 structure consists of two DMRS symbols per slot and one DMRS per slot for normal cyclic prefix and extended cyclic prefix, respectively. In the case of normal cyclic prefix, there is the possibility to reduce the DMRS symbol to one per slot for new formats. This would provide an additional symbol per slot for UCI feedback transmission. Therefore, the optimal number of DMRS symbols per slot is also considered for new formats.

NEW PUCCH FORMATS

PUCCH Format 4: PUCCH format 4, shown in Fig. 2a, is introduced in LTE-A Pro Rel. 13 to support a higher range of the payload sizes even in excess of 128 bits [9]. This structure is similar to PUSCH as it has one DMRS symbol/slot and no CDM is supported. Due to the lack of support for CDM, only a single PUCCH format 4 can be transmitted on a single PRB. Thus it can accommodate the largest payload in comparison to any other PUCCH format. This enables the transmission of 144 QPSK modulated symbols in a single PRB. It has also been agreed to support multi-PRB transmission for format 4.

PUCCH Format 5: PUCCH format 5, shown in Fig. 2b, is also defined in LTE Rel.13 to support mid-range payload sizes of around 100 bits or less [10]. In comparison to PUCCH format 4, the key structural difference is the support for CDM. Unlike PUCCH format 4, format 5 will not support multi-PRB transmission. An OCC sequence of length 2 is applied in this format, which allows simultaneous transmission of two PUCCH format 5 on the same PRB. As a result, only 72 QPSK modulated symbols can be transmitted in a single PRB. This format provides a trade-off between PUCCH format 3 and PUCCH format 4 in terms of maximum supported payload and multiplexing capacity.

OTHER PUCCH ENHANCEMENTS

In addition to the introduction of new PUCCH formats, several other enhancements have also been agreed to better support the new features. One of the key enhancements is support for dynamic adaptation of PUCCH formats. One of the main motivations for dynamic HARQ-ACK codebook determination is the potential to restrict the increase in PUCCH overhead due to a larger number of aggregated carriers. Dynamic PUCCH format adaptation is also needed to actually realize the potential PUCCH overhead benefits from dynamic HARQ-ACK codebook determination. Dynamic PUCCH format adaptation includes two aspects: dynamic adaptation of PUCCH format 4 resources, including the number of PRBs, and dynamic selection of the PUCCH format used [10]. Dynamic adaptation would make it possible to switch between format 3 and format 4/5 depending up on the payload size. If the payload size is less than or equal to 22 bits, the user falls back to format 3. As a result, the resources will be selected according to the format used. PUCCH format 4 and 5 cannot be configured simultaneously for the same UE. Other features include spatial bundling of HARQ-ACK feedback for the new formats, and dynamic HARQ-ACK feedback codebook adaptation, similar to PUSCH. Period CSI multiplexing on new PUCCH formats is also supported. However, in order to guarantee sufficient coverage for HARQ and/or CSI feedback, some of the periodic CSI can be dropped if a configured maximum code-rate is exceeded. New transmit power control formulas are also defined for the new formats. They are mainly based on the existing formula for PUSCH due to its similar structure. The remaining parts of the specifications, such as resource mapping, frequency hopping, and so on, remain the same as in Rel. 12.
In this section we present some key link level results that have been essential to standardization of new PUCCH formats in Rel. 13. The motivation for the link level investigation is to study the impact of increasing payload on PUCCH. For this purpose, we have simulated various alternatives to the PUCCH format. PUCCH format 3 has been the baseline reference for performance comparison. The simulation parameters used are based on the assumptions defined by 3GPP. Table 3 lists the parameters used for the investigation.

All of these parameters are applied to a single link between the user and the eNB. In the frequency domain, a 10 MHz system bandwidth consisting of 50 PRBs, with each PRB including 12 subcarriers is used. In the time domain, a normal cyclic prefix is used, and thus there are seven SC-FDMA symbols per slot, two slots per subframe, and 10 subframes per radio frame. The channel model is an extended pedestrian channel type A (EPA) with a user velocity of 3 Kmph. For the sake of investigation we have used HARQ-ACK payload sizes ranging from 22 bits to 200 bits.

Mainly two performance metrics for PUCCH formats are used by 3GPP: ACK missed detection probability with 1 percent target, and NACK-to-ACK error probability with 0.1 percent target [11]. In addition to these performance metrics, discontinuous transmission detection (DTX) is also an important factor that is defined as DTX-to-ACK error probability in [11], with a performance requirement of 1 percent. However, given the large DL assignments and the 8-bit CRC, the DTX probability should be very low and attainable. For overall performance, we plot the required SNR to achieve the combined performance target for 1 percent ACK missed detection probability and 0.1 percent NACK-to-ACK error probability. This combined metric is simply the maximum of (Target SNRACK, Target SNRNACK).

We first evaluate the performance of existing PUCCH format 3 in Fig. 3a. Results for multi-PRB allocation with up to 3 PRBs are also shown. Although according to Rel. 12, only 1 PRB can be allocated for PUCCH transmission, it has been considered to allocate multiple PRBs for PUCCH format 3 in Rel. 13. It can be seen that the required SNR to achieve the target for a 22 bit payload is 6 dB for one PRB allocation. For two and three PRBs, twice and thrice the payload is supported at approximately 6 dB, respectively. However, this would provide a limited increase in the supported payload sizes and was not seen as sufficient enough for CA up to 32 CCs.

In Fig. 3b, we illustrate the performance of new PUCCH formats 4 and 5. In addition, we have also included other candidates that have been considered for new formats in Rel. 13. Candidate 1 uses TBCC as the channel coding method, and the rest of the structure is exactly the same as the PUCCH format 3 in Fig. 3a. Results for multi-PRB allocation with up to 3 PRBs are also shown.

In Fig. 3b, we illustrate the performance of new PUCCH formats 4 and 5. In addition, we have also included other candidates that have been considered for new formats in Rel. 13. Candidate 1 uses TBCC as the channel coding method, and the rest of the structure is exactly the same as the PUCCH format 3 in Fig. 3a. Results for multi-PRB allocation with up to 3 PRBs are also shown.
as that of PUCCH format 3. Furthermore, candidate 2 is exactly the same as the new format 5, except for the OCC length of 3. With candidate 2, a multiplexing factor of 3 is possible. Finally, candidate 3 is also included in the performance evaluation to show the difference in performance between PUCCH with 1 DMRS symbol/slot and 2 DMRS symbols/slot. Candidate 3 consists of 2 DMRS symbols/slot, with the rest of its structure similar to format 4. Overall, it can be clearly seen that PUCCH format 4 is able to support the largest payload for a given SNR. It performs better than candidate 3, thus showing that 1 DMRS symbol/slot is an optimal solution. Candidate 1 has the worst performance, which shows that TBCC is not the preferred coding scheme for lower payloads, as format 3 with RM code performs better at a 22 bit payload and single PRB allocation. PUCCH format 5 is a good trade-off between format 3 and format 4 since it performs better than format 3 in terms of required SNR, and at the same time allows a multiplexing factor of 2 in comparison to no multiplexing in format 4.

CONCLUSIONS

In this article we presented an overview of massive carrier aggregation standardized in 3GPP LTE-A Pro Rel. 13. Background on the necessity of aggregating more than five CCs is provided. We capture the necessary requirements to support aggregation up to 32 downlink CCs, and discuss the UCI enhancements that have been agreed/proposed in 3GPP layer 1 meetings. This article covers all the key aspects including the PUSCH enhancements, the new PUCCH formats, and other related progress. In addition, we provide a link level investigation according to 3GPP requirements.
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Figure 3. Required SNR vs payload for combined target of 1 % ACK missed detection probability and 0.1 % NACK-to-ACK error probability: a) PUCCH format 3 compared with similar structure allocated larger bandwidth; b) New PUCCH formats & other candidates with 1 PRB.
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**ABSTRACT**

MIMO processing plays a central part in the recent increase in spectral and energy efficiencies of wireless networks. MIMO has grown beyond the original point-to-point channel and nowadays refers to a diverse range of centralized and distributed deployments. The fundamental bottleneck toward enormous spectral and energy efficiency benefits in multiuser MIMO networks lies in a huge demand for accurate CSIT. This has become increasingly difficult to satisfy due to the increasing number of antennas and access points in next generation wireless networks relying on dense heterogeneous networks and transmitters equipped with a large number of antennas. CSIT inaccuracy results in a multi-user interference problem that is the primary bottleneck of MIMO wireless networks. Looking backward, the problem has been to strive to apply techniques designed for perfect CSIT to scenarios with imperfect CSIT. In this article, we depart from this conventional approach and introduce readers to a promising strategy based on rate-splitting. Rate-splitting relies on the transmission of common and private messages, and is shown to provide significant benefits in terms of spectral and energy efficiencies, reliability, and CSI feedback overhead over conventional strategies used in LTE-A and exclusively relying on private message transmissions. Open problems, the impact on standard specifications, and operational challenges are also discussed.

**INTRODUCTION**

Promising approaches for fifth generation (5G) consist of densifying the network by adding more antennas in a distributed or co-localized manner. A distributed deployment leads to dense homogeneous/heterogeneous networks where the widely recognized bottleneck is interference. Interference management relying on multipoint cooperation have drawn a lot of attention in industry (i.e. coordinated multipoint [CoMP] in Long Term Evolution-Advanced [LTE-A] [1]) and academia. Co-localized deployment leads to massive multiple-input multiple-output (MIMO) (i.e. full duplex [FD]-MIMO in LTE-A).

Although appealing in their concept, the aforementioned MIMO techniques are hampered by several practical factors. Among these, the acquisition of accurate channel state information knowledge at the transmitter (CSIT) is the major challenge. The availability of accurate CSIT is crucial for downlink (DL) multi-user MIMO wireless networks. The beamforming and interference nulling performance heavily depends on the channel estimation accuracy. Unfortunately, pilot reuse tends to impair channel estimation in time-division duplex (TDD), and a significant feedback overhead is required to guarantee sufficient feedback accuracy in frequency-division duplex (FDD) due to the large number of antennas. Delay and inaccurate calibrations of RF chains also contribute to making CSIT inaccurate. CSIT inaccuracy results in a multi-user interference and link adaptation problem that is the primary bottleneck of MIMO wireless networks, as highlighted, for example, in [2] for multi-user [MU]-MIMO and [3] for CoMP.

Looking backward, the problem has been to strive to apply techniques designed for perfect CSIT to scenarios with imperfect CSIT. Following the same path will only increase the gap between theory and practice as the density of antennas increases. The motivation behind this article is the following: would it not be wiser to design wireless networks from scratch accounting for imperfect CSIT and its resulting multi-user interference?

Interestingly, there has been some recent communication and information theoretic progress in understanding the fundamental impact of imperfect CSIT and resulting multi-user interference on the performance (measured in terms of degrees of freedom, DoF) of wireless networks. Results highlight that to benefit from imperfect CSIT and tackle multi-user interference, the transmitter should take a rate-splitting (RS) approach that splits each message into a common and a private message, and superpose a common message on top of all users' private messages. The common message is encoded using a codebook shared by all receivers and is intended to a subset of the users but is decodable by all users, while the private part is to be decoded by the corresponding receiver only. This contrasts with
The article provides a survey on recent advances in RS for MIMO wireless networks in various scenarios such as MU-MIMO, massive MIMO, and multi-cell coordination, and highlights its potential and benefits over traditional approaches used in LTE-A. It also identifies the challenges and the necessary standardization efforts to make RS a reality in LTE.

**FUNDAMENTALS OF RATE SPLITTING**

The concept of RS is not particularly new. Its roots date back to the early works on the two-user interference channel (IC) by Carleial, and Han and Kobayashi [4]. Those authors developed transmission strategies based on RS to achieve new rate regions. In the Han-Kobayashi scheme, which achieves the best known inner bound to date, each source divides its message into a “private” part and a “common” part (sometimes referred to as a “public” part). The two parts are encoded using superposition coding and simultaneously transmitted. In addition to decoding its own message consisting of two parts, each receiver also decodes part of the interfering user’s message, specifically the other receiver’s common part. The beauty of this scheme lies in the fact that it generalizes two extreme strategies: treating interference as noise and interference decoding. The Han-Kobayashi scheme reduces to one of the aforementioned strategies under extreme conditions, and provides a trade-off for intermediate regimes.

For the MIMO broadcast channel (BC), that is, the information theoretic counterpart of a single-cell MU-MIMO system, it is well established that the capacity region is achieved using dirty paper coding (DPC) under perfect CSIT. However, DPC is merely a theoretical concept, and its practical implementation is deemed highly complex. Linear precoding strategies have emerged as the most attractive alternative, due to their considerably simpler implementation, and their optimality from a DoF point of view. The DoF can be interpreted as the number of interference-free data streams that can be simultaneously communicated per channel use. This is quantified at very high signal-to-noise ratios (SNRs), where the effect of additive noise can be neglected, and the limiting factor becomes the inter-user interference. The optimality of linear precoding in this sense stems from the fact that it can be utilized to place each user’s signal in the null space of other users, for example, by employing zero-forcing beamforming (ZFBF). However, imperfect CSIT knowledge results in distorted interference nulling yielding residual interference at the receivers, which in turn may jeopardize the achievable DoF. This draws strong resemblance to the IC, one that has generally been overlooked. Conventionally, transmission strategies have been developed for MU-MIMO systems with imperfect CSIT by treating the residual interference as noise. However, the lessons learned from the IC and the Han-Kobayashi scheme suggest that it is advisable to decode part of the interference (or all of it) under certain circumstances. This motivates the employment of the RS transmission strategy for MU-MIMO systems with imperfect CSIT [5].

The RS strategy for MU-MIMO is formally described as follows. Let $W_1, W_2, \ldots, W_K$ be the uncoded messages intended to users 1, 2, \ldots, $K$ respectively, simultaneously served by the base station (BS) in the same time-frequency resource block. Generally speaking, each message is split into two parts (e.g., $W_{k0}$ and $W_{k1}$), which correspond to the common part and private part of $W_k$ respectively. The ratios in which messages are divided are design parameters that vary depending on the setup. All common parts are packed into one super common message, that is, $W_0 = (W_{10}, \ldots, W_{K0})$. In a linearly precoded system, the resulting $K + 1$ messages are first encoded into symbol streams, the $K$ private streams are then mapped to the transmit antenna array through legacy MU-precoders (e.g. ZFBF), while the common stream is precoded in a multicast fashion such that it is delivered to all users. Each UE performs joint decoding of the common stream plus its private stream. This can be implemented through decoding the common stream first by treating all private streams as noise, followed by decoding the private stream after removing the common stream via successive interference cancellation (SIC). The overall architecture is illustrated in Fig. 1.

It should be noted that while the RS transmit signal model resembles a broadcasting system with unicast (private) streams and a multicast stream, the role of the common message is fundamentally different. The common message in a unicast-multicast system carries public information intended as a whole to all users in the system, while the super common message in RS encapsulates parts of private messages, and is not entirely required by all users, although decoded by them all for interference mitigation purposes.

Employing the combination of superposition coding and SIC draws the comparison with non-orthogonal multiple access (NOMA), also called multi-user superposition transmission (MUST) in LTE Rel-13, recently investigated as a potential strategy for 5G. While the two methods are differently motivated, links between them can be established. For instance, the common message in the RS scheme can be seen as a non-orthogonal layer added onto the conventional orthogonal ZFBF layers. However, generally speaking, the two strategies cannot be treated as extensions or subsets of each other, at least in their currently proposed forms.

**PERFORMANCE LIMITS AND DEGREES OF FREEDOM**

In DoF analysis of MIMO systems, the CSIT quality is commonly quantified in terms of a non-negative constant exponent $\alpha$ such that errors decay with increased SNR at a rate of $O(\text{SNR}^{-\alpha})$. In limited feedback systems where UEs send quantized versions of their channels back to the BS, $\alpha$ is interpreted in terms of the number of feedback bits. For example, $\alpha = 0$ corresponds to non-scaling scenarios where the number of feedback bits is fixed with SNR, and $\alpha > 0$ corresponds to scenarios where the number of feedback bits scales with SNR. In LTE-A, the
The number of feedback bits does not scale with the SNR and \( a = 0 \) is applicable. It is worth highlighting that \( a \) can also assume a rather different interpretation. In particular, \( a \) can be written in terms of the normalized Doppler frequency in systems where CSIT is somehow outdated, where smaller \( a \) represent higher Doppler frequencies.

It is well established that under imperfect CSIT, the maximum DoF of the MIMO-BC can be maintained as long as \( a \geq 1 \), that is, CSIT errors decay with SNR at a rate not slower than \( O(SNR^{-1}) \). Using ZFBF over the imperfect channel estimate at the BS yields non-dominant residual interference, sufficiently treated as noise from a DoF perspective. However, maintaining such high CSIT qualities may be exhausting in terms of resources, and it is not uncommon in practical systems to have \( a < 1 \) (e.g., with quantized CSI in LTE-A). In such situations, treating the residual multi-user interference as noise is known to deteriorate the DoF performance. For example, in a system where each user is equipped with a single antenna, transmitting data streams along ZFBF vectors achieves a fraction \( a \) of the maximum DoF obtained under perfect CSIT (i.e., \( Ko \)). On the other hand, superior DoF performance is achieved when the RS strategy is leveraged. Specifically, decoding part of the interference presented in the form of a common message achieves an extra DoF of \( 1 - a \).

However, realizing such gains requires careful power allocation among the private and common streams, one that guarantees the common stream's DoF gain while not compromising the private streams' achievable DoF. The DoF gains are illustrated in Fig. 2.

**SUM-RATE ENHANCEMENT AND CSI FEEDBACK REDUCTION**

So far the focus has mainly been on DoF analysis, leaving aside the question of how the RS approach can benefit the sum rate performance at finite SNR. Tackling such a question is essential as it sheds light on the usefulness of the information-theoretic works in practical multi-user multiple-input single-output (MISO) systems.

Considering that there are two co-scheduled users and the quantized CSIT is obtained via random vector quantization (RVQ), [6] studied the sum rate performance of RS as a function of the power splitting ratio \( p \), which indicates the fraction of the total power allocated to the private messages. The optimal value of \( p \) that maximizes the sum rate is determined as a function of the CSIT error, which is computable given the SNR, the number of transmit antennas \( M \),...
and the number of feedback bits \( B \). Those three parameters provide the necessary long-term information for the RS transceiver design.

Figure 3 illustrates the sum rate performance achieved with the RS approach when the number of feedback bits \( B \) does not scale with SNR (equivalent to the case \( \alpha = 0 \)). The performance of three conventional approaches is also displayed: the single-user mode time-division multiple access (TDMA), the multi-user mode ZFBF, and the single-user/multi-user (SU/MU) mode switching. SU/MU dynamically switches between ZFBF and TDMA to maximize the sum rate. Four transmit antennas and two users are assumed. The precoders for the two private messages in RS are designed using ZFBF and allocated a fraction of the total power that is uniformly split among them, the remaining power being allocated to a common message. At low SNR, since the system is noise limited, the RS approach becomes ZFBF (i.e., \( \rho = 1 \)). As the SNR increases, the power allocated to the common message increases (i.e., \( \rho < 1 \)). At high SNR, the sum rate achieved by ZFBF saturates due to the interference-limited behavior created by the inaccurate CSIT, while the sum rate achieved by RS keeps increasing with a DoF of 1 because a dominant part of the total power is allocated to the common message.

In a practical system like LTE-A, the saturation of the sum rate is avoided by performing SU/MU. As mentioned above, at high SNR, the sum rate achieved by RS is dominated by the common message. However, since the common message has to be decoded by both users, its rate is limited by the weakest user and is probably lower than the rate of the single message sent via SU/MU because SU/MU boils down to TDMA at high SNR. Despite that, Fig. 3 shows that the contribution of the rates of the private and common messages altogether leads to a higher sum rate than SU/MU. Such a rate gap grows up from 10 to 15.

Moreover, the number of feedback bits required by RS to maintain a constant sum rate gap relative to ZFBF with perfect CSIT is characterized in [6]. By comparing with the feedback overhead required by ZFBF with RVQ, it is shown that a significant feedback overhead reduction is enabled by RS. Setting, for example, the constant sum rate gap to be 6 b/s/Hz with 4 transmit antennas, at a medium SNR of 15 dB, RS requires 5 bits less than ZFBF with RVQ to achieve the same performance.

**Transceiver Optimization**

Although ZFBF strategies achieve the optimum DoF, they are generally sub-optimal in finite SNR regimes where non-asymptotic metrics are considered, for example, the mean square error (MSE), the signal-to-interference-plus-noise ratio (SINR), and the achievable rate. Optimum precoders with respect to such metrics strike a delicate balance between nulling the undesired interference and maximizing the desired power components at the receivers. Generally speaking, optimum precoders can hardly be found in closed forms, and obtaining them requires solving sophisticated optimization problems. The formulation of such problems strongly relies on the CSIT error model, which varies according to the considered setup. For example, the BS may have access to some statistical properties of the CSIT error that can be employed to formulate average-based or outage-based problems. On the other hand, when the BS can only bound the CSIT error within some known uncertainty region, the optimization problem is formulated in terms of the worst case performance. Another determining factor is the design’s objective and constraints. For example, we may have a power-constrained transmission with the objective of maximizing the sum rate targeting the overall system performance, or the minimum rate among users to achieve a form of fairness. Alternatively, the design may also be quality of service (QoS)-constrained with the objective of minimizing the transmission power required to achieve prescribed user rates.

One common feature in all RS optimization problems is the embedded sum rate expressions. In particular, each user’s achievable rate writes as the sum of two terms corresponding to the rates of the common and private parts of the
message. Optimizing a two-part achievable rate for each user yields the optimum ratio in which messages should be divided for the given system setup. However, this also poses an optimization challenge since such sum rate terms are non-convex and intractable in their original forms. This can be tackled through equivalent reformulations into special forms of weighted MSE (WMSE) problems [7]. The domain of the original problem is extended by incorporating the receive filters and the MSE weights into the set of optimization variables. It can be shown that any optimum solution of the extended WMSE problem is also an optimum solution of the original rate problem. Moreover, the extended WMSE problem possesses a special structure that enables a solution using alternation optimization. However, due to the non-convexity of the original rate problem, global optimality cannot be guaranteed. Nevertheless, extensive simulations have demonstrated that this approach is very efficient and achieves very good performance.

Figure 4 demonstrates the gains achieved by optimized precoders compared to simpler ZFB-based designs in the presence of i.i.d. Gaussian CSIT errors with $\alpha = 0$ and $0.6$. Two design objectives are considered: maximizing the average sum rate and maximizing the minimum average rate. The superiority of optimized designs is clear for all cases. Further details on RS precoders optimization can be found in [8] for the sum rate maximization and in [9] for the minimum rate maximization subject to a total transmit power constraint, and the power minimization under rate constraints.

Massive MIMO

When it comes to massive MIMO, a full-dimensional channel estimate either requires an unaffordable feedback overhead in FDD or suffers from pilot contamination and antenna/RF mis-calibration in TDD. Leveraging the rate, reliability, and feedback overhead reduction benefits of RS in conventional MU-MIMO with imperfect CSIT, RS can be applied to tackle massive MIMO problems as demonstrated in [10].
However, since the common message has to be decoded by all co-scheduled users, its achievable rate degrades as the number of users increases. To retain the benefits of RS in such scenarios, a general RS framework, denoted as Hierarchical-Rate-Splitting (HRS), has been introduced in [10]. HRS exploits the knowledge of transmit correlation matrices to alleviate the CSIT requirement and transmits two kinds of common messages to mitigate the rate constraints of the common message.

To do so, users are clustered into groups according to the similarity of their transmit correlation matrices. Then a two-tier downlink precoder, reminiscent of the dual-codebook structure of LTE-A [2], is adopted: the outer precoder controls inter-group interference based on long-term CSIT, while the inner precoder controls intra-group interference based on a short-term effective channel. Due to imperfect grouping and instantaneous CSIT, residual inter-/intra-group interference remains the limiting factors of system performance. To overcome this problem, the philosophy of RS is generalized into HRS, which consists of an outer RS and an inner RS, as illustrated in Fig. 5 (left). By treating each group as a single user, an outer RS tackles the inter-group interference by packing part of the users’ messages into a common message $s_0$ that can be decoded by all users. Likewise, an inner RS copes with the intra-group interference by packing part of the messages intended to users in that group (say $g$) into a common message $s_{g,0}$ that can be decoded by group $g$’s users. The common messages are transmitted along the private messages in a superimposed manner. At the receiver side, each user sequentially decodes $s_0$ and $s_{g,0}$ of its corresponding group, and removes them from the received signal by SIC. Then the private message of each user can be independently decoded by treating all other private messages as noise. When the inter-group interference is negligible, HRS becomes a set of parallel RSs in each group. In contrast, when the inter-group interference is the dominant degrading factor, HRS boils down to RS.

The performance gain of HRS over RS and conventional approaches is illustrated in Fig. 5 (right) for $M = 100$ and $SNR = 30$ dB in a typical scenario where the inter-group interference is negligible.

**Multi-Cell Coordination**

In LTE-A, CoMP has been included in the specification as a technique to deal with inter-cell interference. However, CoMP has only partially convinced industry in the Third Generation Partnership Project (3GPP). The large disparity of performance results on CoMP [1] also highlights the lack of reliability and the high sensitivity of such techniques. Imperfect CSIT among the coordinated/cooperative transmitters is the major issue that impacts CoMP system throughput. RS can be used to enhance the system performance in the multi-cell scenario in the presence of imperfect CSIT.

Let us first consider the two-cell scenario illustrated in Fig. 6 (above), where each transmitter is equipped with two antennas, and each user has a single antenna. The two transmitters share the CSI of the two users, but not the user data. Since the CSIT qualities of the cross links are $\alpha$, the sum DoF achieved with ZFBF is $2\alpha$. However, with RS, each transmitter delivers the ZFBF-precoded private message using a fraction of the power, while one transmitter sends a common message using the remaining power. The sum DoF is enhanced to $1 + \alpha$ [11].

In the three-cell scenario, since the interference observed by a single user comes from two different cross-links, transmitting a common message to be decoded by all users may not properly cope with the interference between a pair of users. To overcome this, as an evolution of RS, topological RS (TRS) is introduced in [12]. It consists of a multi-layer structure (somewhat reminiscent of the HRS strategy) and transmits multiple common messages according to the CSIT quality topology. For instance, let us focus on the scenario illustrated in Fig. 6 (below), where each transmitter has three antennas and each user has a single antenna. User 2
The introduction of RS in LTE Evolution would have various impacts on the standardization efforts. A new transmission mode indicator, in the form of a DCI format, is needed to tell the user the proper transmission mode and the relevant information required for demodulation.

**Figure 6. Multi-cell coordination in a two-cell scenario with symmetric CSIT qualities (above) and three-cell scenario with a certain CSIT quality topology (below).**

and user 3 are grouped, and user 1 alone forms another group, since users 2 and 3 have identical intra-group CSIT qualities (i.e., $a$), which is smaller than the inter-group CSIT qualities (i.e., $b$). Then, similar to HRS, the TRS transmitted signal is formed by a two-layer RS. The outer layer tackles the inter-group interference by transmitting a system common message to be decoded by all users, the private message of user 1, and private messages for the group formed by user 2 and user 3. The private messages for the group formed by users 2 and 3 are referred to as the inner layer. It comprises two private messages plus a group common message in order to deal with the intra-group interference. By performing SIC, users 2 and 3 decode the system common message, group common message, and their desired private messages, sequentially. On the other hand, user 1 only decodes the system common message and its desired private message.

More details on TRS for the general $K$-cell scenario with arbitrary CSIT quality topologies can be found in [12].

**Rate-Splitting in LTE Evolution**

(H/T)RS is a generalized strategy that incorporates conventional SU/MU-MIMO and CoMP as special cases, that is, whenever the power allocated to the common message(s) is set to 0. This enables a more general form of mode switching in LTE where switching can be operated between SU, conventional MU, and RS depending on the SNR and CSIT quality.

The introduction of RS in LTE would have various impacts on the standardization efforts. A new transmission mode indicator, in the form of a DCI format, is needed to tell the user the proper transmission mode and the relevant information required for demodulation. The receiver also needs to be informed about the type of messages (common/private), the number of messages, the modulation and coding scheme of all common/private message intended for the user, information about whether or not a common message is intended for the user, the transmit power of each message, and so on. In the uplink, RS also has an impact on the CSI feedback mechanisms and signaling. RS requires knowledge about the CSIT accuracy in order to properly allocate power to the common and private messages. This could, for instance, be computed by user equipment (UE) and reported back to the BS. Based on the collection of CSIT accuracies from all users in all subbands, the BS performs user scheduling and decides on the appropriate transmission strategy. RS also has an impact on the fundamental CSI feedback mechanisms on the physical uplink control/shared channel (PUCCH/PUSCH), that is, in what time and frequency resource the CSI of a given UE is reported. It is indeed shown in [13] that some CSIT patterns lead to a higher DoF than others.

**Conclusions and Future Challenges**

Contrary to the LTE-A design, which relies on private message transmissions (only motivated in the presence of perfect CSIT), this article introduces a promising rate-splitting strategy relying on the transmission of common and private messages suitable for the realistic scenario of imperfect CSIT. The article highlights the benefits of RS in terms of spectral and energy efficiencies, reliability, and CSI feedback overhead reduction over conventional strategies as used in LTE-A.

RS has the potential to fundamentally change the design of the physical and lower medium access control layers of LTE. We have here touched upon a few scenarios, briefly covering some aspects of MU-MIMO, massive MIMO, and multipoint coordination. RS is a goldmine of research problems for academia and standard specification issues for industry. Just to name a few, RS has or is likely to have a significant impact on transmission schemes/modes, CSI feedback mechanisms, MIMO receiver implementation, user pairing, user and message scheduling, multi-carrier transmissions and novel 5G waveforms, spectral vs energy efficiency trade-off, highly reliable communications, NOMA/MUST, massive MIMO, higher frequency band operation (e.g., millimeter-wave), coordination/cooperation among distributed antennas in homogeneous and heterogeneous network deployments, interference alignment and network MIMO, relay channel, superposition of multicast and unicast messages, and networks relying on proactive caching.

**References**


BIographies

Bruno Clerckx (b.clerckx@imperial.ac.uk) is a senior lecturer (associate professor) at Imperial College London. His area of expertise is communication theory and signal processing for wireless networks. He is the author of 2 books, 110 peer-reviewed international research papers, and 150 standard contributions, and the inventor of 75 issued or pending patents among which several have been adopted in the specifications of 4G (3GPP LTE/LTE-A and IEEE 802.16m) standards.

Hamdi Joudeh (hamdi.joudeh10@imperial.ac.uk) is a Ph.D. student in the Department of Electrical and Electronic Engineering at Imperial College London. He obtained his M.Sc. in communications and signal processing from Imperial College London in 2011. During the autumn of 2011, he was with the Mobile Communication Division at Samsung Electronics, Suwon, South Korea, as an intern. His research interests include signal processing for wireless communications and communication theory.

Chenxi Hao (chenxi.hao10@imperial.ac.uk) received his B.Sc. from Beijing University of Posts and Telecommunications in 2010 and M.Sc. degrees from University of Southampton in 2011. He is currently pursuing his Ph.D. degree in the Communication and Signal Processing Group, Imperial College London. He is also with Beijing Samsung Telecom R&D Center. His current research interests lie in communication theory, network information theory, and MIMO systems with limited feedback.

Mingbo Dai (m.dai13@imperial.ac.uk) received his B.S from Harbin Institute of Technology, China, in 2010 and his M.Sc. from Politecnico Di Torino, Italy, in 2012. He is now working as a Ph.D. student at Imperial College London. His main research interests include wireless communication, hybrid precoding, and massive MIMO networks.

Borzoo Rassouli (b.rassouli12@imperial.ac.uk) received his M.Sc. degree in communication systems engineering from the University of Tehran, Iran, in 2012. He is currently pursuing his Ph.D. degree in the Communication and Signal Processing Group, Imperial College London. His research interests are in the general areas of information theory, wireless communications, detection, and estimation theory.
Under the framework of the United Nations Framework Convention on Climate Change (UNFCCC) and the Conferences of the Parties (COPs), the United Nations Climate Change Conferences have been held yearly to evaluate the progress in dealing with climate change since 1995, when COP 1 was held in Berlin, Germany. COP20, in Lima, Peru in December 2014, reached an agreement that urged all countries to achieve their greenhouse gas (GHG) emission reduction targets by 31 March 2015. This information is called an Intended Nationally Determined Contribution (INDC). With the deadline of 31 March 2015 already passed, only 35 of the 193 countries had published their INDCs. After solid and united global efforts, from 30 November to 12 December 2015, COP 21 was held in Paris, France, when, in a historical breakthrough and milestone toward securing the future Earth, a global agreement on the reduction of climate change was agreed upon by representatives of more than 193 countries in attendance. According to the COP21 Organizing Committee, the agreement was to limit global warming to well below 2°C compared to pre-industrial levels. By 12 December 2015, 160 INDCs had been submitted, and on February 04, 2016, Nepal confirmed the 161st INDC, which together represented 188 countries. The requirement that the agreement would become legally binding is that at least 55 countries, which jointly represent at least 55 percent of global greenhouse emissions, have to sign the agreement in New York between 22 April 2016 (Earth Day) and 21 April 2017, and also adopt it within their own legal systems. Readers may find some detailed information from the sixth United Nations Environment Programme (UNEP) Emissions Gap Report, which was available in 2015 [1].

The agreement in COP21 greatly encouraged and promoted green information and communications technologies (ICT) [2]. A parallel trend to the newer generation global green revolution is the global challenges in big data issues, and there are recent studies discovering the relations between the two trends [3, 4]. In 2014, the IEEE Technical Committee on Green Communications and Computing (TCGCC), later jointly with the IEEE Technical Sub-Committee on Big Data (TSCBD), initialized the efforts in a Call for Papers (CFP) of an IEEE Access Special Section on Big Data for Green Communications and Computing [5], which was the first available journal Special Issue on this topic with a deadline finally extended to May 2015. To better serve the relevant communities, this Series has recently revised and extended the scope of the CFP to welcome more high-quality and cutting-edge submissions from relevant fields and communities, especially including topics relevant to big data and software-defined systems.

This May 2016 fifth issue of the IEEE Series on Green Communications and Computing Networks includes two articles relevant to green ICT.

The article “Solar Powered Cellular Base Stations: Current Scenario, Issues and Proposed Solutions,” written by V. Chamola and B. Sikdar, discusses how renewable energy can be used to power future mobile base stations to improve energy efficiency and reduce reliance on carbon emitting fuels, motivates the use of solar power, describes some of the key system components to implement this technology, discusses some existing industrial solutions, and highlights future improvements and challenges for such base stations, related to both deployment and mobile network operation issues.

The article “Software Defined Smart Home,” written by K. Xu, X. Wang, et al., describes the concept of the software defined smart home platform, which integrates the design features of virtualization, openness, and centralization in the smart home system, and flexibly supports the difference between family scenes and user demands.
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“\nThe best way to predict the future is to invent it.\n”

-Alan Kay
The increasing deployment of cellular networks across the globe has brought two issues to the forefront: the energy cost of running these networks and the associated environmental impact. Also, most of the recent growth in cellular networks has been in developing countries, where the unavailability of reliable electricity grids forces operators to use sources like diesel generators for power, which not only increases operating costs but also contributes to pollution. Cellular base stations powered by renewable energy sources such as solar power have emerged as one of the promising solutions to these issues. This article presents an overview of the state-of-the-art in the design and deployment of solar powered cellular base stations. The article also discusses current challenges in the deployment and operation of such base stations and some of the proposed solutions.

**ABSTRACT**

The authors present an overview of the state-of-the-art in the design and deployment of solar powered cellular base stations. The article also discusses current challenges in the deployment and operation of such base stations and some of the proposed solutions.

**INTRODUCTION**

With more than six billion subscribers, the cellular networking and communications industry is growing rapidly. To support this growth in the subscriber base, cellular operators have expanded their coverage and capacity by deploying additional network infrastructure. This in turn has increased the energy consumption of cellular networks and their contribution to greenhouse gas emissions. With more than three million base stations (BSs) worldwide, cellular networks currently contribute approximately three percent of worldwide energy consumption and two percent of carbon emissions [1]. Also, it is predicted that the carbon emissions of information and communication technologies (ICT) will increase from 170 metric-tons in 2014 to 235 metric-tons by 2020. This increase in the power consumption and carbon footprint of cellular networks has led to various initiatives for “green” solutions from telecom providers, government agencies, and researchers.

One of the key components of a cellular network is the base station. BSs are categorized according to their power consumption in descending order as: macro, micro, mini, and femto. Among these, macro base stations are the primary ones in terms of deployment and have power consumption ranging from 0.5 kW to 2 kW. BSs consume approximately 60 percent of the overall power consumption in cellular networks. Thus, one of the most promising solutions for green cellular networks is BSs that are powered by solar energy. Base stations that are powered by energy harvested from solar radiation not only reduce the carbon footprint of cellular networks, they can also be implemented with lower capital cost compared to those using the grid or conventional sources of energy [2].

There is a second factor driving the interest in solar powered base stations. In the recent past, the bulk of the growth in the deployment of cellular base stations has been in parts of the world such as Africa and Asia where the penetration of cellular communication is still low. Unfortunately, many of these regions lack reliable grid connectivity, and telecom operators are thus forced to use conventional sources such as diesel to power the base stations, leading to higher operating costs and emissions. For example, studies indicate that of the 4,000,000 base stations in India, more than 70 percent face power cuts for more than eight hours a day. As a result, the telecom industry in India consumes more than two billion liters of diesel per year, spending around US$ 1.4 billion and producing more than five metric-tons of carbon dioxide [3].

Current estimates suggest that there are 3,20,100 off-grid (i.e. without any grid connectivity) and 7,01,000 bad-grid (i.e. connected to a grid supply with frequent power outages, loss of phase, or fluctuating voltages) BSs in the world [4]. The offgrid and bad-grid BSs are predicted to grow by 22 percent and 13 percent by the year 2020, respectively. Around 80 percent of these would be installed in African and Asian countries. It is noteworthy that although many of the countries in these regions have poor grid connectivity, they are rich in terms of solar resources. Consequently, solar powered BSs are a viable and attractive option in these regions.

This article presents a technical overview of solar powered BSs, including the current state-of-the-art and a discussion of the issues and technical challenges surrounding their adoption and deployment by telecom operators. The article also provides an overview of the components of solar powered BSs, highlights the advantages of solar powered BSs over traditional BSs, and presents a case study of current deployment of solar powered BSs in Ghana.
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Photovoltaic panels are arrays of solar PV cells to convert solar energy to electricity, thus providing the power to run the base station and to charge the batteries. Photovoltaic panels are given a direct current (DC) rating based on the power they can generate when the solar power available on panels is 1 kW/m². A 1 kW PV panel is typically 5 m² in area, and the lifetime of a typical PV panel is more than 25 years [2].

There are various factors that affect the power produced by a PV panel, including:
- DC rating of the PV panel.
- Geographic location or solar irradiation profile of the site.
- Tilt of the PV panel.
- The DC-AC loss factor.

The current cost of PV panels is around US$1000 for a PV panel with DC rating of 1 kW. Currently PV cells based on mono and poly-crystalline silicon are common in large scale applications, and they have an efficiency of around 14-19 percent. The next-generation high concentration solar cells (e.g. based on germanium, gallium arsenide, and gallium indium phosphide) have been shown to reach efficiencies of around 40 percent.

### BATTERIES

Solar powered BSs are equipped with batteries to power them during periods without sufficient solar power, such as nights and bad weather periods. The batteries are charged during the day with the excess energy produced by the solar panels. The cost of batteries forms a significant part of the overall cost of a solar powered BS and thus their lifetime is of critical importance.

### MOTIVATING FACTORS FOR SOLAR POWERED BSs

This section presents the various advantages and other factors that have motivated the increasing deployment of solar powered base stations.

**Cost savings:** Although solar powered BSs have a high CAPEX (capital expenditure), the OPEX (operating expenditure) is much smaller, leading to cost savings in the long run. The bulk of the savings in OPEX comes from the cost of energy, specially in areas where network operators have to rely on diesel generators. The OPEX for solar powered BSs is primarily comprised of the cost of replacing the batteries (required every three to eight years based on the battery usage patterns).

**Greener operation:** The use of a renewable energy source implies that there are no harmful emissions during the operational stage.

**Simpler maintenance:** BSs powered by diesel generators have greater maintenance requirements as well as the need to regularly refill the fuel for the generators. In comparison, solar powered BSs have lower maintenance needs and such sites can easily be unmanned.

**Greater disaster resistance:** Unlike solar powered BSs, traditional grid connected BSs fail in the case of extended grid failure. For example, during the 2011 earthquake and tsunami in Japan, more than 6,700 cellular BSs experienced outages.

**Government regulations and subsidies:** Many countries currently offer subsidies for promoting the use of solar power. In addition, some governments are making it mandatory for telecom operators to have a certain fraction of their BSs powered by renewable energy (e.g. in India).

**New base stations with low power consumption:** Large macro base stations have high power consumption, and hence require large solar panels, thereby making solar powered solutions impractical. However, recent technological advances have resulted in macro BSs that consume around 500–800 W, and smaller BSs that consume around 50–120 W, making solar powered BSs a practical alternative to traditional BSs.

### KEY COMPONENTS OF SOLAR POWERED BSS

A solar powered BS typically consists of PV panels, batteries, an integrated power unit, and the load. This section describes these components.

#### Photovoltaic Panels

Photovoltaic panels are arrays of solar PV cells to convert solar energy to electricity, thus providing the power to run the base station and to charge the batteries. Photovoltaic panels are given a direct current (DC) rating based on the power they can generate when the solar power available on panels is 1 kW/m². A 1 kW PV panel is typically 5 m² in area, and the lifetime of a typical PV panel is more than 25 years [2].

There are various factors that affect the power produced by a PV panel, including:
- DC rating of the PV panel.
- Geographic location or solar irradiation profile of the site.
- Tilt of the PV panel.
- The DC-AC loss factor.

The current cost of PV panels is around US$1000 for a PV panel with DC rating of 1 kW. Currently PV cells based on mono and poly-crystalline silicon are common in large scale applications, and they have an efficiency of around 14-19 percent. The next-generation high concentration solar cells (e.g. based on germanium, gallium arsenide, and gallium indium phosphide) have been shown to reach efficiencies of around 40 percent.

### BATTERIES

Solar powered BSs are equipped with batteries to power them during periods without sufficient solar power, such as nights and bad weather periods. The batteries are charged during the day with the excess energy produced by the solar panels. The cost of batteries forms a significant part of the overall cost of a solar powered BS and thus their lifetime is of critical importance.

The lifetime of a battery depends on the conditions in which it operates, with the depth of discharge (DOD) during each diurnal charge-discharge cycle playing a dominant role. The DOD refers to the percentage of battery capacity that has been discharged expressed as a percentage of maximum capacity. A typical lead-acid battery with a DOD of 60 percent has an expected lifetime of 1000 charge-discharge cycles (called cycles to failure). In contrast, increasing the DOD to 90 percent decreases the expected lifetime to 500 charge-discharge cycles. Thus the permissible DOD is one of the important features to be considered in deciding the battery bank capacity of the BS.

Various battery types used in cellular BSs and their salient features are listed in Table 1 [5]. Among the existing battery technologies, lead-acid batteries are the most popular for solar powered BSs because of their lower cost and reliability. A major disadvantage of lead-acid batteries is that their disposal is not environmentally friendly.

### INTEGRATED POWER UNIT

The power requirements of a BS include the load offered by the transceiver equipment, cooling, and other miscellaneous loads (e.g. lights). The

<table>
<thead>
<tr>
<th>Battery type</th>
<th>Cost ($/kWh)</th>
<th>Efficiency (%)</th>
<th>Max. DOD (%)</th>
<th>No. of cycles (at Max. DOD)</th>
<th>Energy density (Wh/kg)</th>
<th>Self-discharge (%/month)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead-acid (conventional)</td>
<td>110–140</td>
<td>75–85</td>
<td>70</td>
<td>500–1000</td>
<td>30</td>
<td>1.5–5</td>
</tr>
<tr>
<td>Lead-acid (FLA–VRLA)</td>
<td>140–340</td>
<td>80–90</td>
<td>80</td>
<td>1200–1800</td>
<td>30</td>
<td>1.5–5</td>
</tr>
<tr>
<td>Nickel–cadmium</td>
<td>400–900</td>
<td>70–80</td>
<td>100</td>
<td>1500–3000</td>
<td>50</td>
<td>5–20</td>
</tr>
<tr>
<td>Nickel metal hydride</td>
<td>800–1200</td>
<td>65–70</td>
<td>100</td>
<td>600–900</td>
<td>80</td>
<td>10–25</td>
</tr>
<tr>
<td>Lithium–polymer</td>
<td>950–1650</td>
<td>90–100</td>
<td>80</td>
<td>600</td>
<td>100–150</td>
<td>2–5</td>
</tr>
<tr>
<td>Lithium–ion</td>
<td>1000–1700</td>
<td>95–100</td>
<td>80</td>
<td>1500–3000</td>
<td>90–150</td>
<td>1–5</td>
</tr>
</tbody>
</table>

Table 1. Battery technologies [5].
power supply to these loads as well as the conversion and storage of the harvested solar energy is managed by the integrated power unit (IPU). The IPU in a solar powered BS typically consists of DC-DC and DC-AC power converters, battery charger, charge level monitors and regulators, and a power management unit. The power management unit controls the charging of the batteries and the supply of power to the loads. The DC-DC converters are used to supply power to the transceiver equipment and store the power from the solar panels in the batteries, while the DC-AC converters supply power to the AC loads such as the cooling equipment. The battery charge regulator monitors the battery state and disconnects them from the system when the overall charge goes below a specified DOD (generally 50–80 percent).

**Configurations for Solar Powered BSs**

Depending on the availability of grid or other power sources, a BS may be powered solely or partially by solar energy. The following configurations are common for solar powered BSs:

- **Solar stand alone:** The BS is powered solely by solar power and the batteries.
- **Grid-connected:** The BS is powered by energy harvested from PV panels, but in case it falls short, power from the grid is used.
- **Solar-diesel:** The BS is powered by solar energy, but in cases of prolonged bad weather periods, diesel generators are used to meet the power needs of the BS.
- **Hybrid:** Such a configuration can include a combination of PV arrays, grid power, diesel generators, and other renewable sources such as wind energy to power the BS.

**Current Deployment Efforts**

As of 2014, estimates suggest that there are roughly 42,951 solar powered base stations across the globe, and Fig. 1 shows their distribution across various countries [4]. Examples of ongoing deployment efforts include:

- **Zong Pakistan:** Zong is a telecom service provider in Pakistan that has deployed more that 400 solar powered base stations, primarily in remote and mountainous areas that do not have grid connectivity.
- **Project Oryx:** This is an initiative by the telecom provider Orange and covers various parts of Asia, the Middle East, and Africa [6]. By the end of June 2011, around 1165 solar BSs were deployed in 17 countries under this project, mainly in Africa.
- **Bhutan Telecom Limited (BTL):** BTL has partnered with Vihaan Networks Limited (VNL), an India based telecom equipment manufacturer, to provide cellular connectivity to remote regions of Bhutan that lack infrastructure and have difficult terrain.
- **Telkomsel:** Telkomsel is the leading telecom operator in Indonesia, and by 2012 had 234 BSs powered by solar energy. In addition to smaller BSs, Telkomsel has also deployed solar powered macro BSs.

**Case Study**

To provide a more comprehensive description of a practical deployment scenario, we now present a case study of the initial deployment of solar powered based stations in rural Ghana by the telecom provider Tigo Ghana.

In 2012, 60 percent of the land area and 20 percent of the population (five million people) of Ghana had no mobile coverage. The primary reasons for the lack of network access in these areas are the lack of necessary infrastructure such as reliable grid power, and too low average revenue per user (ARPU) to justify the deployment costs. As an initial step to providing network connectivity in these regions, in 2012 Tigo Ghana partnered with network solutions provider K-NET and telecom equipment manufacturer Altobridge to deploy 10 solar powered base stations. The base stations from Altobridge optimize capacity for rural environments and have substantially lower power consumption than conventional systems. In particular, the deployed BSs use compression techniques so that voice calls require rates of 4 kb/s (compared to 14 kb/s in conventional systems), and each cell site has an average power consumption of 90 W (compared to 130 W or more). The BSs use satellites for backhaul.

---

Figure 1. Worldwide deployment status of solar powered base stations at the end of 2014 [4]. The number in the circles indicate the number of solar powered BSs in a particular country.
have a coverage range of 10 km, and capacity for up to 1500 subscribers. The lowering of costs brought about by the design optimizations has the capability to bring in a return on investment for the operator in less than 24 months, assuming 600 subscribers with APRU of $4 per month. Table 2 shows some of the specifications of the solar powered base stations used in this project, and the network architecture is shown in Fig. 2. Currently there are plans to expand to 300 additional sites, some of which have already been implemented.

**Challenges and Proposed Solutions**

This section lists some of the current technical as well as non-technical challenges that stand in the way of widespread deployment of solar powered BSs. We also review some of the proposed solutions to addresses these issues.

**Economic Challenges**

High CAPEX: Though in the long run solar powered BSs are more economical due to lower OPEX, the initial installation cost is considerably higher. However, technical advances such as more efficient and cheaper solar panels have decreased the CAPEX/TCO (total cost of ownership) ratio by around 40 percent between 2009 and 2013. Also, government initiatives such as subsidies given in various countries for the use of renewable energy is effectively reducing CAPEX and motivating operators to switch to solar powered BSs.

Market Forces: Increasingly, the industry’s attitude toward green technologies is changing due to the awareness of environmental issues. In addition, some governments (e.g. India) are enacting rules making it mandatory for telecom operators to consider green energy. The market dynamics have also changed with the emergence of an increasing number of companies specializing in developing technologies for renewable energy based, off-grid base stations (e.g. Flexen, VNL, Altobridge).

Large BSs: For base stations whose power consumption is more than 3 kW, solar power is currently not an attractive option due to the large PV panel dimensions required. For example, powering a macro BS with power consumption of 3 kW would require an area of around 180 m² for the PV panels. However, larger BSs can still be cost effective, e.g. in the presence of government subsidies, though the payback period is still high (seven to ten years).

**Geographical Limitations**

Regions with Poor Solar Insolation: Solar powered BSs are not very attractive options for regions with poor solar insolation. However, in such regions solar power may be used in conjunction with the grid to power the BSs.

Urban Deployments: PV panels should ideally be installed in open areas where shadows from obstructions due to buildings or trees can be avoided. Such sites may be difficult and expensive to procure in urban areas.

Long Stretches of Bad Weather: In areas that are prone to frequent and prolonged periods of bad weather with accompanying cloud cover, the required size of the battery banks is very large.

**Resource Provisioning and Deployment**

Resource Provisioning: The successful deployment of a solar powered BS requires meticulous planning to determine the appropriate dimensioning of the PV panels and backup batteries [6, 8]. While over-dimensioning leads to higher than necessary CAPEX, under-dimensioning can lead to frequent outages, thus dissatisfying the customers. A general dimensioning process is presented in [9], which considers a standalone solar powered BS at a site for which the solar insolation data is either available from sources such as NREL [10], or synthetically generated. The resource dimensioning problem seeks to determine the cost-optimal PV panel and battery size while satisfying a desired threshold on the power outage probability (i.e. the probability that the battery runs out of power). Let $PV_w$ be the PV panel size and let $n_b$ denote the number of batteries powering the BS. The battery lifetime and power outage probability for a given choice of $PV_w$ and $n_b$ are first obtained by simulations using the hourly weather data traces and the hourly traffic demand. Toward this end, the battery DOD in the charging-discharging cycle for each day of the operational period of $T$ years is noted. The entire range of DOD is split into $N$ regions, and the number of cycles corresponding

<table>
<thead>
<tr>
<th>Feature</th>
<th>2G</th>
<th>3G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency band</td>
<td>GSM 850/900/1800/1900 MHz</td>
<td>UMTS 2100 MHz</td>
</tr>
<tr>
<td>Capacity</td>
<td>2 TRX (FR/AMR-HR)</td>
<td>16 sessions (voice or data)</td>
</tr>
<tr>
<td>RF power output</td>
<td>+40 dBm (10W)</td>
<td>+40 dBm (10W)</td>
</tr>
<tr>
<td>Receiver sensitiviy</td>
<td>-108 dBm at 2% BER</td>
<td>-121 dBm at 0.1% BER for 12 kb/s</td>
</tr>
<tr>
<td>Data throughput</td>
<td>GPRS/EDGE</td>
<td>HSPA (14 Mb/s downlink, 5.8 Mb/s uplink)</td>
</tr>
<tr>
<td>Input voltage</td>
<td>-48V DC</td>
<td>-48V DC</td>
</tr>
<tr>
<td>Average power</td>
<td>90 W</td>
<td>90 W</td>
</tr>
<tr>
<td>Operating temperature</td>
<td>-30 to + 55 deg C</td>
<td>-30 to + 55 deg C</td>
</tr>
</tbody>
</table>

Table 2. Altobridge altoPod specifications [7].

Figure 2. Network architecture based on Altobridge hardware [7].

This not only increases CAPEX, but also increases the possibility of outages during these periods.
Figure 3. a) PV wattage vs number of batteries required for two different outage probabilities for Kolkata and Jaipur. b) Battery lifetime for 2 different PV Wattage for two locations.

<table>
<thead>
<tr>
<th>Location</th>
<th>PV (kW)</th>
<th>( n_p )</th>
<th>( L_{Bat} )</th>
<th>CAPEX ($)</th>
<th>OPEX ($)</th>
<th>Total ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jaipur</td>
<td>8.5</td>
<td>18</td>
<td>5.21</td>
<td>13540</td>
<td>14302</td>
<td>27842</td>
</tr>
<tr>
<td>Kolkata</td>
<td>12</td>
<td>21</td>
<td>5.92</td>
<td>17880</td>
<td>13964</td>
<td>31844</td>
</tr>
</tbody>
</table>

The total number of batteries \( nb \) required over the desired time period \( T \) is given by

\[
L_{Bat} = \frac{T}{\sum_{i=1}^{N} CTF_i z_i},
\]

where \( z_i \) is the number of cycles with DOD in region \( i \), and \( CTF_i \) is the cycles to failure corresponding to region \( i \). The total number of batteries \( nb \) required over the desired time period \( T \) is given by

\[
nb_{Bat} = n_p (T/L_{Bat})
\]

The cost optimization problem is expressed as

Minimize: \( nb_{Bat} C_B + PV_C PF \)

Subject to: \( O < \alpha \)

where \( C_B \) is the capital cost of one battery and \( C_{PV} \) is the cost of PV panel per kW, \( O \) is the outage probability, and \( \alpha \) is the operator’s desired limit on the outage probability.

Choosing a Configuration: We presented the different configurations for solar powered BSs. The choice of a configuration for a given location depends on parameters such as the daily grid-outage period, cost of diesel fuel and generators, location-specific solar and wind speed data, etc. Based on this information, the overall cost (CAPEX + OPEX) for the different configurations for the desired operational period is computed and the cost-optimal configuration is chosen [3].

Deploying Small Cells: Small cell BSs have the advantage of reduced transmitter to mobile terminal (MT) distance, reduced transmit power requirement, higher data rates and low BS power consumption, and are thus an attractive option for increasing network capacity and spectral efficiency. The main challenges associated with deploying small cell BSs is to determine the number of BSs to deploy and their locations. Given
the tradeoff between the outage probability and the number of BSs, recent studies have shown that it is preferable to have more small cell BSs with less energy harvesting (EH) resources rather than a few BSs with larger EH resources [11]. Due to the complexity of the problem, the required number of small cell BSs is determined keeping in mind only the desired outage probability, with other parameters (like the macro BSs and their location) kept as fixed. The small cell locations are determined by factors such as the spatial distribution of traffic hotspots and solar insolation.

**Network Management and Resource Allocation**

For energy harvesting BSs, the major resources in the network are: the energy harvested by the BSs; the transmission power level at which the BSs choose to operate; and the spectrum available for transmission. Due to the stochastic nature of the traffic intensity and solar insulation, deciding operating strategies for the BSs is a challenging problem. In most cases, weather forecast data and historical traffic models may be required for determining the network’s operating conditions. The most widely explored problems in this context aim to minimize the overall energy consumption under constraints on the minimum received power at the MTs, is NP-hard. Heuristics for saving energy by turning off BSs seek to determine the minimum number of BSs required to serve the area, with the desired quality of coverage (e.g. blocking probability, delay) as a constraint. The switching decision may also take into account the energy availability of the BSs. The problem of minimizing the overall energy consumption of a set of BSs, subject to a limit on the load on any BS, is known to be NP-complete [14]. This problem is equivalent to determining the smallest possible set of active BSs subject to the system load constraint. Heuristics for solving this problem center on greedily assigning MTs to BSs with higher loads so that the number of the BSs that have no associated MTs (and thus can be turned off) is maximized.

**Energy and Spectrum Sharing Among BSs:**

In most cases, weather forecast data and historical traffic models may be required for determining the network’s operating conditions. The most widely explored problems in this context aim to minimize the overall energy consumption of the network through a variety of mechanisms. Some of the resource allocation strategies considered in literature are as follows.

- **Load Balancing:** While operating the BSs, the operator has to take into account the available energy, the expected harvested energy in the near future, and the traffic load at the BSs, with the objective of preventing the BSs from running out of energy or being over loaded. To ensure continued coverage, BSs may cooperate by dynamically changing the area covered and traffic handled by each BS, in accordance to the energy available at each BS. There are two main techniques for load balancing among BSs:
  - **Dynamic User Association:** Since the energy consumption of a BS depends on its traffic load, energy-aware load balancing techniques incorporate the BS traffic load and energy availability in the decision rules for determining which BS a MT would attach itself to. In these strategies, MTs periodically obtain the load and energy information from the BSs in their vicinity and then decide which BS to associate with. However, as MTs associate and direct their traffic at the BSs with higher energy levels, these BSs may experience traffic congestion. Consequently, user association strategies that optimize energy utilization while avoiding congestion have been proposed [12].
  - **Base Station Beacon Power Control:** In this set, the beacon power level of each BS is iteratively reduced till the constraint on the minimum received power at the MTs is violated. This process of choosing the BSs and reducing their power continues until no further decrease is possible.

- **BS On/Off Strategies:** Switching off BSs is a powerful way of achieving energy savings in a cellular network. Since cellular networks are provisioned for peak-hour traffic, it may be possible to turn off some BSs during off-peak hours while maintaining coverage and quality. Strategies for saving energy by turning off BSs seek to determine the minimum number of BSs required to serve the area, with the desired quality of coverage (e.g. blocking probability, delay) as a constraint. The switching decision may also take into account the energy availability of the BSs. The problem of minimizing the overall energy consumption of a set of BSs, subject to a limit on the load on any BS, is known to be NP-complete [14]. This problem is equivalent to determining the smallest possible set of active BSs subject to the system load constraint. Heuristics for solving this problem center on greedily assigning MTs to BSs with higher loads so that the number of the BSs that have no associated MTs (and thus can be turned off) is maximized.

- **Energy and Spectrum Sharing Among BSs:**

  In any cellular network, the traffic demand and the harvested energy have spatial and stochastic variations that lead to some interesting possibilities regarding resource usage and sharing. To share resources so that outages are minimized while maintaining the quality of service (QoS) of users is improved, solar powered BSs may share energy either directly through electrical cables, or indirectly through power-control/load-balancing/spectrum sharing mechanisms [15]. Energy sharing between BSs may be achieved by two-way energy flows in a smart grid, and strategies to develop such sharing mechanisms may be obtained by modeling the system as an energy-trading system. Spectrum sharing in solar powered BSs is motivated by the fact that for a given rate requirement and channel noise (e.g. in an AWGN channel), the transmit power may be reduced by increasing the bandwidth, and vice-versa. The problem of energy and spectrum sharing may also be considered jointly. The sharing strategies may be developed by modeling the system as a convex optimization problem.

- **Coordinated Multipoint (CoMP):** In CoMP, BSs cooperate to jointly serve MTs, and is particularly useful in combating inter-cell interference (ICI) in dense deployment scenarios, and enhancing network efficiency and overall QoS for users. Implementation of CoMP requires the formation of clusters of transmit points for CoMP transmissions and the allocation of resources to the transmit points. The extent of cooperation and which BSs should cooperate to serve the MTs is decided based on the resources available at the BSs, and the decisions are made with the objective to maximize system performance or to minimize the energy costs. The cluster formation and resource allocation problems are tightly coupled and optimization problems to solve them jointly generally lead to non-convex formulations.
CONCLUSIONS

With the growing awareness of environmental issues and the push toward green engineering solutions, solar powered BSs are expected to play a greater role in the future. This article presented an overview of the components of solar powered BSs, the current deployment status, and a case study. We also presented the factors that have motivated their increasing market share along with the currently open problems and their possible solutions.
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In recent years, the smart home field has caught wide attention and witnessed rapid development. Smart devices, continuously increasing in number, make user management and implementation more difficult while promoting the development of the smart home. How to design an efficient smart home management platform is one of the great challenges the current smart home field faces. This article refers to the core idea of SDN, and proposed the software defined smart home platform, SDSH for short. The design features of virtualization, openness, and centralization can effectively integrate the heterogeneous network devices in the smart home platform, and flexibly adapt to the great difference between family scenes and user demands. At the same time, this article brings up the core technology of SDSH, and discusses the application value of the four core technologies and the new challenges the current technology is facing in a smart home scenario. In the end, regarding the SDSH application scenarios, this article analyzes the household experience innovation brought by this kind of smart home management platform, and the opportunities and challenges the SDSH platform faces.

ABSTRACT

In recent years, the smart home field has caught wide attention and witnessed rapid development. Smart devices, continuously increasing in number, make user management and implementation more difficult while promoting the development of the smart home. How to design an efficient smart home management platform is one of the great challenges the current smart home field faces. This article refers to the core idea of SDN, and proposed the software defined smart home platform, SDSH for short. The design features of virtualization, openness, and centralization can effectively integrate the heterogeneous network devices in the smart home platform, and flexibly adapt to the great difference between family scenes and user demands. At the same time, this article brings up the core technology of SDSH, and discusses the application value of the four core technologies and the new challenges the current technology is facing in a smart home scenario. In the end, regarding the SDSH application scenarios, this article analyzes the household experience innovation brought by this kind of smart home management platform, and the opportunities and challenges the SDSH platform faces.

INTRODUCTION

Along with the explosive growth of the Internet industry and the rapid increase in its economics, the demands for daily life intelligence are becoming higher. The prospect of the smart home is seen as a promising sunrise industry just like mobile Internet a few years ago, and has been in a stage of rapid development.

In the beginning of 2014, Google bought a company that focused on smart home devices, Nest LABS, founded by the father of the iPod (Tony Fedell) for $3.2 billion. When close attention was paid to Nest, the era of the smart home field came into being. In the same year, at the Consumer Electronics Show (CES), for the first time a number of smart home devices appeared on a large scale, such as the SleepNumber smart bed with its focus on health during sleeping, the Kolibree smart toothbrush, and the Belkin smart saucepan. In the exhibition, Cisco CEO John Chambers said that the Internet of Things (IoT) would bring $19 trillion worth of business opportunities, and in 2020, the world would have 50 billion items connected to the Internet.

According to a survey data from QianJia.com, the growth of the Chinese smart home market is expected to be around 25 percent from 2012 to 2020, eventually reaching 357.6 billion yuan. The advent of the smart home era will greatly change the human way of life. Two years later, at CES 2016, the smart home still maintained strong growth momentum, and a lot of new products appeared and attracted people’s attention, such as the Parrot flowerpot and Somabar robotic bartender (as shown in Fig. 1).

The academic field in recent years has been researching the cause of the large gap between the smart home vision and the real situation. Dixon and Colin’s studies have found that on one hand, for ordinary consumers, it has become more and more difficult to manage their growing smart devices in the house [1]. On the other hand, the application software to manage these devices is hard to develop because of the extensive heterogeneity across homes, in aspects of devices, interconnectivity, and user preferences. This is problematic as users prefer to dynamically add a few devices or applications at a time [1].

In terms of the novel area of the smart home, industries and manufacturers have built many corresponding management platforms, such as Apple’s HomeKit, Alibaba Smart Living, and QQ IoT. The HomeKit and its standard are regulated by Apple, and its application programming interfaces (APIs) are not open to the public. All input devices should be verified officially by Apple. After verification, smart devices can be available to customers through the iOS platform. Alibaba Smart Living takes advantage of its large online shopping platform. By selling smart devices, it provides the whole service from purchase to installation to use. Users can manually configure and operate between different devices on App. Different from Alibaba Smart Living, QQ IoT takes advantage of its strengthened communication app, and it emphasizes the feasibility of operation between devices and users, or between users. All the platforms mentioned above have been in use, and due to its strong commercial appeal, the smart home concept has attracted many smart device manufacturers and users. However, current smart home management platforms tend to simplify the increasingly complicated system into an app, leaving users to manage and operate. A self-management solution has not been found to deal with the problems of inconvenience men-
tioned earlier such as increasing or adjusting devices, operating between devices, and using new devices. With the increase of smart devices and the complexity of application scenes, current so-called intelligent management strategies can hardly satisfy the needs of common users for the smart home.

**SOFTWARE DEFINED NETWORK**

The traditional network gained great success by adopting a hierarchical structure. But for the closed systems of network devices, we have to configure many devices with high complexity when business requirements change. At the same time, researchers also cannot deploy new protocols in the real environment. With the rapid growth of Internet traffic (it is expected that the global traffic will reach $1.6 \times 10^{21}$ B [2]), users desire greater bandwidth and various new services. It is a big challenge, so we need a high-performance and high-stability network architecture that can be configured flexibly.

In 2008, Nick McKeown presented OpenFlow in [3]. And based on OpenFlow, they presented the concept of software defined networking (SDN) [4]. The basic structure of SDN is shown in Fig. 2, which contains the data plane and control plane. The data plane consists of the physical infrastructure layer and hardware abstraction layer. The control plane consists of network operating systems and network applications. These two planes are decoupled by a standardized communication protocol, which is always OpenFlow now.

SDN architecture has three main advantages. First, the open architecture of SDN realizes the centralized control and automatic management of networks. Managers can design, deploy, operate, and maintain networks on a centralized SDN controller rather than configure a large amount of heterogeneous devices. Second, the network operating system and network applications can be deployed on servers that adopt X86 architecture and can control data forwarding by OpenFlow. Thus, SDN can provide various open APIs flexibly to program networks. Third, SDN decouples the data plane and control plane by using OpenFlow, and virtualizes networks. A network becomes a logical resource that can be configured through software. For these advantages, the core idea of SDN has been used in the field of routers to build an open, flexible, and modularized reconfigurable router [5].

SDN, which solves many technological difficulties in traditional networks, is currently attracting significant attention from both academia and industry. It also receives wide research and application in data center and cloud computing areas; for example, [6] presents a novel cross stratum optimization (CSO) architecture in elastic data center optical interconnection. Reference [7] describes the architecture and implementation of Meridian, an SDN controller platform that supports a service-level model for application networking in clouds.

With the rapid development of IoT and the successful application of SDN in traditional networks, more and more attention has been focused on the research and application of SDN and IoT [8]. References [9, 10] use the idea of system design of SDN, proposing an IoT-oriented system structure design to deal with different challenges including network heterogeneity in traditional IoT systems, difference in service quality, and so on. Similar work has stimulated the combination of SDN and IoT technology. However, with the rapid development in the smart home area, due to its customer base, the requirements of system feasibility for easy operation and intelligence should be advanced. Meanwhile, the application scene becomes more complicated because of different requirements, areas, times, and environments of users. The SDSH system we propose in this article has focused on the solutions to these two problems.

**SOFTWARE DEFINED SMART HOME**

**SYSTEM DESIGN AND PLATFORM ARCHITECTURE**

Applying the core idea of SDN (centralized, open, virtual) to the difficulties smart home faces, we now introduce the software defined smart home, or SDSH for short, shown in Fig. 3. SDSH divides the smart home platform into three levels: smart hardware layer, controller layer, and external service layer. The smart hardware layer includes all kinds of smart hardware at home, such as smart sockets, SmartBand, sensors, and cameras. The controller layer is some kind of central management service; it can be physical hardware deployed at the user’s home or abstract equipment deployed in the cloud, and can also be run from a traditional intelligent device. The controller layer is designed to shield the hardware details from the smart hardware layer, perceiving and analyzing user demands, and managing the smart home automatically and intelligently. At the same time, the controller layer encapsulates all kinds of summary information and docks the external service layer. The external service layer integrates the existing home service resources, supplying this emerging market with high-efficiency, high-quality, personalized services.

As shown in Fig. 3, the SDSH platform has different designs for smart hardware, controller, and external service layers. The smart hardware layer provides a general terminal subsystem for smart hardware at home, and uses virtualization technology to uniformly identify the computing, storage, and network resources of the whole smart home platform. Above this, through a unified system resource call and state report interface, the smart hardware layer converges system
resources and registers system capability to the controller layer.

The APIs for communication and interaction between the peripheral smart devices and central controller are on the top layer of the subsystem and the bottom layer of the controller. These APIs define the reported information from smart devices and the ability of the controller to manage the surrounding devices, mainly including the registration APIs when starting up smart devices or first connecting to the controller, status APIs, reporting ability APIs (function type, computing ability, network ability, storage ability, etc.), operation APIs, and so on.

Meanwhile, a smart device can selectively choose its APIs based on its own need, and through XML, it uploads and informs the controller of its script. In this way, different smart devices such as smart plugs, smart cameras, and smart TV sets can be customized with specific APIs based on their own requirements and methods of operation, thus enhancing the extensibility and feasibility of the system under different circumstances.

The controller layer in SDSH manages a large number of hardware in a smart home, and the controller subsystem deploys user demand perception technologies (natural language processing, indoor positioning technology, etc.), and a system resource and task scheduling artificial intelligence algorithm for shielding system complexity from users.

As shown in Fig. 3, controllers collect the resources and user requirements from the entire platform, and, forming a capability module and a demand module, manage the resources based on user requirements. Judging by system capability and overall requirements, controllers divide all the registered smart devices into several sections (system virtual machine) with standard functionality, network capability, storage capability, and so on. It also fulfills users’ need for corresponding features. Through dynamic division, adjustment, and recycling of the sections, it achieves flexibility of overall resources in the platform. It also allows cooperation on many devices for multitasking based on multiple requirements.

The controller layer opens up authorization interface and system information, and offers unified access to an external service layer, which can form a unified, open, standardized smart home service market. Also, there are four levels of system security and privacy policy for communication: security, equipment security, system security, and business security.
**KEY TECHNOLOGIES AND CHALLENGES**

In the SDSH platform, most of its key technology and challenges are shown in Fig. 4. First of all, there needs to be access and also a network technology that is compatible for all kinds of smart hardware devices. At the same time, virtualization technology should be used, which can shield the underlying communication details and abstract system resources and ability. Through automatic analysis and sensing of hardware data, acquiring the user demand non-inductively, the system capacity and user requirements are passed to the artificial intelligence decision algorithm, based on user history information and the current environment, to provide users with automatic, intelligent, and personalized home services. At present, the key technology of the four aspects, due to the change of the application scenario, will face a new challenge in the smart home field, which at the same time is also a new opportunity.

**Demands Acquiring Non-Inductive Technology:** How to perceive and understand the user’s behavior is a foundation of the SDSH platform. Acquiring user demands is at the beginning of all automation and intelligent management. In the traditional human–computer interaction, there are many ways to get user demands, such as command line input, peripherals like mouse and keyboard input, and touch input of mobile devices. However, considering the household environment, requiring users to input their demands all the time would be an unusual experience. How to acquire user demands non-inductively is the very first problem that should be studied for a smart home platform.

On this issue, two feasible schemes are natural language interaction and service based on the user’s location (called location-based service, LBS). Among them, indoor positioning is the core of LBS technology, and the research on the current indoor localization technology has had a lot of achievements [11]. However, the current indoor positioning technology under this scenario has a lot of restrictions.

Due to the extensive use of Wi-Fi, localization technologies based on Wi-Fi received signal strength (RSS) fingerprints and smart devices (e.g., smartphones and tablet PCs) have received wide attention since 2000 [12]. As shown in Fig. 5, a Wi-Fi RSS fingerprint-based indoor localization algorithm can typically be divided into two phases: database construction and localization. In the construction phase, background RSS signal data in the target area will be detected and gathered, and a fingerprint database will be set up. In the localization phase, the Wi-Fi signal strength will be detected, and then the fingerprint database will be queried to determine the current position. However, because of the closer location binding relationship with users, wearable devices can be much more available for indoor LBS than traditional devices, but they also present a new set of challenges to indoor localization technology.

Energy efficiency is an essential issue that needs to be significantly improved for the existing localization technologies before they can be used in energy-constrained wearable devices. Current battery life in wearable devices is only a small percentage of that in traditional smart devices. Nowadays the indoor localization technology requires a certain amount of real-time RSS signals to ensure precision, which causes huge energy consumption for wearable devices; such devices may just work for a few minutes before the power wears out. And the much lower computing and storage capacity is also a big challenge for using the current indoor localization on wearable devices. The current technical solution for indoor localization still has great development potentials on using existing equipment to provide practical indoor LBS.

**Network Formation of Smart Devices:** SDSH requires each smart home device to communicate with the controller. A robust wireless ad hoc network is needed that can deal with node increase, node mobility, and node failure [13]. In the scenarios of the smart home, there are lots of mobile wireless devices and a large number of irregular obstacles. The only way to link these devices with the controller is to use a wireless ad hoc network.

But there are still lots of smart devices that do not possess the tools for network formation (e.g., Bluetooth). Now, as shown in Fig. 5, Bluetooth devices link with each other using a piconet, a star network with one master device that links with at most seven slave devices. With the number of smart devices increasing, the capacity of a piconet limits the number of smart devices that can be controlled by the controller. At the same time, smart devices can hardly communicate with a controller only by a single-hop network because of the short communication range and the numerous walls and obstacles. With the limited battery capacity, consumers are always struggling with the endurance of smart devices. From the above, it is important to propose a multihop Bluetooth network formation scheme with low energy consumption, network efficiency, and availability.

Bluetooth presents another network formation method named a scatternet [14]. A scatternet connects multiple piconets through bridge nodes that should work in both master and slave...
modes, which is not supported by traditional Bluetooth chipsets. Faced with the growing demand of Bluetooth network formation, the Bluetooth Special Interest Group (SIG) proposed Bluetooth Core Specification v. 4.1 in December 2010. In this version, Bluetooth chipsets are allowed to work as a master and a slave at the same time in different piconets, which makes a scatternet possible.

System Recourse Virtualization: The resource virtualization method is introduced for abstraction, encapsulation, division, and combination of all kinds of system resources and system functions in SDSH. It shields the underlying system details and equipment features, and polymerizes or disperses the resources of calculation and storage, and the network. This will meet different application scenarios and the network environment to form a good adaptable, scalable, and functionally flexible system support platform. And the more important thing is to relieve the user of the specific equipment operation and management, and give the user the real experience from the design of the smart home management platform. The virtualization method needs to study a mechanism for virtual distributed computing resources, storage resources, and large data storage, abstract function component abstraction and interaction mechanism design, network bandwidth and virtual address resources, and so on.

Virtualization technology has always been a research hotspot in the field of computer science, and cloud computing is widely used as a representative of virtualization technology. Virtualization products such as Tivoli Provisioning Manager (TPM) of IBM, Infrastructure of VMware, and SystemCenter of Microsoft have arisen at this historic moment.

In the smart home scenario, the use of virtualization technology will face some new challenges, such as heterogeneous networks, energy efficiency, personalized system composition, insufficient computing capacity, and design of privacy and security mechanisms. Traditional virtualization technology (e.g., cloud computing) emphasizes more on integrating system resources by way of optimizing scheduling to maximize the system processing capacity. In the smart home scenario, it shields the user from the features of underlying hardware to focus more on intelligent life experience and the smart home concept as a whole. To lower the difficulty of users and improve the smart home experience as the main targets, increased attention is given to ease of use and manageability, with less emphasis on the overall efficiency of the system scenario. How to design the corresponding virtualization technology also needs further research.

Artificial Intelligence Decision Algorithm: Currently, the controls of smart home devices are almost all based on scheduled rules, which have little flexibility and high complexity, and users cannot obtain a comfortable and convenient smart home service. With the continuous progress of deep learning and neural networks [15], artificial intelligence (AI) can constantly learn users’ living habits without any artificial rules and then provide an automatic smart home service with continuous improvements. The real smart home will be reflected mainly in automation control and man-machine interaction by using AI technology.

An AI-based decision algorithm requires a data set as a training set to gain intelligent decision ability. SDSH can get data from various heterogeneous devices and provide a basic data set for smart home control. However, there is still no universal data model to formally describe the monitoring data of the smart home, so how to get a training set of the decision algorithm needs to be further studied.

An SDSH controller can control all smart devices, which not only gives AI decisions the powerful ability to provide users a holistic smart home service, but also places a greater demand on the accuracy of the decision algorithm. In the smart home scenario, misoperations (opening the door when there is no one in the house, turning on the electric kettle without water, etc.) may cause a great loss of lives and property. How to ensure a user’s absolute safety and provide various control decisions as much as possible for user life also needs to be further studied in the field of AI.

APPLICATION SCENARIOS
HOME AUTOMATION SERVICES BASED ON THE USER’S LOCATION

Through the indoor localization system, SDSH can get the user’s location information, and provide related functions and services. Smart devices have numerous manufacturers who provide products to perform tasks such as temperature sensing, intelligent air conditioning, intelligent light switching, and so on. The SDSH platform can integrate different manufacturers, device functions, and resources, making location-based services that fully exploit system resources and capabilities, and are convenient for user home life.

For example, judging by a user’s entering or leaving a room, the platform controls the room...
lighting equipment to turn on or off, or according to the indoor environment automatically adjusts the luminance of every light. When the user is in a room for a long period of time, the platform automatically opens room temperature control equipment through coordination with air conditioning and a temperature sensor for real-time control of the indoor environment.

**Configurable Lifestyle Management**

SDSH integrates user demands and system resources to provide standardized APIs and a decision making model. This open system enables potential service providers to push personalized, customized lifestyles to users’ SDSH controllers based on age, gender, behavior, and family environment. For example, according to user’s regular life schedule, service providers can push a healthy arrangement of meals to the user’s controller, including when to eat and what to eat. SDSH can also get healthcare information from service providers, and set reasonable exercise times and sleep cycles for users.

At the same time, through further analysis of home environment parameters, or user preference behavior data, SDSH can provide real-time assessment of health status. When there is an health emergency, SDSH will generate a health check table based on user behavior and physical data and send it to private doctors through the cloud to implement intelligent assessment of the situation.

**Condition Monitoring and Automatic Home Services**

SDSH integrates home environment sensors, functioning as a real-time monitor detecting the status of the water supply and drainage, electricity supply, gas supply, and so on. This will provide an early warning against risk, and access the cloud services platform through the controller.

**Challenges and Opportunities**

The software defined smart home has bright prospects; however, it also faces some challenges.

**Family Privacy Protection**

Because SDSH controls all the smart home devices as a whole, users not only obtain convenient services, but also face challenges in the field of security. SDSH collects massive data from users’ smart home monitoring devices and then obtains users’ living habits information by data analysis. This information provides accurate user requirements for personalized and customized services; however, it is a big challenge to ensure that this information is not stolen maliciously. SDSH controls all home devices. If the platform is invaded, everything in the home would be controlled by the invaders, which would huge economic loss, so SDSH requires high system safety and security.

**Third-Party Services and Commercial Model**

SDSH integrates requires of home services, and develops online to offline (O2O) mode in the field of domestic service. By connecting with SDSH, an online domestic service platform can obtain lots of families’ services requirements. On the other hand, the online domestic service platform contacts separate home service providers and repair people. This model gets through the passage between online information and offline service. Consumers can publish their requirements rapidly and automatically and choose the server they want, thus avoiding the overcharge caused by information asymmetry. Meanwhile, home service providers can obtain requirements from a lot of consumers online, which decouple the housekeeping enterprises from geographic locations, and eliminate the rent of a storefront. Consumers, servers, and the online domestic service platform will create a win-win situation.

**Relationship with the Existing Smart Home Platform**

Aiming at the problems the smart home is facing, SDSH proposed a system design based on the core idea of software definition. SDSH has reference value for currently existing platforms such as HomeKit, Brillo, and the IoT platform of Tencent. Openness is an important part of the SDSH platform design concept. Through an open inter-

---

**Figure 6. Virtualization and artificial intelligence technology in SDSH.**
The SDSH platform can provide specific services for all external services or other platforms with specific requirements, such as indoor localization, artificial intelligence decision algorithms, etc. This kind of service can rapidly improve the user experience or the system flexibility of other platforms.

**CONCLUSION**

Currently, the smart home should deal with problems of hardware differences, users’ requirement differences, and underused monitoring data. For a breakthrough in the smart home, we propose the software defined smart home in this article by using SDN’s strategies of centralization, optimization, and virtualization for reference. SDSH is centered on a controller that is compatible with various smart devices, and also provides open APIs to connect with third-party services. SDSH is related to the key technologies of demands acquiring non-inductive technology, network formation for smart devices, system resource virtualization, and a decision algorithm based on artificial intelligence. SDSH discovers potential requirements of customers and provides a general smart platform to control devices. On this basis, SDSH can connect with external domestic services and form a generalized, standardized, and open smart home services market. SDSH is an open architecture with technological and commercial innovation, possessing great potential and bright prospects.
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SDN@home: A Method for Controlling Future Wireless Home Networks

Pierluigi Gallo, Katarzyna Kosek-Szott, Szymon Szott, and Ilenia Tinnirello

ABSTRACT

Recent advances in wireless networking technologies are leading toward the proliferation of novel home network applications. However, the landscape of emerging scenarios is fragmented due to their varying technological requirements and the heterogeneity of current wireless technologies. We argue that the development of flexible software-defined wireless architectures, including such efforts as the wireless MAC processor, coupled with SDN concepts, will enable the support of both emerging and future home applications. In this article, we first identify problems with managing current home networks composed of separate network segments governed by different technologies. Second, we point out the flaws of current approaches to provide interoperability of these technologies. Third, we present a vision of a software-defined multi-technology network architecture (SDN@home) and demonstrate how a future home gateway (SDN controller) can directly and dynamically program network devices. Finally, we define a new type of flexibility enabled by SDN@home. Wireless protocols and features are no longer tied to specific technologies but can be used by general-purpose wireless SDN devices. This permits satisfaction of the requirements demanded by home owners and service providers under heterogeneous network conditions.

INTRODUCTION

We are witnessing an impressive evolution in the use of home network applications. Previously, the main driver has been Internet access, with an access point (AP) used to wirelessly connect user devices. Now it is becoming common to use home networks for sharing information between computers and other multimedia devices in the home (e.g., multimedia servers, smart TVs, and cameras), all equipped with a WiFi interface. In parallel, ad hoc network deployments, based on heterogeneous technologies such as ZigBee and Bluetooth, are becoming popular for monitoring-based applications, including home automation (remote control of electric appliances, smart metering) and providing healthcare services. As a result, current home networks are composed of several segments, such as the automation network, the entertainment network, and the healthcare network, in which tens of devices are independently managed by network administrators, service providers, and even home owners (Fig. 1). This may lead to error-prone configurations and severe coexistence problems between heterogeneous technologies and different network actors, which may impair the quality of service (QoS) for emerging and future home applications [1].

The adoption of heterogeneous technologies for managing home network segments is motivated by the lack of a single flexible technology able to effectively work under different application scenarios and sometimes conflicting requirements (e.g., low power, high bandwidth). This heterogeneity of standards implies the need for internetworking solutions for providing service federation in residential networks. Currently, a typical internetworking scenario is based on a central node, called the home gateway (HGW), and classical IP solutions. Alternatively, an abstraction layer is added, or a one-for-all technology is proposed. The existence of different actors, independently configuring subsets of home devices, is due to the lack of a clear separation between the control and data planes. Indeed, in current deployments each service provider is ultimately responsible for creating and maintaining the network segment used by its relevant applications.

In such a scenario, we argue that the paradigm of software defined networking (SDN), which has recently emerged in the wired domain, can also be beneficial for dealing with the complexity of wireless home networks. In our vision, to which we refer as SDN@home (Fig. 2), the control plane of diverse wireless home networks (e.g., entertainment, automation, healthcare) is separated from the data plane — similar to the approach proposed by OpenFlow [2]. The control plane is managed by a specialized network administrator who manages the HGW by installing software provided by network programmers, which allows the avoidance of conflicts and performance impairments between different service providers while also satisfying home owner expectations. Consequently, in SDN@home, the multi-technology HGW acts as a central controller.

The authors identify problems with managing current home networks composed of separate network segments governed by different technologies. They point out the flaws of current approaches to provide interoperability of these technologies, and they present a vision of a software-defined multi-technology network architecture and demonstrate how a future home gateway can directly and dynamically program network devices.
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The centralized control of wireless home networks is made possible with the help of a common control protocol and a common programming language understood by all wireless devices. HGWs are already exploited for facilitating the coexistence of wireless devices operating on the same bandwidth and optimizing relevant radio settings, or for providing context information (e.g., spectrum availability) and facilitating the coordination among neighboring home networks [3]. However, current optimizations are restricted to the tuning of a limited number of technology-specific network parameters, that is, parametric network control. Additionally, in the wired SDN, network control mainly consists of diverting flows over a fixed physical topology, which is not enough for wireless SDN, which must also involve the configuration of the physical links. Our idea is based on empowering the HGW’s control role by means of a southbound interface (using the SDN terminology) able to drive the home devices through the loading, configuring, enabling, and disabling of key configuration elements such as radio settings, queuing policies, per-flow rate limiters, and even medium access policies, that is, flexible network control (Fig. 2).

The contributions of this article include presenting a novel vision for a wireless SDN in a new context, extending our previous work [4] to heterogeneous networks; presenting a generic architecture of programmable wireless devices with a unified control protocol and centralized management; and presenting examples in which wireless device programmability has clear advantages over parametric control. We conclude the article with open research areas.

**INTEROPERABILITY OF NETWORK TECHNOLOGIES**

As shown in Table 1, home network scenarios are subject to specific requirements, which can be met by one of many heterogeneous wireless technologies. A detailed overview of these technologies can be found in [5], while [6] provides a quantitative comparison of the most prominent ones. Because of their key charac-
### Table 1. Home network scenarios: the current vision.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Example applications</th>
<th>Requirements</th>
<th>Exemplary technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthcare</td>
<td>Reactive (acute conditions)</td>
<td>Real-time, high priority, low range, low power, low rate</td>
<td>802.15.1 (Bluetooth), 802.15.6 (BAN), 802.11ah (Low-power WiFi)</td>
</tr>
<tr>
<td></td>
<td>Proactive (long-term observations, data collection)</td>
<td>Background, low priority, low range, low power, low rate</td>
<td>802.15.4 (ZigBee), 802.11ah (Low-power WiFi)</td>
</tr>
<tr>
<td>Automation</td>
<td>Monitoring, control, energy management, security</td>
<td>Large range, low data rate, low power</td>
<td>802.11 (WiFi), 802.15.1 (Bluetooth)</td>
</tr>
<tr>
<td>Entertainment</td>
<td>Multimedia streaming</td>
<td>High data rate, low range, QoS support (if real-time), possibly no energy requirements (for TV, NAS, etc.)</td>
<td>802.11 (WiFi), 802.15.1 (Bluetooth)</td>
</tr>
<tr>
<td>Internet-based services</td>
<td>VoD, VoIP, music streaming, social media</td>
<td>As for entertainment plus location awareness, moderate energy requirements (laptops, smartphones, tablets), support for nomadic access (visiting friends/relatives)</td>
<td>802.11 (WiFi), 802.15.1 (Bluetooth)</td>
</tr>
</tbody>
</table>

**A Unifying Interface**

The above-mentioned issues have driven the development of network models based on a single unifying interface. One example is the IEEE 1905.1 standard [11], which defines a “2.5 abstraction layer” to hide the underlying networking technologies from higher layers. Together with its recent amendment 1905.1a-2014, it provides a common interface to different home networking technologies (e.g., WiFi, Ethernet) and allows selection of the best network technology for each transmission. Unfortunately, it does not provide the flexibility and reconfigurability required by home networking scenarios, because it only permits switching between data link technologies, with limited configuration options for the radio links.

In the same direction, several research projects (e.g., the European H2020 Project Wishful) are in the process of designing a unifying control interface for existing wireless technologies to allow tuning of selected operating parameters by avoiding the technology-specific and even vendor-specific configuration interface. The concept of a unified interface is closely related to the emerging concept of programmable networks, in which the programming model of the devices evolves from parametric control to more powerful abstractions. Examples of such abstractions can be found within the European Telecommunications Standards Institute (ETSI) architecture for configurable mobile devices [12] and OpenFlow [2]. Comparing these approaches to a unifying technology is analogous to the difference between a dedicated device (with its associated technologies) and a programming language. A unified interface enables the paradigm shift from designing closed systems to an open system approach. This speeds up development by reducing the time required for new features to become available on the market. Additionally, it allows vendors to compete by having different implementations (algorithms) running within a device while maintaining interoperability between devices and enabling greater control. Therefore, a unified interface is a key enabler for programmable technologies.

---

1. [http://www.wishful-project.eu](http://www.wishful-project.eu)
SDNs, which have recently emerged in the wired domain, have shown that different network operations can be defined in software by means of abstractions that expose simple and effective programmable interfaces. Although this approach is still underexplored in the wireless domain, it is beneficial for simplifying the coexistence and management of devices, working on the same unlicensed bands, which are usually vertically integrated and application-specific such as the ones used in home networks.

The SDN concept has been considered for home networks but from the perspective of service providers willing to improve the management of the Internet access network [13]. Conversely, we propose to apply the principle of a logically centralized control for the management of wireless home networks. This could introduce several benefits due to the network-wide optimization of hardware, radio, storage, and energy resources that can be allocated for supporting home applications, such as the collection of metering data on the HGW, the storage of video surveillance traffic, and the transport of entertainment traffic between smart TVs and hard disks. Our idea is to enable the opportunistic configuration of domestic wireless devices as a function of the specific interference context and running applications. For this purpose, it is necessary to abstract the internal architecture of wireless devices and to clearly define the programming interfaces. Therefore, the proposed wireless SDN is somewhat similar to the wired SDN (Fig. 2): the data plane is separated from the control plane, the HGW acts as the SDN

Table 2. Selected recent and upcoming IEEE 802.11 amendments.

<table>
<thead>
<tr>
<th>Amendment</th>
<th>Release date (expected in italics)</th>
<th>Topic</th>
<th>Scope</th>
<th>Home networking scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>802.11aa</td>
<td>2012</td>
<td>Robust streaming of audio video streams</td>
<td>Group-addressed transmission service, stream classification service, intra-access category prioritization, overlapping basic service set (OBSS) management, support for the IEEE 802.1Q Stream Reservation Protocol.</td>
<td>Entertainment</td>
</tr>
<tr>
<td>802.11ac</td>
<td>2013</td>
<td>Very high throughput &lt; 6 GHz</td>
<td>Improvement of user experience by providing significantly higher basic service set (BSS) throughput (up to almost 7 Gb/s). Operation below 6 GHz including distribution of multiple multimedia/data streams.</td>
<td>Entertainment</td>
</tr>
<tr>
<td>802.11ad</td>
<td>2012</td>
<td>Very high throughput 60 GHz</td>
<td>Operation in frequencies around 60 GHz. Support of very high throughput (up to almost 7 Gb/s). Fast session transfer among 2.4 GHz, 5 GHz, and 60 GHz.</td>
<td>Entertainment</td>
</tr>
<tr>
<td>802.11ae</td>
<td>2012</td>
<td>Prioritization of management frames</td>
<td>Policy-based prioritization of management frames.</td>
<td>Entertainment</td>
</tr>
<tr>
<td>802.11af</td>
<td>2013</td>
<td>TV white spaces</td>
<td>Channel access and coexistence of IEEE 802.11 networks in the television (TV) white space.</td>
<td>General-purpose</td>
</tr>
<tr>
<td>802.11ah</td>
<td>2016</td>
<td>Sub 1 GHz</td>
<td>Operation of license-exempt IEEE 802.11 wireless networks in frequency bands below 1 GHz excluding the TV white space bands.</td>
<td>Automation and healthcare</td>
</tr>
<tr>
<td>802.11ai</td>
<td>2016</td>
<td>Fast initial link setup</td>
<td>Fast initial link setup methods that do not degrade the security offered by robust security network association (RSNA) defined in IEEE 802.11.</td>
<td>General-purpose</td>
</tr>
<tr>
<td>802.11ak</td>
<td>2017</td>
<td>Transit links</td>
<td>Possible enhancement of IEEE 802.11 links for transit use in bridged networks. Support of home entertainment systems, industrial control equipment, and other products/applications that have IEEE 802.11 and IEEE 802.3 capability.</td>
<td>General-purpose</td>
</tr>
<tr>
<td>802.11aq</td>
<td>2017</td>
<td>Pre-association discovery</td>
<td>Mechanisms that assist in pre-association discovery of services. Access to one or more frequency bands for the purpose of local area communication.</td>
<td>General-purpose</td>
</tr>
<tr>
<td>802.11ax</td>
<td>2019</td>
<td>High-efficiency WLAN</td>
<td>Improvement of spectrum efficiency to enhance the system throughput in high density scenarios.</td>
<td>Entertainment</td>
</tr>
<tr>
<td>802.11ay</td>
<td>2019</td>
<td>Enhanced throughput 60 GHz</td>
<td>Operation in frequencies around 60 GHz. Support of throughput up to 20 Gb/s.</td>
<td>Entertainment</td>
</tr>
<tr>
<td>802.11az</td>
<td>2020</td>
<td>Enhancements for positioning</td>
<td>Enabling determination of device position.</td>
<td>General-purpose</td>
</tr>
</tbody>
</table>
controller, and there is a southbound interface which supports a customized control protocol described below. However, different from SDN in wired networks, where device configuration is basically given by a processing table specifying the minimum forwarding rules, the wireless domain SDN is more complex because the physical links between the devices are not deployed a priori, but depend on radio configuration (frequency, modulation, etc.), mobility, and interference. Therefore, network programming is strictly tied to radio and medium access control.

**THE SDN@HOME ARCHITECTURE**

In the SDN@home architecture (Fig. 2), the behavior of devices forming the automation, entertainment, and healthcare networks are managed by a single control plane. The HGW acts not only as a connection to an external public network but also as a centralized SDN-enabled home network controller. This approach allows general-purpose wireless devices to be programmed on the fly by installing radio programs according to different application scenarios and changing conditions affecting the home network.

We expect the HGW to be controlled by a single entity, the network administrator. It is the network administrator’s role to ensure optimal network performance, for example, that only trusted radio programs are loaded on home devices and that fairness is ensured in the network. This approach provides more flexible manageability of home networks and simplifies adding new services to such networks. Additionally, the network administrator can delegate third parties to control specific network functions. This allows SDN@home with commercial trends that allow sharing airtime and backhaul resources with people outside the home. Moreover, SDN@home permits much more than just controlling who can access the home network by also providing flexibility at the data link and physical layers.

The envisioned evolution of home networks, leading toward the adoption of wireless SDNs, can be incremental, that is, having both SDN-enabled and legacy devices operating concurrently (Fig. 3). Even today wireless devices expose some configuration capabilities (e.g., the operating channel and transmission power) that can be exploited for global optimization. Figure 3b shows an architectural view of programmable wireless devices in the case of SDN-enabled devices and standard technology devices. The radio manager is responsible for configuring the radio link by tuning the available settings; for SDN-enabled devices, it can also specify the medium access rules. The queue manager is responsible for specifying the radio and access parameters of different traffic flows and mapping the flows onto the radio interfaces. A control process interacts with the central SDN controller by means of a control protocol for coordinating the device configurations.

Note that by programmable wireless interfaces we do not mean software-defined radio (SDR) platforms, where every functionality, including modulation and coding, can be programmed from scratch. On the contrary, we mean general-purpose devices based on an abstract architecture and programming model (similar to the general-purpose OpenFlow switches) that can work according to different operation modes (short-range communications, directional links, etc.), while maintaining limited complexity, suitable for global control. Examples of architectures for programmable wireless interfaces have recently been proposed for sensor networks [14] and for WiFi networks with the wireless medium access control (MAC) processor (WMP) [4] described in the following subsection.

**A PROGRAMMABLE MAC ENGINE**

The WMP architecture [4] is an example of a programmable MAC engine that allows devices to run the radio programs provided by the HGW. It responds to the technical hurdle of designing a general-purpose wireless device and a high-level programming language for configuring its behavior. The device hardware capabilities, which cannot be reprogrammed, are abstracted by the following subsystems:

---

• The transceiver, dealing with the reception and transmission of the frames according to a predefined set of modulation and coding schemes.
• The transmission queues, in which traffic flows or control and management frames can be separately enqueued for achieving different MAC performance.
• The reception queue, in which incoming packets can be stored before being forwarded to the host.

Rather than controlled by a given protocol, these subsystems can be governed by a generic execution engine able to run programs defined in terms of extended finite state machines (XFSMs). The XFSMs are composed by reusing a set of signals provided by the hardware subsystems by means of an interrupt block, a set of elementary primitives implemented into an operation block, and a set of registers for saving the system state and configuration parameters. These signals, primitives, and configuration registers represent the device’s application program interface. A memory block is dedicated to storing the MAC programs, while a control interface is available for loading the programs and tuning the configuration parameters. The method of exchanging control information between network devices is described below.

According to the SDN@home architecture, a wireless device does not implement a standard-specific predefined protocol, but acts as a generic executor of state machines reacting to internal events of the system (e.g., the arrival of a new packet from the host) or external events of the channel (e.g., the reception of a new packet from the air interface), as shown in the example in Fig. 4a. The reactions to the same signals may vary according to the system state, which includes the state of the hardware and the logical state of the programmed protocol, which in turn is given by the program state and global variables. This programming model allows the definition of radio programs in a compact form. The presented approach allows the same hardware to be repurposed for supporting different medium access rules and networking models by providing a trade-off between flexibility and ease of programming. It clearly decouples the role of the device manufacturer from that of the network programmer (Fig. 2). Manufacturers remain in charge of providing hardware signals as well as radio primitives, which may change according to the device complexity, while programmers are free to define the protocol states and relevant transitions that orchestrate such primitives according to their desired logic.

**CONTROL PROTOCOL AND CONTROL CHANNEL**

In order to exploit programmable wireless interfaces for adapting the home network behavior to different radio contexts and applications, a control protocol is required for communication between the SDN controller and the network devices. The control protocol envisioned in SDN@home is based on a client-server model, where the central controller implements a programmable control logic for deciding the radio configuration of the devices, and the client process, running on the devices, makes the device programming interface remotely available for triggering reconfiguration actions. The control protocol collects device statistics and estimates the network state and then dynamically injects and activates the radio programs in each device. The radio programs are specified as a set of initialization parameters of the transceiver settings and an (optional) table of transitions coding the MAC state machine, which can conveniently be transmitted in special control packets [4].

Control messages require a physical transport network that can be realized in different ways. Currently, we consider the following three approaches for SDN@home:

• Coexistence of control and data channels as in-band signaling
• Setting the control network on a separate physical channel, possibly with a smaller bandwidth (e.g., 5 MHz instead of 20 MHz)
• Virtualization of the control and data channels over the same physical channel (e.g., a portion of the beacon interval can be allocated to the control network with legacy access rules)

In-band signaling can be exploited for configuring devices based on legacy technologies: a multi-technology HGW can reach each device opportunistically selecting the appropriate interface. Out-of-band signaling or virtualization solutions require more advanced devices, in which a real or virtual network interface is dedicated to the control network.

Many standard extensions recently proposed for WiFi (e.g., 802.11n reverse path, 802.11z direct link, 802.11ah directional links) mimic our approach, because they use the legacy distributed coordination function (DCF) channel access for sending signaling messages responsible for activating predefined enhanced access operations. Our architecture avoids having these enhanced operations preconfigured into the cards, but keeps the possibility of using standardized technologies for activating new features on demand.

Although the specific definition of the control protocol is out of the scope of the present work, we envision the definition of some core messages to be used for centralized control: management messages, for the creation and maintenance of the control network, such as associating the client process of each device to the HGW, estimating the latency between the controller and the devices, and verifying the operation of the control link; controller-to-device messages for specifying, modifying, or deleting radio programs for different traffic flows, synchronizing the reconfiguration of multiple devices, and requesting information on device capabilities; as well as device-to-controller messages, for reporting device statistics and the state of the data links. While in our initial experiments we implemented a simplified (customized) control protocol, we are cur-
Currently considering the adaptation of other well established protocols (e.g., CAPWAP [15] or OpenFlow [2]) to support the above mentioned messages and in particular the synchronization of reconfiguration commands.

**USE CASE ANALYSIS**

In this section we discuss examples in which the centralized control of home wireless devices can improve the QoS perceived by home owners. We categorize our examples in two different groups: in the first, flow-level device control, the controller is mainly responsible for diverting traffic flows across the technologies available in each device and configuring the relevant parameters; in the second, link-level device control, the controller is additionally responsible for configuring the behavior of the links, where the traffic flows have been diverted, by defining the medium access rules employed by each device. For both groups, where appropriate, we provide the roles of the main actors (Fig. 2).

**FLOW-LEVEL DEVICE CONTROL**

In a typical home network there is a redundancy of functionalities and technologies provided by different devices, due to the coexistence of multiple similar devices owned by family members and the availability of multiple wireless interfaces in the same device. In such a scenario, the perceived QoS can be significantly improved by selecting the most appropriate device or interface for each traffic flow.

---

Figure 4. SDN@home applications: a) the XFSM implementing DCF and differential changes to support healthcare services (red dot-dashed lines) and monitoring applications (green dashed lines); b) trace with healthcare traffic protection during \( T_{OFF} \); c) trace with power-saving by tuning TXOP.
examples of how flow-level device control can alleviate this problem.

**Multi-Device Services:** The availability of multiple home devices with similar capabilities can be exploited for improving services that are currently designed to work on specific devices. For example, voice calls directed to cordless DECT phones could be forwarded to local smartphones (through WiFi), which may be closer to the home owners. SDN@home allows dynamic monitoring of devices supporting each specific service and defining the per-flow forwarding rules for the relevant technologies and multicasting rules accordingly.

**Multi-Homing:** The backhaul resources of domestic APs may be underused (e.g., when the home owners are not present). SDN@home allows central control of customers’ home access networks and sharing unused resources. For example, the network administrator can request continuous monitoring of the aggregate backhaul bandwidth required by each neighbor AP. When an AP is overloaded while one or more neighboring APs are underloaded, selected traffic flows can be diverted from the serving AP to a neighboring one.

**WiFi Offloading:** Offloading mobile traffic over WiFi networks is a very promising solution for increasing the capacity of 5G cellular networks. IEEE 802.11 extensions are proposed to permit WiFi offloading (802.11u, 802.11ah, 802.11ax), but the heterogeneity of platforms, technologies, and channel conditions of domestic wireless networks leave many open issues. SDN@home can support this functionality by locally monitoring the congestion of the industrial, scientific, and medical (ISM) bands and setting up a WiFi link between the smartphone and the HGW for traffic offloading in a secure manner. These operations can be performed by intermediate network administrators offering services to the cellular provider.

**Link-Level Device Control**

In home networks multiple wireless links, each transporting traffic flows of varying characteristics, are likely to coexist. Since the performance of each link is affected by the interference created by the other links (as well as by external interference), it is possible to exploit the central controller for introducing coordination mechanisms among these links, by acting on PHY and MAC settings of the relevant interfaces. In SDN@home, the SDN controller loads the desired radio program on the home devices and links each state machine with the relevant traffic flow. Figure 4a shows a simplified representation of three radio programs, in which state labels indicate the meaning of the protocol logical state, while transitions include their triggering hardware signals (in capital letters), conditions to check (in square brackets), and primitives to be executed before entering into the destination state. The reference DCF program is shown in black, while service-specific adaptations are marked in dot-dashed red lines (for healthcare services) and dashed green lines (for home automation).

**Healthcare Services:** Current healthcare services are based on monitoring of medical parameters by means of dedicated sensors communicating via Bluetooth. Reliability is one of the main application-specific requirements in this scenario, which can be achieved by programming coexisting devices to avoid interference with healthcare data. To this purpose, a FROZEN state was added to the MAC protocol by the network programmer to periodically prevent the interfering devices from channel access. Additionally, dynamical tuning of \( T_{\text{ON}} \) and \( T_{\text{OFF}} \) parameters was added in order to permit the network administrator to achieve the best channel utilization as a function of the protection monitoring traffic. The device transmitting healthcare data was programmed by the network administrator through HGW to use time-division multiple access (TDMA) (the differences in the XSFM are not reported in the figure). Figure 4b shows the resulting channel access trace in terms of the received signal strength indication (RSSI) in case of one device programmed with carrier sense multiple access (CSMA) and another with TDMA. The channel is slotted in orthogonal channel portions to be used exclusively by each device to avoid interference and improve the QoS perceived by the home owner.

**Home Automation**

Applications for home automation usually require low-rate and low-power transmissions. SDN@home allows such devices to be dynamically programmed (set by the network administrator through the HGW) to save energy by switching off the wireless interface at regular temporal intervals. This tunable behavior uses an additional synchronization mechanism based on the reception of a reference signal (e.g., a beacon frame) and permits high responsiveness to be restored on demand. Figure 4c shows the resulting channel trace. Each device waits for a different \( T_{\text{FRAME}} \) when its time slot starts and transmits during tunable TXOPs. The first transmission opportunity lasts three frames. During the next beaconing period, the controller tunes the TXOP parameter to last four frames in order to optimize the activation and sleeping intervals according to expected traffic, which may vary as a function of the time of day, user presence, weather conditions, and so on.

**Conclusions and Research Challenges**

In this article, we have described the shift from inflexible multi-technology home networks to programmable (software-defined) multi-technology home networks and proposed the novel SDN@home architecture. We have also identified four key actors (home owners, network administrators, network programmers, and service providers) and described their responsibilities within this architecture.

Unlike the current paradigm, where capabilities of wireless devices are only selectable among a predefined list of MAC policies, with SDN@home future home devices will be aware of their surroundings and dynamically programmable by SDN controllers in accordance to the network scenarios, and so on. The only requirement is that all wireless home network devices use a dedicated control plane, that is, they are able to change their configurations according to information received in control frames. With this approach, the flavors of the existing wireless
Flexibility does not mean complete deregulation. Despite these potential risks and still undefined solutions, which are mostly a result of the early development stage of this technology, the benefits of wireless SDN outweigh the costs to implement countermeasures.
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technologies can be used to precisely tailor home network performance to different applications, scenarios, and needs. In other words, the advantages of, for example, WiFi (e.g., high throughput provided by 802.11ac) can easily be coupled with the advantages of other applications or scenario-specific wireless technologies (e.g., ZigBee, Bluetooth) providing optimized home network performance. This also means that with SDN@home different protocols and features can be shared across network technologies in order to increase home owner experience and satisfaction (i.e., a new type of flexibility is achieved, since different protocols/features are no longer tied to specific network technologies).

The full programmability of wireless devices and their control through the SDN@home architecture provides the opportunity to overcome many existing problems. However, further research is required in providing optimization frameworks for:

- The coexistence of heterogeneous wireless technologies (spectrum sharing, interference management, transmission power allocation, carrier sense threshold adoption)

- The coexistence of homogeneous wireless networks (medium access rules for optimizing channel utilization and ensuring compatibility with legacy devices)

- The coexistence of SDN-enabled and legacy wireless devices

- The management of coexisting (overlapping) networks (governed by single or multiple operators)

A separate area of future work is the development of security methods to counter the risks introduced by the programmability of wireless devices. Signature-based cryptographic methods can guarantee that malicious code is not allowed execution on home owner devices. Other solutions are required to guarantee fairness in networks with selfish users, by either implementing inherently robust mechanisms or stimulating cooperation through specific policies. Furthermore, regulatory restrictions and protective solutions can be implemented at the MAC engine level rather than at the protocol (e.g., the engine refuses to execute consecutive transmissions under a specific inter-frame space or implements a carrier sense that cannot be bypassed or switched off). In this sense, flexibility does not mean complete deregulation. Despite these potential risks and still undefined solutions, which are mostly a result of the early development stage of this technology, the benefits of wireless SDN outweigh the costs to implement countermeasures.

Supporting materials can be found in the online version of this article.
Index Modulated OFDM for Underwater Acoustic Communications
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ABSTRACT

UWA channels exhibit time-varying multipath characteristics. To this end, OFDM is well known for its robustness against multipath channels but is prone to ICI induced by time variation. More recently, inspired by spatial modulation, the so-called IM-OFDM has also been proposed to provide higher system throughput than plain OFDM under certain conditions. A key feature of IM-OFDM is that partial subcarriers are kept inactive. This could potentially improve system performance in the presence of ICI. Leveraging on this, we are the first to propose IM-OFDM for UWA communications. On the other hand, however, we realize that ICI could potentially lead to energy leakage from active subcarriers to inactive ones, and impair the demodulation of IM-OFDM. In this article, we introduce IM-OFDM for UWA communications and propose a hybrid IM-OFDM scheme with improved spectral efficiency. We then review existing ICI self-cancellation techniques for generic OFDM, and propose a new ICI cancellation method for IM-OFDM.

INTRODUCTION

Underwater acoustic (UWA) channels have very limited bandwidth and often cause severe signal dispersion in time and frequency. For example, the multipath spread in a medium-range shallow water channel can extend over 100 symbols, and the normalized frequency offset factor induced by Doppler can be on the order of $10^{-3}$ compared with $10^{-7}$ for mobile radio channels [1]. To overcome the difficulty of time-varying multipath dispersion, many modulation techniques have been applied to UWA communications so far. Among those, orthogonal frequency-division multiplexing (OFDM) is widely accepted as a strong candidate as it provides capability to combat the intersymbol interference (ISI) caused by the multipath propagation [2]. To remove ISI, however, the subcarrier spacing of OFDM signals has to be set small relative to the narrow coherence bandwidth, which renders the system very susceptible to Doppler effect arising from terminal mobility and/or ocean waves [3]. The Doppler effect destroys the subcarrier orthogonality and further induces intercarrier interference (ICI), which seriously deteriorates system performance.

Index modulated (IM-)OFDM, as first proposed by Basar et al., is a novel OFDM-based modulation technique that extends the principle of spatial modulation (SM) to OFDM subcarriers [4]. As opposed to plain OFDM, in IM-OFDM not all subcarriers are activated to transmit information symbols, and the indices of inactive subcarriers are embedded via index modulation into the transmitted signal. Therefore, it is natural to expect great potential for IM-OFDM in UWA communications since the ICI power, which scales with the number of active subcarriers, will be significantly reduced. However, the power leakage from active subcarriers to inactive subcarriers because of ICI will significantly increase the possibility of erroneous detection of subcarrier states and result in performance degradation.

In this article, we first introduce IM-OFDM to UWA communications as well as propose a hybrid IM-OFDM system with improved spectral efficiency, and then provide an overview of existing ICI cancellation techniques for OFDM. Among these techniques, we recently proposed and tested ICI self-cancellation for OFDM transmission in UWA channels. These have been demonstrated to have simple implementation while being very effective in both simulations and experiments. Hence, we leverage upon our earlier work [5, 6] in the development of ICI self-cancellation techniques for IM-OFDM.

Overall of IM-OFDM

We start with SM, which has been widely acknowledged as a candidate for fifth generation (5G) modulation techniques [7]. SM is a member of the single-RF large-scale multiple-input multiple-output (MIMO) family, which encodes part of the information via the index of each transmit antenna [8]. SM works if and only if the radio channels from different transmit antennas are diverse, and it is shown to be energy-efficient thanks to the necessity of a single RF chain. Index modulation is conceptually more general and covers SM since one can regard the spatial position as the antenna index. When applied to the subcarrier indices of an OFDM system, one has the so-called IM-OFDM, as shown in Fig. 1 [4].

Miaowen Wen and Fei Ji are with South China University of Technology; Xiang Cheng is with Peking University; Liuqing Yang and Xilin Cheng are with Colorado State University; Yuke Li is with the Chinese Academy of Sciences.
In theory, index modulation can be performed directly on all $N$ OFDM subcarriers. However, given a preset number of inactive subcarriers $m$, there will be $C(N, m)!$ possible ways to allocate these $m$ subcarriers, which will cause considerable processing delay since $C(N, m)$ can be very large. To avoid this problem, the total of $N$ subcarriers are typically split into $G$ groups, each of which consists of $L \ll N$ subcarriers. Index modulation is then carried out within each group independently, thus saving implementation complexity. It should be noted that the subcarrier grouping is mutually agreed between the transmitter and the receiver, and each subcarrier belongs to one and only one group. At the transmitter, source bits are correspondingly divided into $G$ blocks, each of which consists of two parts: the first part is used to identify which $m$ (out of $L$) subcarriers are kept inactive, whereas the second part is used to modulate the remaining $(L - m)$ active subcarriers. At the receiver, the log-likelihood ratio (LLR) test can be employed to determine the active subcarriers as well as demodulate the $M$-ary modulated symbols. This not only achieves near optimal maximum-likelihood (ML) performance but also maintains comparable computational complexity to that of the plain OFDM detector [4]. From the principle of IM-OFDM, one can see intuitively that its spectral efficiency is related to that of plain OFDM, which is well known as $\log_2 M$, by a gap $\Delta f$. The gap $\Delta f$ can be either positive or negative depending on the parameter selections. For example, $\Delta f = 0$ when $L = M$ and $m = 1$. To date, quite a few works have demonstrated that IM-OFDM can outperform plain OFDM in terms of the bit error rate (BER) under the same spectral efficiency. Rigorously, we showed in [9, 10] that:

- IM-OFDM achieves the maximum rate if and only if the subcarriers within each group experience independent fading. This can be approached in practice by applying interleaved grouping, within which equally spaced subcarriers in frequency are assigned to a group.
- IM-OFDM with interleaved grouping can achieve an up to 3 dB signal-to-noise ratio (SNR) gain over plain OFDM for small $M$ (typically $M = 2, 4$), although this improvement becomes smaller and even diminishes as $M$ grows.
- The advantage of IM-OFDM over plain OFDM can be maximized by choosing a specific number of inactive subcarriers (i.e., $m$), typically 1 or 2, for a given SNR, and is more noticeable under phase shift keying (PSK) input but very small under quadrature amplitude modulation (QAM) input.

**IMPROVEMENT OF SPECTRAL EFFICIENCY**

To further improve the spectral efficiency of IM-OFDM, we propose a hybrid IM-OFDM system, in which different subcarrier groups can choose independently the IM-OFDM mode or OFDM mode. Choice of the mode can be readily detected by the receiver and thus creating an additional means of information transfer.

---

*Figure 1. Illustration of an IM-OFDM transmitter, where $x^{(g)}_l \in \{1, \ldots, N\}$ denotes the index of the $l$th subcarrier associated with group $g$, and $s^{(g)}_l \in \{0, \chi\}$ is the corresponding transmitted signal, with $g \in \{1, \ldots, G\}, l \in \{1, \ldots, L\}$, and $\chi$ representing the $M$-ary constellation.*

---

$^1$ $C(\cdot, \cdot)$ is a combination operator.
carrier than plain OFDM, and the average power per active subcarrier is higher in the IM-OFDM system.

Consider now an IM-OFDM subcarrier group with the above-mentioned parameters and an OFDM subcarrier group with all subcarriers activated. One can then distinguish the two by determining whether the single inactive subcarrier is present or not. In other words, the IM-OFDM or plain OFDM mode of each group can be determined by checking the presence of the inactive subcarrier. Such mode selection flexibility of each group introduces yet another means of information carriage: this mode can carry 1 bit, thus leading to spectral efficiency improvement.

This newly proposed system is illustrated in Fig. 2a, where a group of $L = 4$ is exemplified. With $L = 4$, the modulation type is thereby quadrature PSK (QPSK) according to $L = M$. The number of bits per block is increased from 8 to 9, boosting the spectral efficiency from 2 b/s/Hz to 2.25 b/s/Hz. The first bit is used as the indicator, which refers to the plain OFDM transmission if it is zero and to the IM-OFDM transmission otherwise.

**ACHIEVABLE RATE ANALYSIS**

The spectral efficiency of the proposed system is shown to be higher than that of the IM-OFDM system, but its superiority in the sense of error-free transmission rates is not that clear. To see how this is, we examine its achievable rate as follows. For ease of analysis, we assume Rayleigh fading channels and do not take into account the ICI. The (ergodic) achievable rates of the proposed system, measured in bits per second per Hertz, for binary PSK (BPSK) and QPSK modulations, are compared with those of the plain OFDM and IM-OFDM systems in Fig. 2b. At very high SNR, all systems saturate at their corresponding uncoded spectral efficiencies as expected. However, in the low-to-medium SNR region, the superiority of the proposed system over the other two is still overwhelming. For example, the proposed system achieves an up to 3 dB SNR gain when the target rates are 0.9 b/s/Hz and 1.9 b/s/Hz for BPSK and QPSK modulations, respectively.

**OVERVIEW OF ICI SELF-CANCELLATION TECHNIQUES**

In the literature, ICI self-cancellation methods have been attracting considerable attention for their simplicity in implementation and effectiveness in ICI mitigation ever since its emergence in [11]. In this article, we refer to ICI self-cancellation techniques as those that resort to data repetition in the frequency domain, although there are also other variations. Generally, ICI self-cancellation techniques are designed based on the single carrier frequency offset (CFO) model. Under the single CFO assumption, as indicated in Figs. 3a and 3b, the ICI coefficient from one subcarrier to the desired subcarrier, the magnitude and phase of which refer to the attenuation and rotation of the interference signal, is closely related to its adjacent subcarrier, symmetric subcarrier, and mirror subcarrier [12]. This relationship is shown to be either nearly the same magnitude and opposite phases or nearly the same magnitude and a phase difference of $\pi$, depending on their frequency separation from the desired subcarrier as well as the CFO value. Based on this property, we can simply transmit data copies, with either a sign conversion or phase conjugation relationship, onto the adjacent, symmetric, or mirror subcarrier pair lying in one OFDM symbol or two consecutive OFDM symbols (a.k.a., two paths) [5], and expect a reduced ICI level after combination at the receiver. This is the key idea of ICI self-cancellation. Some specific properties of ICI self-cancellation techniques are:

- The spectral efficiency is halved with respect to plain OFDM, but can be compensated for by employing larger signal alphabet sizes.
- With respect to the one-path approach, the two-path approach is compatible with tra-
The performance of different schemes varies with different CFO values and channel conditions; thus, scheme selection in practice depends on the actual communication environment. For example, the carrier-to-interference ratio (CIR) performance of conversion-based schemes is degraded with a large channel length [5]. For UWA channels, the Doppler spread should be in a wide range rather than a single value. To see how ICI self-cancellation techniques perform in UWA channels, we took the mirror-mapping-based schemes as representatives, and tested them in a sea experiment conducted in Taiwan in May 2013. In the experiment, three nodes were deployed, each of which consisted of one transducer and four hydrophones. The data rate is 4.27 kbps for the mirror-mapping-based schemes with QPSK modulation (please refer to [5] for more details). Figure 3c shows the experiment results for one transmitter-receiver pair. As expected, all mirror-mapping-based schemes have lower BER than plain OFDM for all hydrophones.

**Integration of ICI Self-Cancellation into IM-OFDM**

IM-OFDM transfers the part of information bits from the modulated symbols to their indices, which are transmitted implicitly over the superimposed signal generated from the remaining subcarriers, maintaining the spectral efficiency of the system and meanwhile having a smaller number of active subcarriers than plain OFDM at any time. This provides IM-OFDM with the potential of ICI reduction. However, in UWA channels where ICI can be severe, the received signal power of each inactive subcarrier will be enhanced, whereas that of each active subcarrier will be reduced, rendering subcarrier states difficult to identify and further leading to worse system performance than plain OFDM. ICI self-cancellation techniques provide a possible solution to this problem since, as discussed above, they will reduce the power leakage from the active subcarriers to the inactive subcarriers due to ICI. In addition, the performance of ICI self-cancellation should be improved due to a smaller number of active subcarriers by the nature of IM-OFDM. Therefore, we expect a win-win situation as long as the ICI self-cancellation techniques can be successfully integrated into the IM-OFDM architecture.

**One-Path Implementation**

We consider a one-path implementation of the integration. For brevity, we take Zhao’s scheme [11], which applies adjacent mapping and conversion operation, as an illustrative example. Figure 4a envisions the transmitter structure of the integration. Specifically, in lieu of an individual subcarrier in IM-OFDM, we activate/deactivate subcarriers in pairs containing immediate neighbors. Therefore, for a total of $N$ OFDM subcarriers, we will have $N/2$ adjacent subcarrier pairs, which are to be indexed for the sake of index modulation. In analogy with IM-OFDM, the total $N/2$ subcarrier pairs are split into groups consisting of interleaved subcarriers. At the transmitter, the same operations as IM-OFDM are carried out except that the second part of each block modulates the active subcarrier pairs with $M$-ary symbols and their conversion copies. At the receiver, the received signals on each adjacent subcarrier pair are first combined, and then fed to a two-step ML algorithm to recover the transmitted bits [6].

Extracting the system and channel parameters from the sea experiment, we conduct Monte Carlo simulations to evaluate the performance of the proposed integration [6]. We consider eight

---

**Figure 3. ICI self-cancellation techniques:**
- (a) plot of magnitudes of ICI coefficients for CFO equal to 0.2 and 0.4;
- (b) plot of phases of ICI coefficients for CFO equal to 0.2 and 0.4;
- (c) BER performance of plain OFDM and the mirror-mapping-based schemes in the sea experiment.
subcarriers (four subcarrier pairs) per group, with one inactive subcarrier pair, and QPSK modulation for the proposed integration. For comparison, we choose the following three benchmarks: plain OFDM with BPSK modulation, Zhao’s scheme with QPSK modulation, and IM-OFDM with $L = 4$, $m = 2$, and BPSK modulation. Note that all schemes have the same spectral efficiency of 1 b/s/Hz (without accounting for the null subcarriers and pilots). The effective SNR is around 12.5 dB. Figure 4b shows the BER comparison results. It is clear that the proposed integration performs best as expected.

**TWO-PATH IMPLEMENTATION**

We move on to the two-path implementation of the integration. Without loss of generality, we take the conversion-based ICI self-cancellation schemes as an example. Figure 5a illustrates the idea of the integration. The first path follows the same procedure as that of IM-OFDM, while the second path differs for different ICI self-cancellation schemes being integrated. Specifically, the $i$th subcarrier of the second path will transmit the conversion of the modulated symbol carried on the $(i - 1)$th subcarrier, the $(N + 1 - i)$th subcarrier, or the $[N + 2 - i]_{th}$ subcarrier of the first path, which represent adjacent mapping, symmetric mapping, or mirror mapping, respectively. Note that the 0th subcarrier is essentially the $N$th subcarrier due to the periodicity. At the receiver, the received signals on the subcarrier pair across the two consecutive OFDM symbols conveying the same information symbol are first combined according to the maximum ratio combining (MRC) algorithm [5]. Then the outputs are fed to the two-step ML algorithm to jointly decode the subcarrier states and the modulated symbols [6].

The BER performance of the proposed integration in UWA communications with system and channel parameters extracted from the sea experiment is compared to those of the two-path ICI self-cancellation schemes in Fig. 5b, where only results for hydrophone 3 are shown. We consider $L = 4$, $m = 1$, and QPSK modulation for the proposed integration, and QPSK modulation for the two-path ICI self-cancellation schemes. The effective SNR is around 20 dB. The proposed integrations outperform their counterparts in plain OFDM as expected.

**CONCLUSIONS**

In this article, we introduce the basic IM-OFDM technique, which differs from plain OFDM with inactive subcarriers. To improve the system throughput and performance, especially in the presence of ICI, we further propose a hybrid IM-OFDM approach, which integrates an ICI self-cancellation mechanism. Comparisons and simulations based on sea trials demonstrate the advantages of our proposed methods, and confirm that IM-OFDM is a promising technology for UWA communications. It should be noted that due to its ICI mitigating nature, IM-OFDM can be applied to other communication scenarios with severe Doppler effects besides UWA communications (e.g., vehicular wireless communications [13]). Our future direction will be the design of new index modulation techniques for OFDM robust to ICI, in which subcarriers with sufficient frequency spacing are activated with higher priority.
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The Tactile Internet: Vision, Recent Progress, and Open Challenges
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ABSTRACT

The advent of commercially available remote-presence robots may be the precursor of an age of technological convergence, where important tasks of our everyday life will be increasingly done by robots. A very low round-trip latency in conjunction with ultra-high reliability and essentially guaranteed availability for control communications has the potential to move today’s mobile broadband experience into the new world of the Tactile Internet for a race with (rather than against) machines. To facilitate a better understanding of the Tactile Internet, this article first elaborates on the commonalities and subtle differences between the Tactile Internet and the Internet of Things and 5G vision. After briefly reviewing its anticipated impact on society and infrastructure requirements, we then provide an up-to-date survey on recent progress and enabling technologies proposed for the Tactile Internet. Given that scaling up research in the area of future wired and wireless access networks will be essential for the Tactile Internet, we pay particular attention to the latency and reliability performance gains of fiber-wireless (FiWi) enhanced LTE-Advanced heterogeneous networks and their role for emerging cloudlets, mobile-edge computing, and cloud robotics. Finally, we conclude by outlining remaining open challenges for the Tactile Internet.

INTRODUCTION

The IEEE Digital Senses Initiative (DSI) is the newest initiative by the Technical Activities Board Future Directions Committee, launched in June 2015. DSI is dedicated to advancing technologies that capture and reproduce various stimuli (e.g., sight, hearing, touch, smell, and taste) from the outside world and let humans as well as machines perceive and react to the combined stimuli in various ways. An interesting early example is the commercially available oPhone, which allows smartphone users to send digital scent messages with more than 300,000 unique aroma combinations. Another example is remote-presence robots, e.g., Suitable Technologies’ BeamPro, which consist of a flat screen and video camera mounted on a mobile pedestal.

In an interview in 2013, we reflected on a future economic “golden age” of technological convergence in the 2020s, where important tasks of everyday life may be increasingly done by robots [1]. As a personal example, we envisioned the desirable possibility of not only monitoring but also acting from Canada remotely via the Internet in support of our elderly parents living in Germany. This vision of the Internet is now widely known as the so-called Tactile Internet, a term first coined by G. P. Fettweis in early 2014 [2, 3]. The Tactile Internet is expected to have the potential to create a plethora of new opportunities and applications that reshape our life and economy. A preliminary market analysis has revealed that the potential market could extend to US$20 trillion worldwide, which is around 20 percent of today’s worldwide GDP [4].

In various real-time cyber-physical systems (CPSs), including virtual and augmented reality, an extremely low round-trip latency of below 1 ms is required. An important CPS example is the smart grid and its fast response time requirements in the event of (cascading) power network failures. Current cellular and WLAN systems miss this target by at least one order of magnitude. A round-trip latency of 1 ms can completely move today’s mobile broadband experience into the new world of the Tactile Internet. Beside voice and data communications, current 4G mobile networks enable real-time access to richer content and enable early applications of machine-to-machine (M2M) or machine type communication (MTC). Once machines become connected, the next natural leap is to have them controlled remotely. This will generate a completely new paradigm for control communications to steer/control elements of our surroundings and environment [2]. A round-trip latency of 1 ms in conjunction with carrier-grade robustness and availability will enable the Tactile Internet for steering and control of real and virtual objects [3]. However, the Tactile Internet comes with a caveat: it should amplify the differences between machines and humans. By building on the areas where machines are strong and humans are weak, the machines are more likely to complement humans rather than substitute for them. The value of human inputs will grow, not shrink, as the power of machines increases [5].

To facilitate a better understanding of the
Tactile Internet, it is helpful to compare it to the emerging Internet of Things (IoT) and 5G mobile networks and elaborate on their commonalities and subtle differences. To begin with, it is worthwhile to mention that the concept of IoT is far from novel. In fact, the term “Internet of Things” was coined by Kevin Ashton from MIT no less than 20 years ago in 1995. However, it is only recently that we are witnessing the explosive growth of the IoT [6]. Figure 1a shows the revolutionary leap of the Tactile Internet according to a recent ITU-T Technology Watch Report [7]. The high availability and security, ultra-fast reaction times, and carrier-grade reliability of the Tactile Internet will add a new dimension to human-to-machine interaction by enabling tactile and haptic sensations. On the other hand, future 5G networks will have to be able to cope with the unprecedented growth of mobile data traffic as well as the huge volumes of data from the smart devices that will power the IoT. Toward this end, the 5G technology vision foresees 1000-fold gains in area capacity, 10 Gb/s peak data rates, and connections for at least 100 billion devices. The key challenge of 5G wireless access and core network architectures is to make it possible to address novel machine-centric use cases that are currently not addressed by cellular networks. Potential 5G applications range from industry, robots and drones, and virtual and augmented reality, to healthcare, road traffic, and smart grid [8]. Some of these envisioned 5G applications require very low latency on the order of 1 ms or less and ultra-high reliability.
with essentially guaranteed availability. Thus, beside very low latency, 5G should enable connectivity, whose reliability will have to be orders of magnitude higher than in current radio access networks. Unlike the previous four generations, 5G will also be highly integrative. The integrative vision of 5G will lead to an increasing integration of cellular and WiFi technologies and standards. Another important aspect of the 5G vision is decentralization by evolving the cell-centric architecture into a device-centric one and exploiting the intelligence at the device’s level (human or machine), for example via device-to-device (D2D) communication or user equipment (UE) assisted mobility.

Clearly, the discussion above shows that there is a significant overlap among IoT, 5G, and the Tactile Internet, though each one of them exhibits unique characteristics. For illustration, Fig. 1b provides a view of the aforementioned commonalities and differences through the three lenses of IoT, 5G, and the Tactile Internet. The major differences may be best expressed in terms of underlying communications paradigms and enabling devices. IoT relies on M2M communications with a focus on smart devices (e.g., sensors and actuators). In co-existence with emerging MTC, 5G will maintain its traditional human-to-human (H2H) communications paradigm for conventional triple-play services (voice, video, data) with a growing focus on the integration with other wireless technologies (most notably WiFi) and decentralization. Conversely, the Tactile Internet will be centered around human-to-machine (H2M) communications leveraging tactile/haptic devices. More importantly, despite their differences, IoT, 5G, and the Tactile Internet seem to converge toward a common set of important design goals:

- **Very low latency on the order of 1 ms.**
- **Ultra-high reliability with an almost guaranteed availability of 99.999 percent.**
- **H2H/M2M coexistence.**
- **Integration of data-centric technologies with a particular focus on WiFi.**
- **Security.**

We note that there already exist recent excellent surveys on the Tactile Internet, most notably the aforementioned [3] and [8], which elaborate on its rationale and potential. However, both of these surveys take a rather 5G-centric approach with a focus on the wireless front-end and do not report on any early results and obtained findings. Conversely, this survey tries to approach the Tactile Internet from various angles and differs from previous Tactile Internet surveys in a number of ways. Specifically, our survey touches on data-centric Ethernet technologies in support of future Tactile Internet applications, including new results on emerging mobile-edge computing (MEC). The reported results are instrumental in providing insights into possible realizations of the Tactile Internet vision.

The remainder of the article is structured as follows. The following section further elaborates on the Tactile Internet vision by briefly reviewing its anticipated impact on society and important design guidelines. Then we provide a very low end-to-end latency of 1 ms and the highest possible reliability for real-time response. It is essential to preserve both data security and the availability and dependability of systems, without violating the very low latency requirement due to additional encryption delays. These key design objectives of the Tactile Internet can only be accomplished by keeping tactile applications local, close to the users, which calls for a distributed (i.e., decentralized) service platform architecture based on cloudlets and mobile-edge computing (to be discussed in more detail shortly). Furthermore, scalable procedures at all protocol layers are needed to reduce the end-to-end latency from sensors to actuators. Importantly, the Tactile Internet will set demanding requirements for future access networks in terms of delay, reliability, and also capacity (e.g. high data rates for video sensors). Wired access networks are partly meeting these requirements already, but wireless access networks are not yet designed to match these needs. According to the ITU-T Technology Watch Report on the Tactile Internet [7], scaling up research in this area will be essential, ushering in new ideas and concepts to boost access networks’ inherent redundancy and diversity to address the stringent latency and reliability requirements of Tactile Internet applications.

**Tactile Internet: Recent Progress**

We have seen in the previous section that the Tactile Internet will set demanding requirements in particular for the design of future wired and wireless access networks. In [9] we recently introduced our concept of fiber-wireless (FiWi) enhanced LTE-Advanced (LTE-A) heterogeneous networks (HetNets), where the traditional barriers between coverage-centric 4G mobile

**Tactile Internet: Vision and Design Guidelines**

The vision of the Tactile Internet and its potential impact on society is expected to add a new dimension to human-to-machine interaction in a variety of different application fields, including healthcare, education, and smart grid. For a detailed description the interested reader is referred to [7]. The information and communications infrastructure enabling the envisioned Tactile Internet has to meet a number of design requirements. First and foremost, it has to provide a very low end-to-end latency of 1 ms and the highest possible reliability for real-time response. It is essential to preserve both data security and the availability and dependability of systems, without violating the very low latency requirement due to additional encryption delays. These key design objectives of the Tactile Internet can only be accomplished by keeping tactile applications local, close to the users, which calls for a distributed (i.e., decentralized) service platform architecture based on cloudlets and mobile-edge computing (to be discussed in more detail shortly). Furthermore, scalable procedures at all protocol layers are needed to reduce the end-to-end latency from sensors to actuators. Importantly, the Tactile Internet will set demanding requirements for future access networks in terms of delay, reliability, and also capacity (e.g. high data rates for video sensors). Wired access networks are partly meeting these requirements already, but wireless access networks are not yet designed to match these needs. According to the ITU-T Technology Watch Report on the Tactile Internet [7], scaling up research in this area will be essential, ushering in new ideas and concepts to boost access networks’ inherent redundancy and diversity to address the stringent latency and reliability requirements of Tactile Internet applications.
networks and capacity-centric FiWi broadband access networks based on low-cost data-centric optical fiber and wireless Ethernet technologies are removed. We elaborated on emerging trends and identified important open research challenges to unleash the full potential of FiWi enhanced LTE-A HetNets, including their convergence with other technologies and economic sectors for future non-incremental FiWi research. In the future, robots may become parts of our digital-age extended self just as online avatars are today. The adoption rate of low-cost domestic service robots, for example, robotic vacuum cleaners such as iRobot’s Roomba, is growing rapidly due to the consumers’ desire to save time spent in unpaid household work. Moreover, inexpensive general-purpose robots such as Baxter developed by Rethink Robotics are now able to learn new routines by simply guiding the robot arms through the motions without any need for programming.

More recently, in [10] we elaborated on the role of FiWi access networks for conventional clouds and emerging cloudlets (i.e., decentralized entities at the edge of the Internet), thereby highlighting the limitations of traditional radio-over-fiber (RoF) networks to meet the aforementioned trend toward decentralization in future 5G networks. We revisited our early FiWi vision of the year 2008, where we advocated that the focus of access network research should shift from bridging the notorious first/last mile bottleneck to the exploitation of distributed storage and processing capabilities, thereby creating unforeseen services and applications that help stimulate innovation, generate revenue, and improve the quality of our every-day lives. Toward this end, we proposed so-called radio-and-fiber (R&F) networks, which are based on decentralized (optical and wireless) Ethernet technologies and perform medium access control (MAC) protocol translation at the optical-wireless interface. Beside protocol translation, the distributed processing and storage capabilities inherently built into R&F networks at the optical-wireless interface may be exploited for a number of additional tasks, for example, cognitive assistance, augmented reality, or face recognition and navigation for cloud robotics. R&F may become the FiWi network type of choice in light of future 5G mobile networks moving toward decentralization based on intelligent base stations and cloudlets. In fact, as we shall see shortly, there is a growing desire among industry players to reap the benefits of mobile-cloud convergence by extending today’s unmodified cloud to a decentralized two-level cloud-cloudlet architecture based on emerging mobile-edge computing (MEC) capabilities.

In the remainder of this section we provide a more detailed description of FiWi enhanced LTE-A HetNets, cloudlets, and MEC, as well as an up-to-date survey of other enabling technologies and techniques proposed for the Tactile Internet according to the taxonomy shown in Fig. 2.

**FiWi Enhanced LTE-A HetNets**

In [11] we investigated the performance gains obtained from unifying coverage-centric 4G mobile networks and capacity-centric FiWi broadband access networks based on data-centric Ethernet technologies with resulting fiber backhaul sharing and WiFi offloading capabilities in response to the unprecedented growth of mobile data traffic. We evaluated the maximum aggregate throughput, offloading efficiency, and in particular the delay performance of FiWi enhanced LTE-A HetNets, including the beneficial impact of various localized fiber-lean backhaul redundancy and wireless protection techniques, by means of probabilistic analysis and verifying simulation. In our study we paid close attention to fiber backhaul reliability issues stemming from fiber faults of an Ethernet passive optical network (EPON) and WiFi offloading limitations due to WiFi mesh node failures as well as temporal and spatial WiFi coverage constraints.

For illustration, Fig. 3a depicts the average end-to-end delay performance of FiWi enhanced LTE-A HetNets vs. aggregate throughput for different WiFi offloading ratio (WOR) values, whereby $0 \leq WOR \leq 1$ denotes the percentage of mobile user traffic offloaded onto WiFi. The presented analytical and verifying simulation results were obtained by assuming a realistic LTE-A and FiWi network configuration under uniform traffic loads and applying minimum (optical and wireless) hop routing. For further details the interested reader is referred to [11]. For now, let us assume that the reliability of the EPON is ideal, that is, no fiber backhaul faults occur. However, unlike EPON, the WiFi mesh network may suffer from wireless service outage with probability...
FiWi enhanced LTE-A HetNets performance: a) average end-to-end delay vs. aggregate throughput for different WiFi offloading ratio (WOR); b) FiWi connectivity probability of a mobile user vs. EPON fiber link failure probability p.
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10^-6. We observe from Fig. 3a that for increasing WOR the throughput-delay performance of FiWi enhanced LTE-A HetNets is improved significantly. More precisely, by changing WOR from 0.1 to 0.57 the maximum achievable aggregate throughput increases from about 61 Mb/s to roughly 126 Mb/s (at an average end-to-end delay of 10^-3 = 1 second), that is, the maximum achievable aggregate throughput has more than doubled. More importantly, further increasing WOR to 0.9 does not result in an additional significant increase in the maximum achievable aggregate throughput, but it is instrumental in decreasing the average end-to-end delay and keeping it at a very low level of 10^-4 second (1 ms) for a wide range of traffic loads. Thus, this result shows that WiFi offloading the majority of data traffic from 4G mobile networks is a promising approach to obtain a very low latency on the order of 1 ms.

Figure 3b shows the beneficial impact of the various considered fiber-lean backhaul redundancy (FF: feeder fiber, IF: interconnection fiber between optical network units) and wireless protection (WP) schemes on the FiWi connectivity probability of a mobile user for a conventional two-stage EPON, whereby p denotes its fiber link failure probability. We observe that FF protection in conjunction with IF and WP are able to keep the FiWi connectivity probability of the mobile user essentially flat, though it is lowered when decreasing the density of deployed WiFi mesh access points, \( \lambda_{MAP} \), from 500 to 250 in a considered cell coverage area of \( A_{cell} = 3 \times 3 \) km². Figure 3b clearly shows that the use of FF protection together with IF and WP enables mobile users to be reliably connected to FiWi for an EPON fiber link failure probability p as high as 10^-3 and beyond, thus demonstrating the ultra-high reliability of mobile user connectivity to the FiWi access network, which is key to realizing the benefits of the aforementioned WiFi offloading and resultant very low latency performance of FiWi enhanced LTE-A HetNets.

Cloudlets and Mobile-Edge Computing

According to [12], only the concept of locally available cloudlets will enable us to realize the vision of the Tactile Internet. Even at the speed of light (e.g. in optical fiber access networks), 1 ms of round-trip propagation delay requires a cloudlet within 150 km. Cloudlets may be viewed as decentralized proxy cloud servers with processing and storage capabilities, just one or more wireless hops away from the mobile user. Cloudlet research has tended to focus on WiFi in the past, though recently there has been growing interest among cellular network providers. Figure 4 illustrates an example of cloudlet enhanced FiWi access networks, where cloudlets may be co-located with WiFi mesh portal points (MPPs) that interface with the optical network units (ONUs) of a shared fiber backhaul, as discussed above.

The importance of cloudlets can be seen in many end-to-end latency-sensitive applications such as augmented reality, real-time cognitive assistance, or face recognition on a mobile device. For instance, to manage and offload high volumes of data, Akamai recently developed the Edge Redirector Cloudlet, which is an early example of commercial applications of the cloudlet concept. In September 2014 the so-called mobile-edge computing (MEC) industry initiative introduced a reference architecture in order to list challenges that need to be overcome and facilitate the implementation of MEC [13]. MEC provides IT and cloud computing capabilities within the radio access network (RAN) in close proximity to mobile subscribers. MEC aims at transforming mobile base stations into intelligent service hubs by exploiting proximity, context, agility, and speed in order to create a new value chain and stimulate revenue generation.

MEC is expected to enable a wide range of new services and applications. Among others, some important use cases include mobile unified communications, distributed content and DNS
caching, RAN-aware content optimization, positioning over LTE (PoLTE), IoT, M2M, video analytics, augmented reality, and optimized local content. It uniquely allows mobile operators, service and content providers, over-the-top (OTT) players, and independent software vendors (ISVs) to tap into local content and real-time information about local access network conditions.

In [10] we elaborated on the deployment of both clouds and cloudlets in FiWi enhanced LTE-A HetNets to increase throughput, reduce end-to-end latency, and improve scalability by means of computation offloading. Recently, we built on this preliminary work by studying the coexistence of conventional broadband and MEC traffic in such a highly converged network. Our obtained results indicate that the use of cloudlets at the edge of FiWi access networks enables us to bring the vision of the Tactile Internet closer to reality by means of MEC, thereby achieving a significantly reduced end-to-end latency and an enhanced overall network performance. For illustration, Fig. 5 shows the achievable average offload response time efficiency for computation offloading onto cloudlets. In general, computation offloading should be performed if the time required to execute a given task on the mobile device locally is much longer than the response time of offloading the task onto a cloudlet. This time difference is referred to as offload gain. The average offload response time efficiency is defined as the ratio of offload gain and the response time of tasks that are locally executed on mobile devices. In the following, we assume that the data load of a computation task is fragmented into packets of fixed size and an application is subdivided into a number of fine-grained tasks. Figure 5 depicts the achievable offload response time efficiency for different offload packet sizes. We observe that as the offload traffic load increases gradually the overall response time efficiency increases. Figure 5 shows that for increasing offload packet sizes the average overall offload time efficiency asymptotically approaches 100 percent. For instance, for a typical case of $N = 16$ and an offload packet size of 1100.60 KB, the average overall offload response time efficiency equals 95.50 percent. This translates into a delay reduction of 95.50 percent compared to the delay obtained in a non-offloading scenario without MEC.

**Network Coding and Software Defined Networking**

In [14] the authors proposed the integration of network coding and software defined networking (SDN) as a viable approach to meet the Tactile Internet’s very low latency requirement. The authors claimed that the extensive use of a more flexible network coding mechanism such as random linear network coding (RLNC) throughout the network can improve the latency performance and reduce the frequency of required packet retransmissions. RLNC is the most general form of network coding, whose main characteristics are recoding and a sliding window based operation. The recoding enables the so-called compute-and-forward approach, where each node in the network resets its coding strategy based on current network conditions for next-hop communication. The complexity of recoding is far simpler than alternative end-to-end (E2E) and hop-by-hop (HbH) coding strategies. This is due to the fact that with E2E coding each relay node needs to store and forward each successfully received packet, whereas with HbH coding each relay node performs full encoding and decoding of all incoming data packets.
versely, unlike E2E and HbH coding which work on blocks of packets, RLNC applies the sliding window approach, which is beneficial for improving the end-to-end delay performance.

In order to provide deeper insights into achievable latency performance gains and validate their presented theoretical results, the authors implemented a network coding capable software router as a virtual network function (VNF). SDN and virtualization are commonly considered a promising approach to enable the flexible and automated deployment of VNF in networks. More specifically, the authors used ClickOS NFV platforms and deployed their software router on the Click modular router platform. The RLNC encoder, recoder, and decoder Click elements and fully-fledged compute-and-forward routers were developed by using the Kodo library and its built-in modules, respectively. Furthermore, a prototype was developed by using the extensible service chain prototyping environment (ESCAPE) for the seamless integration of network coding and SDN for a three-hop scenario. The obtained results in [14] show that if the channel is error prone, RLNC achieves a lower latency than E2E and HbH coding. Moreover, it was shown that RLNC and HbH coding increase the total number of conveyed packets in the network linearly with the loss probability, whereas E2E coding increases it exponentially. By contrast, if there are no losses, RLNC and E2E coding exhibit the same latency performance, while HbH results in an increased latency. The experiments on the compute-and-forward software router verified that RLNC outperforms E2E and HbH coding, offering gains up to 6x and 10x.

Cloud Robotics

Providing robotic services to support daily human activities, especially for the elderly and persons with disabilities, through socially interactive behaviors has been an emerging topic in robotics research, where robotic services consist of systems, devices, and robots that provide the following three functions: sensation, actuation, and control [15]. In this study the authors presented a cloud-based robotic platform to continuously support human daily activities. Several key technological issues were identified for continuous robotic services such as multi-robot management, multi-area management, user attribute management, and service coordination management. Based on these issues, a cloud robotic based prototype was proposed, referred to as the ubiquitous networked robot platform (UNR-PF), which enables multi-location robotic services via distributed task coordination and control of multiple robots and sensor devices.

To extend the capabilities of both tele-operated and multi-robot based networked robotics, the authors in [16] proposed a cloud robotic system architecture that leverages the combination of an ad-hoc cloud formed by M2M communications and a cloud enabled by machine-to-cloud (M2C) communications between the robots and the remote cloud, as depicted in Fig. 6. M2M communications was used to enable a team of networked robots to complete tasks cooperatively in a distributed fashion by sharing computation/storage resources and exchanging information via the wireless communication network. M2C communications makes it feasible to learn from the shared history of all cloud-enabled robots. Furthermore, the authors proposed the use of gossip routing protocols for the considered two-tier M2M/M2C communications in cloud robotics. The potentially high latencies of distributed routing protocols based on gossip algorithms may be significantly mitigated by using the infrastructure cloud as a central super node for M2M/M2C communications. The authors also developed an optimization framework for task execution strategies that minimize the robots' energy consumption while completing their assigned tasks within a given deadline.

Open Challenges and Future Research Directions

The Tactile Internet is still in its infancy. A number of open research challenges need to be tackled in order to realize its vision. Besides physical layer issues such as waveform selection and robust modulation schemes, intelligent control and user plane separation and coordination techniques will be vital to reduce signaling overhead and air interface latency. The design of advanced resource management techniques for the support of H2R traffic in R&F based FiWi access networks without degrading network performance is another promising area of future research. Furthermore, highly adaptive network coding techniques along with scalable routing algorithms may play a major role in providing QoS with enhanced security against malicious activities. Although network coding and SDN hold promise to reduce end-to-end latency in support of the Tactile Internet, further investigations are needed to explore the use of the sliding window approach in multi-path SDN based networks to also improve their throughput and resilience performance. In cloud robotics, the major challenges to be addressed include trust, privacy, security, as well as dependability and safety, given that networked robotic services are not limited to cyberspace but also interact with the physical world. Despite the wide deployment of industrial and service robots, real-time robot applications still suffer from several problems such as ineffi-
ciency in service completion. An exciting avenue for future work is the development of collaborative robots with advanced machine learning intelligence to perform collaborative work among truly autonomous distributed humanoid robots. Other important issues for the Tactile Internet include resource management and task allocation schemes (optimal online/offline scheduling), failure handling, mobility of robots, haptic feedback (multimodal or multisensory) based remote robot steering and control applications, as well as flexible service coordination among robots.

The overarching goal of the Tactile Internet should be the production of new goods and services by means of empowering (rather than automating) machines that complement humans rather than substitute for them [5]. Or as Nicholas Carr puts it: relying on computers to fly our planes, find our cancers, design our buildings, audit our businesses is all well and good, but what happens when machines fail and humans have become increasingly deskilled due to automation [17]? In the future, coworking with robots will favor geographical clusters of local production (“inshoring”) and require human expertise in the coordination of the human-robot symbiosis for the sake of inventing new jobs humans can hardly imagine or did not even know they wanted done. FiWi enabled H2R communications may be a stepping stone to merging mobile Internet, IoT, and advanced robotics with automation of knowledge work and cloud technologies, which together represent the five technologies with the highest estimated potential economic impact in 2025 [9].

CONCLUSIONS

The Tactile Internet will be centered around H2M communications by leveraging devices that enable haptic and tactile sensations. Similar to IoT and 5G, it demands very low latency, ultra-high reliability, H2M2M2X coexistence, integration of data-centric technologies, and security. As the power of machines increases, the Tactile Internet should help complement humans rather than substitute for them, thus empowering them by providing a growth path based on increased output rather than reduced inputs due to automation. In particular, research on the design of future wired and wireless access networks based on decentralized cloudlets and MEC capabilities will be essential for the coordination of the human-robot symbiosis via FiWi enabled H2R communications. This article comprehensively surveyed the recent progress on FiWi enhanced 4G mobile networks, cloudlets, MEC, network coding, SDN, and cloud robotics, with a focus on their significant latency and reliability performance gains.
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Cellular Communications on License-Exempt Spectrum

Bingying Ren, Mao Wang, Jingjing Zhang, Wenjie Yang, Jun Zou, Min Hua, and Xiaohu You

ABSTRACT

A traditional cellular system (e.g., LTE) operates only on licensed spectrum. This article describes the concept of cellular communications on both licensed and license-exempt/unlicensed spectrum under a unified architecture. The purpose of extending a cellular system into the bandwidth-rich license-exempt spectrum is to form a larger cellular network for both spectrum types. This would result in an ultimate mobile converged cellular network. This article examines the benefits of this concept and the technical challenges, and provides a conceptual LTE-based design example that demonstrates how a traditional cellular system like LTE can adapt itself to a different spectrum type, conform to the regulatory requirements, and harmoniously coexist with the incumbent systems such as WiFi. In order to cope with the interference and regulatory rules on license-exempt spectrum, a special medium access mechanism is introduced into the existing LTE transmission frame structure to exploit the full benefits of coordinated and managed cellular architecture.

INTRODUCTION

The advent of smart mobile devices triggered the constant push for higher data rates. There is a strong trend of media consumption moving toward mobile devices. Competitive market pressures continue to challenge wireless connectivity operators to create innovative technologies to deliver ever growing volumes of mobile data, and to meet the ever increasing demand for faster mobile data services on scarce cellular spectrum. Today’s wireless cellular networks, like the Long Term Evolution (LTE) network, is already operating at very high spectral efficiency, leaving little margin for further practical and cost-effective improvements. Small cells are believed to play a pivotal role in reaching more ambitious data rates for today’s mobile applications through increasing the frequency reuse or area spectral efficiency [1]. Currently, cellular networks are unexceptionally operating on the licensed bands. Thus, the network capacity is ultimately upper-bounded by the availability of these licensed bands. Therefore, a key element to materialize the full potential of small cells is the introduction of a new technology that allows small cells to operate beyond the limited cellular spectrum.

The Federal Communications Commission (FCC) uses several mechanisms to make spectrum available for wireless services through licensed and license-exempt (or unlicensed) spectrum. Licensed spectrum allows for exclusive use of particular frequencies or channels in particular geographic locations. In spectrum that is designated as license-exempt, users can operate without an FCC license but must comply with the constraints (e.g., the maximum transmit power limit of 17 dBm/MHz in certain bands) imposed by the FCC’s regulations. Users of the license-exempt bands do not have exclusive use of the spectrum and are subject to interference. In certain regions, such as the European Union and Japan, the listen-before-talk (LBT) rule is enforced for better coexistence among different wireless systems (e.g., WiFi, Bluetooth) that operate on the same unlicensed band. The LBT medium access rule requires that a transmitter wait for its turn if there is evidence that another transmitter is using the channel. A process called clear channel assessment (CCA) is used to determine if the channel is available for transmission.

Cellular systems and wireless local area network (WLAN) systems employ fundamentally distinctive architectures to cope with different channel properties and to achieve different goals. Cellular systems operating on licensed spectrum are characterized by high spectral efficiency, reliable and predictable data service performance, and robust mobility, whereas most WLAN systems on license-exempt bands are typically cost-effective and flexible in deployment, but are often spectrally inefficient and lack quality of service (QoS) control. A natural choice would be to just extend LTE into license-exempt spectrum, which aggregates both licensed and unlicensed bands to provide seamless extension of a larger LTE network, allowing for seamless flow of data between licensed and license-exempt spectrum with the same technology through a single core network that employs the same authentication, operations, and management systems, and the same acquisition, access, registration, paging, and
mobility procedures. This means reduced overhead, higher system performance, and strengthened overall network capacity. The question is then how to apply the cellular technologies to license-exempt spectrum to take advantage of the widely available, bandwidth-rich license-exempt bands; and how to offer reliable mobile services in these unreliable bands.

Indeed, extending today’s cellular systems into the license-exempt band poses several serious technical challenges. In a cellular system, the network has the right to exclusive use of the spectrum. Therefore, the utilization of radio resources is guaranteed, and there is no threat of uncontrolled interference. This allows the transmission and reception processes to be organized into a highly efficient frame structure that is continuous and follows deterministic timing. With this “frame-based” structure, a network can continuously utilize the resources and efficiently manage them without the need for monitoring the co-channel activities or yielding to traffic from other systems. The only interference is from its “friendly” cooperative neighboring cells belonging to the same network, which is mitigated through network planning [2] or coordination among cells [3, 4]. On the contrary, in a license-exempt band, there is no guaranteed use of resources. Resources are used in a competitive fashion via, for example, the distributed coordination function (DCF) [5]. As a result, the transmission/reception structure is not fixed or deterministic but opportunity-driven, which is referred to as the load-based structure. It is hard to enforce an LTE-alike transmission structure in unlicensed spectrum, and stringent QoS requirements that are essential to the cellular service are difficult to ensure. The incompatibility of these two medium access mechanisms and transmission structures, and the different regulatory rules are therefore the key issues, and hence the focus of this article.

Complementing the cellular system with unlicensed spectrum is increasingly considered by cellular operators as a complementary tool to augment their wireless services and solutions. In 2014, an LTE-U Forum was created by Verizon, in conjunction with Alcatel, Ericsson, Qualcomm, and Samsung. The motivation is to enable LTE to utilize the vast amount of available spectrum in the 5 GHz band. For example, the channel selection approach simply looks for the cleanest channel where no WiFi activity is present. It monitors the status of the channel on an ongoing basis, and selects and switches to a more suitable channel if needed. This carrier selection scheme is used to avoid co-channel operation with WiFi systems on a relatively slow timescale. In the case when no clean channel is available, LTE-U shares the channel with WiFi systems following a time-division multiplexing (TDM) transmission pattern. In the ON-state, LTE-U transmits according to LTE Release10 or later releases. In the OFF-state, LTE-U does nothing but sniff the spectrum for co-channel WiFi activities, and adjusts the LTE-U duty cycle accordingly.

Most recently, the Third Generation Partnership Project (3GPP) has approved a work item to standardize an LTE downlink on unlicensed spectrum in regions with or without LBT requirements. Standardization has just started as part of Release 13 [6], which is focused on “license-assisted access” (LAA), in which the access to unlicensed spectrum via a secondary component carrier is assisted by a primary component carrier on licensed spectrum [7–9]. In order to extend LTE downlink to both non-LBT and LBT markets, changes therefore must be introduced to LTE PHY/MAC in order to meet the regulatory requirements on unlicensed spectrum in various regions. In the absence of a new coexistence mechanism, LAA may potentially lead to unfair spectrum sharing with WiFi. Therefore, the new PHY/MAC features must also address the coexistence with WiFi systems as well as among LAA networks of different operators.

There is also a possibility to deploy LTE on unlicensed spectrum without assistance from the licensed spectrum (i.e., the standalone model). This use case is challenged and not yet well received due to the concern that the performance gain of LTE over WiFi on unlicensed spectrum without the assistance from licensed spectrum is rather limited, whereas the cost of an LTE modem is much higher than WiFi.

This article utilizes a conceptual design of a cellular system framework, henceforth referred to as LTE-C (conceptual), to elaborate the concept and the ideas behind it [7], and the potential impact of the regulatory rules on the traditional

---

**Figure 1.** Channelization of the 5 GHz license-exempt band. The green-colored channels are unlicensed bands with minimum bandwidth of 20 MHz that are currently mainly used by WiFi, of which the channels in dark green require a dynamic frequency selection spectrum-sharing mechanism to ensure coexistence with radar systems. TDWR channels (channels 120, 124, and 128) are terminal Doppler weather radar channels that are not allowed to be used for other purposes.
Data symbols

Figure 2. Illustration of WiFi transmission patterns using the load-based LBT (DCF). An arrow indicates the arrival of application data for transmission. It is evident that the transmission is dictated by the outcome of the DCF; there is no deterministic transmission timeline. For this simplified example of DCF, WiFi node C has data ready for node B. Since there is no ongoing traffic in the channel, node C transmits data immediately after the channel is assessed to be clear for a period of DIFS. Upon successful reception of the data frame from node C, node B acknowledges with an ACK frame after the short inter-frame space (SIFS) period. Since SIFS is defined to be less than DIFS, it preempts other nodes, allowing an immediate delivery of ACK to the reception of the data frame from node C, node B transmits data immediately after the channel is assessed to be clear for a period of DIFS. Upon successful transmission, AGC refinement, timing and frequency synchronization, and channel estimation. The WiFi preamble is particularly suited for WiFi activity detection, and is reactivated after the DIFS period of time as soon as the channel is idle but remains “frozen” when a transmission is detected, and is reactivated after the DIFS period of time as soon as the channel is assessed to be free. A node refrains itself from transmission until the backoff timer expires.

We can now see that DCF tries to ensure that only one transmission is present (in range) in a channel at a time, and each node has a fair share of the channel. The channel use for each node at a particular time is not guaranteed, however. Consequently, there is no deterministic timing structure for transmission, reflecting the random and contentious nature of communications in unlicensed spectrum. Reliable services and efficient resource usage are typically hard, if not impossible, to achieve. This property is very different from that of communications in a licensed spectrum, consequently resulting in a very different transmission structure from that of a cellular system, as we see in the next section.

A WiFi frame consists of a preamble, a signal symbol, and multiple data symbols, as illustrated in Fig. 2. The WiFi preamble is a special waveform designed for WiFi signal identification, AGC refinement, timing and frequency synchronization, and channel estimation. The WiFi preamble is particularly suited for WiFi activity detection in a channel since waveform detection is 10–20 dB more sensitive than the energy-detection-based CCA. Furthermore, since the WiFi frame does not have fixed framing, the preamble is crucial for a receiver to synchronize to the frame. The signal symbol following the preamble contains information that includes the modulation type, code rate, and the total number of octets for the following data symbols that carry a MAC frame. Depending on the payload, the frame can

CLASSICAL MEDIUM ACCESS AND TRANSMISSION STRUCTURES

In this section, we briefly review the conventional load-based WiFi and frame-based LTE transmission structures.

WIFI MEDIUM ACCESS AND TRANSMISSION STRUCTURE

Most wireless systems deployed in license-exempt bands employ carrier sense multiple access (CSMA) as the basis for LBT MAC. The most commonly used MAC is the DCF employed by WiFi systems, which is based on the CSMA with collision avoidance (CSMA/CA) scheme [5].

The principle of DCF can be best described using the illustration in Fig. 2. If the channel is sensed idle for a specific duration, that is, the DCF inter-frame space (DIFS) period of time, the node transmits. Otherwise, the node continues monitoring until the channel is idle for DIFS. At this time, the node generates a random backoff timer, uniformly distributed within a contention window. The additional random sensing time helps avoid potential collisions, which may happen when two or more nodes are simultaneously waiting for the channel to be cleared. The backoff timer is decremented as long as the channel is idle but remains “frozen” when a transmission is detected, and is reactivated after the DIFS period of time as soon as the channel is assessed to be free. A node refrains itself from transmission until the backoff timer expires.
be really short like the ACK frame or long like the data frame for user traffic.

Each WiFi MAC frame contains a transmission duration field for informing the neighboring nodes of the medium occupancy time of the current burst. This is an amount of time that all nodes must wait if they receive it. A local timer, called a network allocation vector (NAV), of a neighboring node is updated after the node reads the duration value from the ongoing transmission. This node defers from medium access until the NAV expires. Taking advantage of this virtual medium sensing mechanism, WiFi utilizes a special clear-to-send (CTS)-to-self message to deal with the newer versions of WiFi frames coexisting with a legacy WiFi node. CTS-to-self is a standard WiFi CTS message except that it is addressed to the transmitting node itself, as the name implies. Nevertheless, it is meant for the neighboring nodes and is honored by all the nodes that can read it. A new generation WiFi node transmits a CTS-to-self frame right before transmitting, for example, an 802.11n frame which is transparent to a legacy WiFi (e.g., 802.11b) node. The duration field of the CTS-to-self packet contains the time of the following traffic frame (i.e., the 802.11n frame), thereby providing more effective protection of the subsequent frame than that based on physical medium sensing.

LTE MEDIUM ACCESS AND TRANSMISSION STRUCTURE

In LTE (and any other cellular system deployed on the licensed spectrum), any transmission has to follow a continuous stream of a
Figure 4. Illustration of an LTE-C deployment scenario to exploit the full benefits of the centrally coordinated and managed cellular network, where data streams are aggregated and carried on both licensed band (e.g., 20 MHz or less using LTE-A air interface) and unlicensed bands (e.g., 80 MHz spectrum split into four 20 MHz bands using LTE-u air interface). QoS-critical data services (e.g., voice, live video, and gaming) are delivered through LTE-A, whereas latency-insensitive data (e.g., ftp download) are delivered through LTE-u. The control signals/messages (not shown) are through LTE cellular infrastructure. In essence, LTE-C leverages the large number of small cells to work as a unified LTE network to efficiently exploit both licensed and unlicensed spectrum bands.

One key aspect that enables a cellular system to operate with high reliability and at high spectral efficiency is that the “heartbeat” of the cellular system (i.e., the control signal) is protected with not only high reliability but also guaranteed timing that is carved into the transmission structure of a cellular system [11]. It is this very structure that makes multiple users or even cells operate in sync. Neither guaranteed timing nor reliability is possible for the WiFi DCF structure on license-exempt spectrum. Therefore, in the following design, we rely on the traditional cellular system (LTE-A) to provide reliable delivery of control signals or messages between the network and mobile devices. That is, the licensed spectrum is used for network control as well as other QoS-critical data services.

Figure 4 illustrates a deployment model for LTE-C. Given the power limits placed on the transmitters using the license-exempt spectrum, LTE-u would naturally be used in small cells. Typical scenarios include indoor, outdoor, and hotspot coverage locations. In this model, LTE-A cells are the foundation of LTE-C; that is, they serve as the anchors. The primary component carrier of LTE-C is on the licensed spectrum employing traditional LTE-A, which provides a reliable means for time-critical control message exchanges between the network and the mobile devices for resource scheduling of licensed and unlicensed bands among LTE-C users, and support for coverage and mobility, whereas the unlicensed bands using the LTE-u air interface serve as secondary component carriers mainly for traffic transportation leveraging license-exempt spectrum to opportunistically offload the best effort class of data traffic from the LTE-A network. This configuration allows for exploitation of the ultra-wideband license-exempt spectrum for aggressive high rate data services while relying on the traditional cellular infrastructure on licensed spectrum for reliable control and high-QoS data services, as well as for coverage and mobility.
As aforementioned, in order to operate on the license-exempt spectrum, a transmitter is usually required to follow the LBT rule for interference avoidance in order to coexist with other systems (e.g., the incumbent WiFi systems) operating on the same unlicensed band. We could simply adopt the WiFi DCF mechanism for LBT similar to the one illustrated in Fig. 2. However, the random nature of the load-based WiFi DCF inevitably causes timing misalignment between LTE-u and LTE-A as well as between LTE-C cells. Maintaining synchronism among LTE-C cells within the network to a common timing reference (i.e., the licensed LTE-A carrier) is desirable for inter-cell interference coordination, and maximum efficiency in the sense of both spectrum and power usage as in a traditional cellular system. In addition, synchronization makes the interworking between the LTE-A carrier and the LTE-u carriers (e.g., cross-carrier scheduling, transmission controls such as ACK/negative ACK, NAK) much easier and smoother. However, implementing load-based LBT that conforms to the frame-based cellular transmission structure is not straightforward due to the incompatibility between LBT and LTE transmission structures. One of the goals of the LTE-u design is thus to implement the CSMA/CA LBT mechanism under the LTE frame structure.

To maintain maximum efficiency in both spectrum and power usage as in a traditional cellular system, synchronization within the LTE-C network is preserved in the design. That is, an LTE-u cell strictly follows the same transmission timeline within as in LTE-A. This is realized using the concept of dynamic LBT on a fixed transmission framework to deal with the randomness in unlicensed bands while still maintaining a strict LTE frame-based timeline derived from LTE-A on licensed spectrum.

Like the WiFi DCF described in the previous section, the proposed LBT mechanism is based on CSMA/CA to ensure smooth coexistence with other wireless systems such as the incumbent WiFi. Referring to Fig. 5, LBT starts with medium sensing using CCA, performed continuously without abiding any frame or OFDM symbol boundaries until it succeeds. At this time, a CCA counter is set off, with an initial value randomly selected from 0 to, for example, 31. The counter decrements as long as CCA is successful. The LBT ends when the counter expires. The LTE-u preamble is then immediately transmitted to secure the channel.

Since the end of the preamble is most likely misaligned with the OFDM symbol boundaries, the cyclic prefix (CP) of the following LTE-u PBCH (uPBCH) is extended to absorb the timing discrepancy, allowing transition of the preamble timing (random) into the system OFDM symbol timing, which is deterministic. The amount of extension is hence variable from zero (inclusive) to one OFDM symbol (exclusive) depending on the endpoint of the LBT.

In order to synchronize to the subframe timing of LTE-C, LTE-u traffic does not start until the upcoming subframe (subframe 2 in the example of Fig. 5) starts. This may leave a gap between the preamble and the subframe.
the end of LBT does not guarantee the use right of the upcoming channel — in fact, the channel is up for grabs until signals are continuously injected into the channel — no gap should exist between the end of the preamble and the start of the next subframe (i.e., the traffic subframe). Signals like the CRS are hence transmitted in between to fill the gap. The synchronization is at the OFDM symbol and subframe levels. When the space between the end of LTE-u and the start of the upcoming subframe is less than the length of the preamble, as shown in the example of Fig. 6, the preamble straddles between two subframes (subframes 2 and 3), and up to 13 filling symbols are needed to fill the gap all the way to the start of subframe 4. When that happens, only eight subframes are available for LTE-u traffic. The number of traffic subframes that LTE-u can occupy therefore can be either nine or eight subframes depending on the amount of time consumed on the preamble (and the gap-filling symbols) such that the total amount of channel occupancy time does not exceed 10 ms as required by the regulation.

In this design, the special LTE-u preamble is led by the WiFi CTS-to-self signal followed by the uPBCH. The uPBCH contains the LTE-u cell identification signature/waveform that can be read by all LTE-u systems to distinguish an LTE-u system from a WiFi system. The duration field of the CTS-to-self signal includes the duration of the following uPBCH symbol (and the filling symbol[s] if present) plus the traffic subframes. Since the CTS-to-self is a WiFi signal, as noted earlier, it can be read by any WiFi node. As such, in the eyes of a WiFi system, LTE-u traffic is no different than a new generation WiFi frame, and hence the medium access time as indicated in the CTS-to-self signal will be honored by a WiFi system, thereby allowing for better protection against WiFi transmissions. Since an LTE-u system also honors WiFi signals during LBT, the protection naturally works both ways, ensuring smoother coexistence between LTE-u and WiFi systems. It needs to be noted that a successful LBT only warrants the right to use the following 10 ms medium time, that is, nine (or eight) subframe worth of channel time after deducting the time consumed on preamble and synchronization. A cell must give up the use of the channel as soon as the duration elapses, and re-compete for the use of another 10 ms worth of medium time.

**CONCLUSION**

The existing wireless networks operate independently on different types of frequency bands. They include the cellular network (e.g., LTE operating on licensed spectrum) and WLAN (e.g., WiFi operating on license-exempt spectrum). Each of them alone has not only its historic but also its technical justifications, and each of them has its own strengths and weaknesses. For example, a WiFi system is more robust against uncontrolled interference, but is short on reliability, coverage, and mobility, while a cellular system is advantageous in stringent QoS control, wide coverage, and robust mobility, but suffers from very limited bandwidth. Compared to the WiFi system, the traditional cellular system is highly spectrally efficient but at the same time extremely vulnerable to uncontrolled interference. Direct deployments of a cellular system in a license-exempt spectrum are thus prohibitive. The key component that creates these differences is their unique transmission structures crafted to suit the unique channel properties of different types of spectrum. This article explains these fundamental differences due to the very different interference properties and regulation rules existing in these types of spectrum. It describes a conceptual LTE system that enables the operation of LTE in license-exempt spectrum, which exemplifies the concept of how a traditional cellular system can be "mutated" to operate on a different type of spectrum complying with the regulations, minimizing interference with other systems, and, most importantly, coherently coexisting with other systems on the same band. There are three key components employed in LTE-u to fulfill these goals. First is the utilization of a special CSMA/CA-based LBT mechanism. Since CSMA/CA is also the foundation of
WiFi DCF, the coexistence of LTE-u and WiFi is hence not only natural but also efficient. Second is the implementation of a load-based LBT on the frame-based LTE transmission structure. Although CSMA/CA is random and asynchronous in nature, the design lends itself well to the more efficient deterministic synchronous frame-based transmission structure within the LTE network, allowing coherent interworking between LTE-u and the anchor carrier LTE-A as well as neighboring LTE-C cells. Last is the inclusion of the WiFi CTS-to-self signal as the preamble of LTE-u. Since CTS-to-self is a WiFi message commonly used by WiFi systems to control interference, it serves as a “common language” for seamless interference coordination between LTE-u and WiFi systems, which further improves the coexistence between these two very different systems.
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Device-to-Device Meets LTE-Unlicensed

Yue Wu, Weisi Guo, Hu Yuan, Long Li, Siyi Wang, Xiaoli Chu, and Jie Zhang

ABSTRACT

In this article, we look into how the LTE network can efficiently evolve to cater for new data services by utilizing direct communications between mobile devices and extending the direct transmissions to the unlicensed bands, that is, D2D communications in conjunction with LTE-Unlicensed. In doing so, it provides an opportunity to solve the main challenge of mutual interference between D2D and CC transmissions. In this context, we review three interconnected major technical areas of multihop D2D: transmission band selection, routing path selection, and resource management. Traditionally, D2D transmissions are limited to specific regions of a cell’s coverage area in order to limit the interference to CC primary links. We show that by allowing D2D to operate in the unlicensed bands with protective measures for WiFi transmissions, D2D is able to operate across the whole coverage area and, in doing so, efficiently scale the overall network capacity while minimizing cross-tier and cross-technology interference.

INTRODUCTION

BACKGROUND

Over the past decade, two factors have significantly influenced mobile data demand density. On one hand, the proliferation of smartphones has led to an explosive demand for mobile multimedia services. On the other hand, an increasing number of people now live in cities, dramatically increasing the density of mobile users and shrinking the inter-distance between devices, giving rise to new communication opportunities. Recently, the concept of Long Term Evolution (LTE)-Direct, that is, device-to-device (D2D) communications, in coexistence with cellular networks in the same frequency spectrum, has been proposed [1]. D2D communications enable devices to communicate directly with each other without access to a fixed wireless infrastructure. Typically, this is achieved with high density of mobile user equipments (UEs) and allowing multihop transmissions of delay-tolerant data between the UEs. The potential advantages of D2D communications include throughput enhancement, UE energy saving [2], and coverage expansion. The economic attraction to mobile operators is that significant capacity and coverage gains can be achieved without having to invest in network-side hardware upgrades or new cell deployments.

At the same time, LTE-Unlicensed (LTE-U), also known as license-assisted access, has attracted significant research and development attention. LTE-U extends LTE transmissions into the unlicensed industrial, scientific, and medical (ISM) bands while adhering to unlicensed spectrum requirements [3]. By utilizing the considerable amount of unlicensed spectrum available around the globe, low-power transmissions can avoid cross-tier interference. LTE-U has been included in Third Generation Partnership Project (3GPP) Release 13 standardization along with carrier aggregation [4].

CONTRIBUTION AND ORGANIZATION

In this article, we demonstrate how the combination of state-of-the-art base station (BS) assisted D2D [1] and LTE-U can significantly improve the quality of service (QoS) of both conventional cellular (CC) and D2D UEs. We show that without the flexibility of extending to and dynamically selecting the unlicensed ISM bands, CC QoS targets will constrain D2D operations to specific regions of a cell’s coverage area. Following that, we discuss the routing path selection and radio resource management (RRM) schemes to enable the combination of multihop D2D and LTE-U, respectively. The simulation results then show that by allowing D2D to operate in the unlicensed bands with protective measures for WiFi and LTE-U CC transmissions, D2D is able to operate across the LTE network and, in doing so, efficiently scale the overall network capacity while minimizing cross-tier and cross-technology interference. We review both centralized and distributed algorithms that enable multihop D2D path selection and RRM. We also show that, compared to other direct communication technologies operating on unlicensed bands (WiFi Direct, Bluetooth, etc.), LTE-U D2D communications exhibit advantages in terms of efficient peer discovery and link establishment [1], and flexible RRM.

D2D AND LTE-U SYSTEM OVERVIEW

In future heterogeneous network (HetNets), D2D communications are expected to coexist with small cell (SC) networks. The SC network can comprise small BSs operating in licensed cellular spectrum, as well as access points (APs) operating in unlicensed bands. In addition, D2D is likely to feature as a temporary network tier that utilizes the spectrum in an ad hoc fashion. In the coverage area of a macro-BS, a single...
D2D link will reuse the spectrum occupied by a CC link. Thus, two types of interference exist:

- Intra-cell cross-tier interference between the D2D link and the CC link
- Inter-cell interference between the D2D links in coverage areas of different BSs

More complex analysis may consider how multiple separate D2D links utilize the same band and cause intra-cell D2D interference.

**D2D AND CC PERFORMANCE TRADE-OFF**

Due to the mobilities of devices and the complex interference effects, traditional static radio planning can prove to be difficult to apply, while statistical methods have recently been proven to yield useful insights [5–7]. In a recent study on multihop D2D [7], where BSs, CC UEs, and D2D UEs all conform to spatial Poisson point processes (PPPs) of different densities, it was found that statistically D2D sharing the uplink (UL) band performs much better than D2D sharing the downlink (DL) band in terms of outage probability. However, D2D sharing the UL band leads to higher interference to CC transmissions. Therefore, there is a trade-off between D2D and CC communication performance while considering whether to use the UL or DL band for D2D communications. Letting D2D transmissions utilize the DL band will favor CC reliability over D2D reliability, whereas letting D2D transmissions utilize the UL band will favor D2D reliability over CC reliability.

The performance trade-off between D2D and CC communication performances also has implications on the geometric zones where D2D communications should use the UL or DL band. As shown in Fig. 1, the center of the BS’s coverage area (Zone A) is generally off-limits to D2D transmissions using the cellular DL band due to the high DL interference from the nearby macro-BS. The macro-BS’s cell edge (Zone B) is generally off-limits to D2D transmissions using the cellular UL band due to the high UL interference from cell-edge CC UEs transmitting at high power levels. Hence, if only the cellular DL or UL bands can be used, reliable D2D communications would be kept away from the cell center or cell edge, respectively, and only operate in Zone C.

**D2D INTEGRATION WITH LTE-U**

The mutual interference and aforementioned limitations of D2D communications utilizing licensed band would be more significant in higher cellular traffic areas (e.g., a city center during office hours), where there would also be hotspots of D2D communications. Targeting these problems, we propose an architecture to allow D2D communications to use LTE-U. As we show later, LTE-U opens up the possibility for D2D to operate anywhere in the macro-BS’s coverage area except for the regions where other unlicensed-band radio access technologies (RATs) are in use (e.g., the WiFi hotspot in Zone D). In order to communicate in the unlicensed band, there are two major coexistence requirements:

- Low transmit power levels (typically 200 mW to 1 W)
- Interference avoidance through clear channel assessment (CCA) or listen-before-talk (LBT)

**MULTIHOP ROUTING ALGORITHMS**

Conventional wireless multihop communications have been studied for ad hoc networks, where distributed or centralized tabular-based routing methods are used to extend communication range via relay nodes. D2D multihop routing is different from conventional multihop routing in that:

- D2D communications are assisted and/or controlled by the LTE network.
- The mutual interference between D2D and CC transmissions needs to be considered in D2D multihop routing.

Hence, multihop routing algorithms need to be revisited for D2D communications. In this section, we first review multihop routing schemes for D2D communications and then propose a routing algorithm for LTE-U enabled multihop D2D.

**ROUTING ALGORITHMS FOR D2D**

In order to limit the mutual interference between D2D and CC transmissions, a popular approach is to introduce and optimize an exclusion zone, wherein only D2D transmissions are allowed on a given frequency band. The exclusion zone is usually defined as a geometric area centered at
the receiving D2D UE. The size of an exclusion zone is defined such that a certain number of CC and D2D UEs can transmit simultaneously in the macro-BS coverage area without causing failed reception at the central D2D UE [8]. By controlling the size and location of the exclusion zone through D2D transmit power control, exclusion-zone-based D2D relay selection can ensure low outage probabilities for both D2D and CC UEs. In [9], the exclusion zone is defined in terms of the interference-to-signal ratio at the D2D receiver in a system consisting of one BS, one D2D pair, and multiple CC UEs. More specifically, the exclusion zone is defined as a δP-interference limited area (ILA), in which CC UEs could generate an accumulated interference level no larger than δP ρD,R to the D2D receiver, where δP is the interference-to-signal ratio threshold and PρD,R is the received power at the D2D receiver.

In [10], the authors proposed a framework to build up a global network graph representation for the transmission states of all UEs and a graph-based optimal routing algorithm for two types of multihop D2D communications: connected transmission and opportunistic transmission. However, due to the fast changing nature of wireless channels, it is infeasible to build up and maintain a large-scale network graph for all UEs.

Shortest Path Routing: The commonly used greedy path selection algorithm is called shortest path routing (SPR) [7, 11]. SPR seeks to minimize the total multihop distance or the number of hops in order to improve the multihop D2D transmission reliability. In SPR, each D2D UE knows its own location and that of the final destination UE [7], which is similar to the greedy algorithm in [12]. This is achieved by the BS relaying the destination location information to the active relay UE in order to update the SPR path selection in the presence of mobility. Each UE that holds the message will first identify the UEs to which it can reliably transmit, and then transmit to the one that is closest to the destination UE. The SPR algorithm for a generic D2D source and destination pair is as follows:

1. The transmitting UE identifies the UEs that can decode its transmissions reliably within a coverage radius.
2. The transmitting UE identifies the UEs (from step 1) that are closer to the destination than itself.
3. The transmitting UE transmits to the UE that is of the longest distance from itself among the UEs identified in step 2, and this receiving UE becomes the transmitting UE in the next step.

4. Repeat steps 1–3 until the destination UE is reached.

Interference Avoidance Routing: While algorithms such as SPR can yield reasonable performance and minimize the delay, it may not always yield the best reliability performance. This is because when cross-tier interference between CC and D2D transmissions is considered, selecting the shortest path is not always the optimal strategy. The cross-tier interference is the lowest when the D2D transmissions occur at the macro-BSs’s coverage boundary (cell edge). As previously shown in Fig. 1, a cell edge routing path would reduce the D2D interference to CC transmissions in the UL band, and would reduce the CC interference to D2D transmissions using the DL band. The interference avoidance routing (IAR) algorithm tends to migrate along the cell edge in order to trade off a longer route for reduced interference. Such an IAR algorithm has three stages (as illustrated in Fig. 3):

- Stage 1 (escape to cell edge): D2D transmission from the source UE to the closest cell-edge UE.
- Stage 2 (migrate along cell edge): D2D transmission from the cell edge UE to a cell edge UE closer to the destination.
- Stage 3 (return to destination): D2D transmission from the cell edge UE closest to the destination to the destination UE.

In [11], a case study based on a single macro-BS and multiple D2D UEs in Ottawa showed that the cross-tier interference can be effectively mitigated. In essence, the IAR algorithm will result in a trade-off between improving the performance of each hop and increasing the total number of hops. It was found that the IAR route is approximately 2.5-fold longer than the SPR route on average [11], but the advantage is that the mutual interference between D2D and CC UEs can be significantly reduced and the reliability performance of IAR is superior to that of SPR unless the distance between the source and destination D2D UEs is small. The results in [11] show that there is an intuitive trade-off in the outage probability performance between CC and D2D UEs. For a stringent CC outage constraint, D2D transmission is not permitted. As the CC outage constraint gets relaxed, the optimal D2D routing algorithm changes from IAR to SPR. Aside from the longer route and higher complexity of IAR as compared to SPR, IAR is sensitive to the selection between the UL and DL bands for D2D transmissions and the interference reduction between multiple D2D transmissions in proximity.

Routing Scheme for D2D with LTE-U

Based on the above discussion, we propose a routing algorithm for LTE-U enabled multihop D2D communications. D2D routing decisions are based on SPR wherever LTE-U transmission opportunities are available. The blue solid line in Fig. 4 shows an LTE-enabled multihop D2D route based on SPR. If the D2D UE does not get a chance to transmit in the unlicensed bands or LTE-U transmission cannot fulfill the QoS requirement, the D2D UE would choose one of the following strategies:

- Wait for a CCA period: the D2D UE holds the data transmission and performs LBT
until there is an unlicensed channel available for transmission.

- **Perform localized IAR**: IAR is used for D2D transmissions to hop around the local WiFi APs, thus avoiding contention with WiFi transmissions. Unlike the macro-BSs, there is no clearly defined WiFi cell edge, and localized IAR will rely on exchanging channel energy information between UEs and finding a UE that measures channel energy below the CCA energy threshold.

- **Switch to the licensed cellular band**: D2D transmission uses the resource block (RB) allocation scheme in [13], where the UL band is viable when the D2D path is far from the nearest BS and the DL band is viable when the D2D path is far from the cell edge.

The SPR and IAR algorithms (LTE-U enabled) are both distributed algorithms, where the routing decision lies entirely with the relay UE node that currently holds the data packets. Based on 3GPP recommendations, the nearest BS acts as a centralized coordination unit that sends regular control commands to either continue D2D communications or, should it fail, establish CC communications. The BS also forwards location updates of the destination UE so that each relay UE can make accurate route selection choices.

In terms of UE velocity, our studies found that as long as it is below high-speed train velocities, the speed of the multihop routing process is sufficiently fast to be responsive to UE movements.

**Radio Resource Management**

**Radio Resource Management for D2D**

There is a trade-off between the efficiency of RRM and the associated overhead (including control and computational overhead) to the cellular network [13]. In a network consisting of multiple concurrent multihop D2D links, such overhead might increase out of control and eventually overwhelm the whole network. In [6], the authors presented a theoretical upper bound of the total throughput of D2D communications without optimizing RRM. They considered a single cell with the BS at the center of its disk coverage area, where one CC UE and multiple D2D UEs coexist. The CC UE and each D2D trans-

**Figure 3.** a) Interference avoidance routing (IAR); b) LTE-D with unlicensed band routing.

**Figure 4.** Routing paths for D2D (unlicensed band enabled): LTE-U with SPR using LBT contention; LTE-U with IAR to avoid contention; full Band Selection with SPR. A single path is shown for illustrative purposes.
BS conducts centralized RB allocation for both CC and D2D UEs periodically (e.g., several seconds).

2. Power control (short-term scheduling): After the RB allocation, each D2D UE decides the transmit power based on its own channel measurements. Although this semi-distributed RRM mechanism was proposed for single-hop D2D communications, we can modify it to be used for multihop D2D communications:

- In the first stage, RBs are allocated to all hops.
- In the second stage, each hop performs power control based on local channel measurement.

In the following, we illustrate how this algorithm can be adopted for LTE-U enabled D2D communications.

**JOINT ROUTING AND RADIO RESOURCE MANAGEMENT FOR D2D WITH LTE-U**

Following the analysis in [6], we note that the vacuum area for D2D communications (i.e., the disk area centered at the BS with radius $G_d$) can be filled up if D2D communications are allowed to utilize unlicensed bands (see the strategies above). Furthermore, the average $G_d$ can be decreased by combining D2D and LTE-U, because the guard distance required between a D2D pair utilizing licensed band and one using unlicensed band is small. Based on the RRM mechanism [13] and incorporating the routing algorithm proposed above, we propose the following joint routing and RRM mechanism for LTE-U enabled multihop D2D.

**Stage One:** Location updating and channel allocation: Each D2D transmitter would first try to use unlicensed bands and may fall back to the licensed band according to the strategies above. In that case, the BS would allocate cellular radio resource (e.g., resource blocks in LTE/LTE-Advanced) to D2D communications [13] and update the location information of UEs periodically. This is long-term scheduling considering long-term factors, such as traffic load and UE status, and decisions are made in a centralized manner.

**Stage Two:** Power control and routing: Each UE decides its transmit power according to its channel state. If the D2D transmission utilizes licensed bands, it may choose any transmit power $P_d \leq P_{max}$, for example, based on a water-filling algorithm for maximizing throughput [13]. D2D communications utilizing the licensed band may follow the power control schemes discussed in [1, 14, 15]. The UE also chooses its receiver according to the strategies proposed above. These are short-term scheduling decisions considering the time-varying wireless channel and are thus performed in a distributed manner.

**PERFORMANCE ANALYSIS**

In Fig. 5, we evaluate the throughput performance of LTE-U enabled D2D communications in different traffic load scenarios through simulations in a network consisting of one cellular BS and one WiFi AP. For LTE-U enabled D2D communications, the transmission period $t$ is set as 1 ms. In the scenarios with “WiFi busy,” we compare the three routing strategies for LTE-U enabled D2D:

- Wait for a CCA period.
- LTE-U IAR.
- Switch to the cellular band, as proposed above. D2D communications in the cellular band use the IAR algorithm and the RRM mechanism proposed in [14], which can be summarized as:
  - The UL CC UE transmits at a power level that keeps its signal-to-interference-plus-noise ratio (SINR) at $aP_C$ when there is no D2D transmission, where $P_C$ is the UL SINR requirement for CC UEs and $a > 1$ is a control parameter.
  - The D2D UE transmits at a power level that keeps the SINR of the interfered CC UE above $P_C$.

The throughput of D2D with or without LTE-U enabled is shown in the table above each scenario in Fig. 5. It can be seen that when WiFi is in light usage, LTE-U can manifestly improve the throughput of D2D communications (by more than 100 percent to 24.2 Mb/s). However, when the traffic load of WiFi is heavy, D2D communications should utilize the licensed cellular band with IAR. This is mainly because of the low probability of D2D communications.
accessing the unlicensed bands, and the mutual interference between WiFi and D2D transmissions in unlicensed bands due to spectrum sensing errors in the LBT process. If a multihop D2D route needs to go through a busy WiFi hotspot, it is better to switch to the cellular band (i.e., strategy 3).

**CONCLUSIONS AND OPEN CHALLENGES**

In this article, we have examined how two emerging cellular technologies can merge together and create synergies. While D2D communications underlaying cellular networks can potentially improve the network capacity of a conventional LTE network, it lacks full spatial flexibility due to cross-tier interference. Combining D2D with LTE-U, we have shown that D2D can operate across the full coverage area of a network and achieve improved network-wide capacity. We note that there are several challenges in combining D2D communications with LTE-U. In terms of performance vs. fairness, it is obvious that a longer transmission period $t$ for D2D communications utilizing unlicensed bands can improve the throughput performance of D2D communications. As we can see from the results that in the WiFi busy scenario, a longer $t$ is critical to the throughput performance of LTE-U enabled D2D communications. However, a longer $t$ might affect the performance of nearby WiFi APs and users. Thus, an efficient algorithm should be proposed for choosing an appropriate $t$.

A number of cross-RAT joint optimization and coordination challenges remain when combining D2D with LTE-U. Routing and RRM are still the paramount challenges for the combination of D2D communications with LTE-U. A more capable algorithm, such as ant colony optimization and graph theory [10], may be used to develop joint routing and an RRM mechanism for LTE-U enabled D2D communications. In the WiFi free scenario, LTE-U enabled D2D communications can achieve very high throughput due to the plentiful spectrum available and the possible use of maximum transmit power, where it would be valuable to discuss the trade-off between throughput and energy efficiency.
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In this webinar, we will cover some of the leading technologies and research results from cutting edge mmWave prototypes. Real time over-the-air demonstrations have resulted in successfully achieving data rates above 14 Gbps, which is laying the groundwork for further field trials. Join us to learn more about the frequencies being considered and how you can begin building field-ready mmWave prototypes that span channel sounding and communications.
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LED BASED OPTICAL WIRELESS BACKHAUL LINK

Robust, low latency infrared LED link for mobile backhaul

Specifications
- Infrared LED based
- Easy alignment: 500 Mbps over 100 m, 250 Mbps over 200 m
- Bidirectional data exchange
- Dynamic rate adaptation
- Latency: < 2 ms
- 1 GbE chipset and interface
- Footprint and weight: 240 mm x 230 mm x 130 mm, 3 kg

Benefits
- Low cost optical wireless link based on infrared LEDs

Applications
- Wireless point-to-point communication in industrial environments
- Backhauling for WiFi and LTE
- Building to building connectivity
- Redundancy for fixed line connection

E-Mail: products-pn@hhi.fraunhofer.de
Web: www.hhi.fraunhofer.de/LED-Backhaul