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IEEE SIGNAL PROCESSING MAGAZINE

SCOPE: IEEE Signal Processing Magazine publishes tutorial-style articles on signal processing research and applications, as well as columns and forums on issues of interest. Its coverage ranges from fundamental principles to practical implementation, reflecting the multidimensional facets of interests and concerns of the community. Its mission is to bring up-to-date, emerging and active technical developments, issues, and events to the research, educational, and professional communities. It is also the main Society communication platform addressing important issues concerning all members.
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Impact Beyond Numbers

When you receive this issue of IEEE Signal Processing Magazine (SPM), the International Conference on Acoustics, Speech, and Signal Processing (ICASSP) will be taking place in beautiful Brisbane, Australia. SPM's Editorial Board will meet in person during ICASSP. This is a valuable opportunity for the Editorial Board to reflect on the progress made so far, the plans being carried out, and to brainstorm ideas to bring the magazine to the next level.

Ten new Editorial Board members started their term this year: Sven Lončaric (University of Zagreb, Croatia), Brian Lovell (University of Queensland, Australia), Yi Ma (ShanghaiTech University, China), Henrique (Rico) Malvar (Microsoft Research), Athina Petropulu (Rutgers University), Peter Ramadge (Princeton University), Shigeki Sagayama (Meiji University), Gregory Wornell (Massachusetts Institute of Technology), and Dapeng Wu (University of Florida). Together with the continuing Editorial Board members, these colleagues have brought to our magazine a tremendous amount of collective knowledge and experiences. Knowing the tremendous amount of collective knowledge and experiences. Knowing the many commitments that they already have, I greatly appreciate their willingness to serve on SPM's Editorial Board.

I would also like to welcome Dr. Andres Kwasinski, who was a devoted area editor for columns and forum for the past three years, as our area editor for social media and outreach. This newly created area editor position will help explore new types of content and provide effective outreach to members and readers.

The magazine has been a premier platform for researchers to contribute tutorial surveys and overviews on the latest advances in signal processing. This issue of SPM includes three clusters of feature articles centered on learning and classification, new advances in signal processing theories and methods, and interesting new signal processing applications. It is due to the tireless efforts of Prof. Marc Moonen, past area editor for feature articles, and Prof. Abdelhak Zoubir, SPM's past editor-in-chief, that we are able to bring this diverse set of articles to you in one issue. Prof. Shuguang (Robert) Cui, SPM’s new area editor for feature articles, also contributed to assembling this issue. My sincere thanks to all of their efforts!

It is common today to characterize the impact of articles using citation statistics. Here, beyond numbers, I would like to share a personal experience of publishing with SPM that may shine some light toward the impact on authors and readers. My first article with SPM was in response to the call for papers to the special issue on digital rights management (DRM) more than ten years ago. I was working with several colleagues on tracing the leak of multimedia documents by embedding specially designed signals in image and video so that each copy is uniquely labeled. The guest editors reminded us of SPM's tutorial article style, which was in place to ensure that articles were to be understood by a broad audience.

One of the guidelines that I still remember today is the number of equations—no more than three—which sounded impossible at first: after all, we were planning to synthesize the work from a series of research papers by several representative groups, and the number of equations in each of these papers was in the double digits! This seemingly stringent constraint pushed us to think hard on how to present the ideas in accessible terms, with the minimum number of equations. For example, to explain the essential idea of a complex code construction from a seminal theoretical work, we developed a toy example and created step-by-step illustrations. This process of publishing a tutorial article with SPM helped me develop a deeper understanding toward the research problems and obtain valuable insights that inspired later research.

The article was published in the March 2004 issue of SPM as part of a timely and balanced article collection on DRM with beautiful artistic designs. The IEEE Xplore online library was in its infancy then. So I mailed hard copies of the issue to several researchers overseas, including one to Prof. Yanda Li, who led the signal and information processing program at my college alma mater, Tsinghua University, in China. Later that year, I received a phone call from a college friend with whom I hadn’t been in contact for many years. As it turned out, this friend faced an antipiracy challenge when developing digital technologies for China’s broadcasting industry, but few researchers in China at the time had worked on this problem. When he came to consult Prof. Li, my article in that special issue provided a starting point for discussion. The world is so small! Indeed, beyond citation numbers, SPM has served as a vehicle to connect researchers across mountains and oceans, and bring together signal processing professionals in academia and industry.

Min Wu
Editor-in-Chief
minwu@umd.edu
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The IEEE Gives Our Society the “Thumbs Up”

In January 2014, shortly after starting my term as president of the IEEE Signal Processing Society (SPS), I learned it was time to prepare the IEEE Technical Activities Board (TAB) five-year Society review report. Each member of the SPS’s Executive Committee was responsible for at least one section of the report; however, I was responsible for quite a few. After several months of work, we ended up with a 100-page-long document. Fortunately, our great staff led us through the process, and it ended up being much less daunting than it initially looked. We delivered our report to the IEEE Society Review Committee during the June 2014 IEEE TAB meeting held in New Jersey. We recently received the committee’s feedback and, in a nutshell, we passed with flying colors!

The Review Committee praised the Society’s large portfolio of publications (the SPS is the fourth-largest Society in the IEEE in terms of members but the second in terms of the number of journal and magazine articles published), number of conferences [having created the China Summit and International Conference on Signal and Information Processing (ChInSIP) and the Global Conference on Signal and Information Processing (GlobalSIP) during the last five years], and our sound finances. They were impressed by the new initiatives under our membership board: the Chapter of the Year Award, the Chapter certification process, SigView, SigPort, and the seasonal schools on emerging topics. Finally, they also appreciated the creation of special interest groups and our nascent effort to encourage volunteers to author Wikipedia pages on signal processing topics. These efforts must have paid off—Society membership has increased to over 17,000 members from 13,800 in 2009 (few Societies have grown that much in the same period), including the highest percentage growth in student membership (+17.7% since January 2013). The Review Committee said they’d be passing along our Society’s best practices to other Societies.

Roughly half of the Society’s 17,000 members are from industry, but the percentage of industry members on our Executive Committee and Board of Governors is significantly lower. Accordingly, the Review Committee encouraged us to look for ways to increase industry participation in the governing boards of the Society. They also encouraged us to investigate ways to involve industry members more, possibly through local workshops in the Chapters, while suggesting that more surveys could be offered to our industry members.

The IEEE reviews each of the 45 Societies and councils every five years. While I won’t be involved five years from now when it’s our turn to do it again, I think the Society review is a great mechanism for control and feedback. In fact, a decade ago, we decided to set up a similar mechanism, patterned after the five-year Society review; to review our technical committees.

Our Society’s Executive Committee is composed of a president; president-elect; and vice presidents for publications, conferences, technical directions, and membership. We have monthly conference calls, meet at ICASSP (the International Conference on Acoustics, Speech, and Signal Processing) and yet again in the fall [a time that coincides with GlobalSIP or ICIP (the International Conference on Image Processing)], and answer numerous e-mails. We all have day jobs in academia or industry, so our volunteer time tends to be spent running the day-to-day tasks of the Society. Although preparing for the five-year Society review was a lot of work, it provided us with a great opportunity to step back and get a little perspective, and we intend to follow up on all of the review committee’s recommendations. Preparing for the review really taught me what a great Society we have and its potential for growth, and I’d love to hear from all of you how we can make things even better.

Alex Acero
2014–2015 SPS President
a.acero@ieee.org

WE RECENTLY RECEIVED THE COMMITTEE’S FEEDBACK AND, IN A NUTSHELL, WE PASSED WITH FLYING COLORS!
Enhance your IEEE print subscription with online access to the IEEE Xplore® digital library.

- Download papers the day they are published
- Discover related content in IEEE Xplore
- Significant savings over print with an online institutional subscription

Start today to maximize your research potential.

Contact: onlinesupport@ieee.org
www.ieee.org/digitalsubscriptions

"IEEE is the umbrella that allows us all to stay current with technology trends."

Dr. Mathukumalli Vidyasagar
Head, Bioengineering Dept.
University of Texas, Dallas
Intrinsically Hopeful

In November 2014, Prof. Thomas Kailath from Stanford University was presented with the National Medal of Science by U.S. President Barack Obama in Washington, D.C., during a ceremony honoring ten of the top American scientists and engineers. The medal was established by U.S. President Dwight Eisenhower in 1959, and the first medal was awarded by U.S. President John F. Kennedy in 1963.

Prof. Kailath is a Life Fellow of the IEEE and has been an IEEE Signal Processing Society member for more than 40 years. Throughout his career, he made significant contributions to signal processing. In the 1960s, he was mostly interested in signal detection before turning onto signal estimation in the 1970s. The ESPRIT algorithm is a well-known outcome of this line of research. In the 1980s, Prof. Kailath then focused on various aspects of array processing as well as the design of very-large-scale integration architectures for signal processing applications. His research team has, for instance, developed spatial multiplexing in multiple-input, multiple-output antenna systems, which is now used in Wi-Fi. In the 1990s, signal processing ideas were instrumental in his work on optical microlithography, when his team broke what was believed to be the 100-nm barrier in semiconductor manufacturing by Gordon Moore and several others. Some of these contributions are still standard industry practice at the present time. His technical achievements have been acknowledged over the years with top awards from both the IEEE Signal Processing Society and the IEEE Information Theory Society.

During the National Medal of Science ceremony, Prof. Kailath was recognized for “transformative contributions to the fields of information and system science, for distinctive and sustained mentoring of young scholars, and for translation of scientific ideas into entrepreneurial ventures that have had a significant impact on industry.” A short remark by President Obama gave an even more personal flavor to the award ceremony. “As Thomas Kailath, one of our honorees today, says, ‘Scientists are intrinsically hopeful and believe in grand answers, and that if we work hard enough we can find some of them in our lifetime.’ And that’s a good phrase: intrinsically hopeful. I’m intrinsically hopeful, I am [laughter]. That’s who I am. That’s who we are as a people, as Americans, as a nation.” According to Prof. Kailath, the quotation originates from an offline discussion with a member of the staff who was asking about failures when he was talking about his contributions. He replied that he could not really recollect any major failure and then elaborated further saying the words quoted by the president or something close to it. Possibly, it resonated with the president because hope had been a major theme of his first election campaign.
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IEEE GlobalSIP'15—Call for Papers  (http://2015.ieeeglobalsip.org/)

General Chairs: Jose Moura and Dapeng Oliver Wu  
Technical Program Chairs: Mihaela van der Schaar, Xiaodong Wang, and Hsiao-Chun Wu

The IEEE Global Conference on Signal and Information Processing (GlobalSIP) is a recently launched flagship conference of the IEEE Signal Processing Society. GlobalSIP’ 15 will be held in Orlando, Florida, USA, December 14–16, 2015. The conference will focus broadly on signal and information processing with an emphasis on up-and-coming signal processing themes. The conference will feature world-class speakers, tutorials, exhibits, and technical sessions consisting of poster or oral presentations. GlobalSIP’ 15 technical program will be comprised of a main program (General Symposium) and several co-located symposia on special topics. Technical paper submissions are solicited in the interest topics, which may include, but are not limited to:

- Signal processing in communications and networks, including green communication and signal processing in optical communication
- Image and video processing
- Selective topics in speech and language processing
- Signal processing in security applications
- Signal processing in energy and power systems
- Signal processing in genomics and bioengineering (physiological, pharmacological and behavioral)
- Signal processing for social media networks
- Neural signal processing
- Seismic signal processing
- Hardware and real-time implementations
- Other novel and significant applications of selected areas of signal processing

Symposia:
- General Symposium
- Symposium on Signal Processing on Graphics Processing Units and Multicores
- Symposium on Signal Processing in Mobile Multimedia Communication Systems
- Symposium on 3GPP EVS and Beyond
- Symposium on Signal and Information Processing for Optimizing Future Energy Systems
- Symposium on Signal Processing Challenges in Human Brain Connectomics
- Symposium on Real-Time Signal Processing for Low-Cost and Low-Power Smart Devices
- Symposium on Signal Processing for Optical Wireless Communications
- Symposium on Signal and Information Processing for Software-Defined Ecosystems, and Green Computing
- Symposium on Signal Processing Applications in Smart Buildings

Submission of Papers: Prospective authors are invited to submit full-length papers, with up to four pages for technical content including figures and possible references, and with one additional optional 5th page containing only references. Manuscripts should be original (not submitted/published anywhere else) and written in accordance with the standard IEEE double-column paper template. All paper submissions should be carried out through EDAS system (http://edas.info). A selection of best papers and best student papers will be made by the GlobalSIP 2015 best paper award committee upon recommendations from Technical Committees.

Timeline for paper submission:
- May 15, 2015: Paper submission deadline
- June 30, 2015: Review results announced
- September 5, 2015: Camera-ready papers due

Notice: The IEEE Signal Processing Society enforces a “no-show” policy. Any accepted paper included in the final program is expected to have at least one author or qualified proxy attend and present the paper at the conference. Authors of the accepted papers included in the final program who do not attend the conference will be subscribed to a “No-Show List”, compiled by the Society. The “no-show” papers will not be published by IEEE on IEEE Xplore or other public access forums, but these papers will be distributed as part of the on-site electronic proceedings and the copyright of these papers will belong to the IEEE.
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The “Reader’s Choice” column in IEEE Signal Processing Magazine contains a list of articles published by the IEEE Signal Processing Society (SPS) that ranked among the top 100 most downloaded IEEE Xplore articles. This issue is based on download data through December 2014. The table below contains the citation information for each article and the rank obtained in IEEE Xplore. The highest rank obtained by an article in this time frame is indicated in bold. Your suggestions and comments are welcome and should be sent to Associate Editor Michael Gormish (gormish@ieee.org).

<table>
<thead>
<tr>
<th>TITLE, AUTHOR, PUBLICATION YEAR IEEE SPS PUBLICATIONS</th>
<th>ABSTRACT</th>
<th>RANK IN IEEE TOP 100</th>
<th>N TIMES IN TOP 100 (SINCE JAN 2011)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GENERALIZED NEW MERSENNE NUMBER TRANSFORMS</td>
<td>Two new number theoretic transforms named as odd and odd-squared new Mersenne number transforms are introduced. An example is given which shows their suitability for the calculation of different types of convolutions and other algorithms.</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>LESSONS FOR RADAR</td>
<td>A range of strategies employed by bats is considered for possible exploitation in the radar systems of tomorrow. Focus is given to the functions necessary for autonomous navigation.</td>
<td>33</td>
<td>1</td>
</tr>
<tr>
<td>AN OVERVIEW OF MASSIVE MIMO: BENEFITS AND CHALLENGES</td>
<td>Equipping cellular base stations with a very large number of antennas potentially allows for orders of magnitude improvement in spectral and energy efficiency. This paper presents an extensive overview and analysis of massive MIMO systems.</td>
<td>37</td>
<td>66 3</td>
</tr>
<tr>
<td>IMAGE QUALITY ASSESSMENT: FROM ERROR VISIBILITY TO STRUCTURAL SIMILARITY</td>
<td>This paper introduces a framework for quality assessment based on the degradation of structural information. Within this framework a structure similarity index is developed and evaluated. MATLAB code is available.</td>
<td>59 29 33 45 25</td>
<td>17 27</td>
</tr>
<tr>
<td>K-SVD: AN ALGORITHM FOR DESIGNING OVERCOMPLETE DICTIONARIES FOR SPARSE REPRESENTATION</td>
<td>K-SVD is an iterative method that alternates between sparse coding of the examples based on the current dictionary and a process of updating the dictionary atoms to better fit the data in a computationally efficient manner.</td>
<td>61 39 38 53 48 60</td>
<td>8</td>
</tr>
<tr>
<td>WEIGHTED GUIDED IMAGE FILTERING</td>
<td>The weighted guided image filter incorporates an edge-aware weighting into existing guided image filter to address the problem of halo artifacts. The filter is applied to detail enhancement, haze removal and image fusion.</td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>TITLE, AUTHOR, PUBLICATION YEAR</td>
<td>IEEE SPS PUBLICATIONS</td>
<td>ABSTRACT</td>
<td>RANK IN IEEE TOP 100</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------------------------</td>
<td>-----------</td>
<td>----------------------</td>
</tr>
<tr>
<td>MODELING AND OPTIMIZATION FOR BIG DATA ANALYTICS: (STATISTICAL) LEARNING TOOLS FOR OUR ERA OF DATA DELUGE</td>
<td>Slavakis, K.; Giannakis, G.B.; Mateos, G. IEEE Signal Processing Magazine vol. 31, no. 5, 2014, pp. 18–31</td>
<td>This article offers scalable architectures and optimization algorithms for decentralized and online learning problems for SP-relevant tasks such as PCA, dictionary learning, compressive sampling, and subspace clustering.</td>
<td>78</td>
</tr>
<tr>
<td>IMAGE SUPER-RESOLUTION VIA SPARSE REPRESENTATION</td>
<td>Yang, J.; Wright, J.; Huang, T.S.; Ma, Y. IEEE Transactions on Image Processing vol. 19, no. 11, 2010, pp. 2861–2873</td>
<td>This paper presents an approach to single-image super-resolution based upon sparse signal representation of low and high-resolution patches.</td>
<td>91</td>
</tr>
<tr>
<td>IMAGE QUALITY ASSESSMENT FOR FAKE BIOMETRIC DETECTION: APPLICATION TO IRIS, FINGERPRINT, AND FACE RECOGNITION</td>
<td>Galbally, J.; Marcel, S.; Ferrer, J. IEEE Transactions on Image Processing vol. 23, no. 2, 2014, pp. 710–724</td>
<td>This paper uses 25 general image quality features extracted from the authentication image to distinguish between legitimate and imposter samples for fingerprint, iris, and 2D face biometrics.</td>
<td>97</td>
</tr>
<tr>
<td>SCALING UP MIMO: OPPORTUNITIES AND CHALLENGES WITH VERY LARGE ARRAYS</td>
<td>Rusek, F.; Persson, O.; Lau, B.K.; Larsson, E.G.; Marzetta, T.L.; Edfors, O; Tufvesson, F. IEEE Signal Processing Magazine vol. 30, no. 1, 2013, pp. 40–60</td>
<td>The more antennas the transmitter/receiver is equipped with and the more degrees of freedom that the propagation channel can provide, the better the performance in terms of data rate or link reliability. This article quantifies the reliability and achievable rates.</td>
<td>67</td>
</tr>
<tr>
<td>NEW CHALLENGES FOR IMAGE PROCESSING RESEARCH</td>
<td>Pappas, T.N. IEEE Transactions on Image Processing vol. 20, no. 12, 2011, p. 3321</td>
<td>The editor-in-chief of IEEE Transactions on Image Processing addresses the direction of the journal and image processing.</td>
<td>87</td>
</tr>
<tr>
<td>CONVEX OPTIMIZATION FOR BIG DATA: SCALABLE, RANDOMIZED, AND PARALLEL ALGORITHMS FOR BIG DATA ANALYTICS</td>
<td>Cevher, V.; Becker, S.; Schmidt, M. IEEE Signal Processing Magazine vol. 31, no. 5, 2014, pp. 32–43</td>
<td>This article reviews recent advances in convex optimization algorithms for big data, which aim to reduce the computational, storage, and communications bottlenecks.</td>
<td>55</td>
</tr>
<tr>
<td>PRIVACY PRESERVING DATA SHARING WITH ANONYMOUS ID ASSIGNMENT</td>
<td>Dunnings, L.A.; Kresman, R. IEEE Transactions on Information Forensics and Security vol. 8, no. 2, 2013, pp. 402–413</td>
<td>This paper offers an algorithm and analyzes multiple algorithms to assign ID numbers ranging from 1 to N to N parties without using a trusted central authority and is still resistant to collusion among other members.</td>
<td>59</td>
</tr>
<tr>
<td>A TUTORIAL ON PARTICLE FILTERS FOR ONLINE NONLINEAR/NON-GAUSSIAN BAYESIAN TRACKING</td>
<td>Arulampalam, M.S.; Maskell, S.; Gordon, N.; Clapp, T. IEEE Transactions on Signal Processing vol. 50, no. 2, 2002, pp. 174–188</td>
<td>This paper reviews optimal and suboptimal Bayesian algorithms for nonlinear/ non-Gaussian tracking problems, with a focus on particle filters. Variants of the particle filter are introduced within a framework of the sequential importance sampling (SIS) algorithm and compared with the standard EKF.</td>
<td>86</td>
</tr>
<tr>
<td>SUPER-RESOLUTION IMAGE RECONSTRUCTION: A TECHNICAL OVERVIEW</td>
<td>Park, S.C.; Park, M.K.; Kang, M.G. IEEE Signal Processing Magazine vol. 20, no. 3, 2003, pp. 21–36</td>
<td>This article introduces the concept of super-resolution (SR) algorithms and presents a technical review of various existing SR methodologies and models the low-resolution image acquisition process.</td>
<td>93</td>
</tr>
<tr>
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<td>RANK IN IEEE TOP 100</td>
<td>N TIMES IN TOP 100 (SINCE JAN 2011)</td>
</tr>
<tr>
<td>---------------------------------</td>
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</tr>
<tr>
<td><strong>RECENT DEVELOPMENTS IN THE SPARSE FOURIER TRANSFORM: A COMPRESSED FOURIER TRANSFORM FOR BIG DATA</strong>&lt;br&gt;Gilbert, C.; Indyk, P.; Iwen, M.; Schmidt, L.&lt;br&gt;IEEE Signal Processing Magazine&lt;br&gt;vol. 31, no. 5, 2014, pp. 91–100</td>
<td>This article surveys recent developments of the sparse Fourier transform, which addresses big data issues by computing a compressed Fourier transform using only a subset of the input data, in time smaller than the data set size.</td>
<td>DEC 2014: 94</td>
<td>NOV 2014: 85</td>
</tr>
<tr>
<td><strong>LOW COMPLEXITY EQUALIZATION FOR DOUBLY SELECTIVE CHANNELS MODELED BY A BASIS EXPANSION</strong>&lt;br&gt;Hrycak, T.; Das, S.; Matz, G.; Feichtinger, H.G.&lt;br&gt;IEEE Transactions on Signal Processing&lt;br&gt;vol. 58, no. 11, 2010, pp. 5706–5719</td>
<td>The equalizer computes a regularized solution of a linear system involving the channel matrix, which utilizes the product-convolution structure without ever explicitly creating the channel matrix. The proposed equalizer achieves BERs comparable to those of MMSE equalization, and outperforms low-complexity equalizers.</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td><strong>BIG DATA ANALYSIS WITH SIGNAL PROCESSING ON GRAPHS: REPRESENTATION AND PROCESSING OF MASSIVE DATA SETS WITH IRREGULAR STRUCTURE</strong>&lt;br&gt;Sandryhaila, A.; Moura, J.M.F.&lt;br&gt;IEEE Signal Processing Magazine&lt;br&gt;vol. 31, no. 5, 2014, pp. 80–90</td>
<td>Fundamental concepts of discrete signal processing on graphs including graph signals and graph filters, graph Fourier transform, graph frequency, and spectrum ordering are reviewed and compared with counterparts from classical signal processing. Product graphs are used as a graph model to extend to large data.</td>
<td>87</td>
<td>1</td>
</tr>
<tr>
<td><strong>ORDINAL FEATURE SELECTION FOR IRIS AND PALMPRINT RECOGNITION</strong>&lt;br&gt;Sun, Z.; Wang, L.; Tan, T.&lt;br&gt;IEEE Transactions on Image Processing&lt;br&gt;vol. 23, no. 9, 2014, pp. 3922–3934</td>
<td>Feature selection is designed to achieve an accurate and sparse representation of ordinal measures. Formulation as a linear programming problem obtains efficient quality results on the CASIA and PolyU databases.</td>
<td>62</td>
<td>1</td>
</tr>
<tr>
<td><strong>VECTOR-VALUED IMAGE PROCESSING BY PARALLEL LEVEL SETS</strong>&lt;br&gt;Ehrhardt, M.J.; Arridge, S.R.&lt;br&gt;IEEE Transactions on Image Processing&lt;br&gt;vol. 23, no. 1, 2014, pp 9–18</td>
<td>Considers the components of an image as a vector. By minimizing large angles, parallel level sets are obtained and used for demosaicking.</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td><strong>GRADIENT HISTOGRAM ESTIMATION AND PRESERVATION FOR TEXTURE ENHANCED IMAGE DE_NOISING</strong>&lt;br&gt;Zuo, W.; Zhang, L.; Song, C.; Zhang, D.; Gao, H.&lt;br&gt;IEEE Transactions on Image Processing&lt;br&gt;vol. 23, no. 6, 2014, pp. 2459–2472</td>
<td>This paper avoids the smoothing associated with many denoising algorithms by preserving the histogram of gradients in an image. Region based variants handle different textures.</td>
<td>89</td>
<td>1</td>
</tr>
</tbody>
</table>
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Signal Processing Enhances Environmental Sensing

Sensors and other data sources, combined with sophisticated signal processing techniques, promise to help scientists better observe and analyze various types of environmental data.

Biologist Nathan Merchant, for example, has created a method for tracking ships and monitoring underwater noise levels in protected marine mammal habitats. Merchant, senior scientist for underwater noise at the U.K. Centre for Environment, Fisheries, and Aquaculture Science (CEFAS), developed the system with coresearchers Enrico Pirotta, Tim Barton, and Paul Thompson, of The Institute of Biological and Environmental Sciences at Scotland’s University of Aberdeen.

“Underwater noise levels have risen significantly over time in step with human activity,” Merchant says. These changes in the acoustic environment affect marine mammals, which rely on sound as their primary sensory mode. “The disturbance caused by man-made noise can disrupt crucial activities, such as hunting for food, affecting the animals’ health.”

To help understand the impact noise might exert on dolphins and their population levels, the researchers conducted a study on Moray Firth, Scotland’s largest inlet (Figure 1). Moray Firth is home to a population of bottlenose dolphins as well as numerous types of seals, porpoises, and whales. The protected habitat also hosts construction yards that supply Scotland’s rapidly expanding offshore wind farm industry. Projected increases in wind farm construction are expected to drive more shipping through the habitat—something many scientists believe could eventually negatively impact resident marine mammals.

“Various types of ships emit noise at different levels and frequencies, therefore it is vital to know which kinds of vessels are crossing the habitats and migration routes of marine mammals,” Merchant says. Merchant and his fellow researchers recently monitored underwater noise levels using hydrophone sensors (underwater microphones), ship-tracking data, and shore-based time-lapse photography. The techniques created a ship-noise assessment toolkit.

“In this project, we used signal processing techniques to integrate several different data sources into one package: time-lapse video, underwater sound recordings, and ship-tracking data,” Merchant says. Using signal processing techniques in combination with video editing software, the researchers combined video, audio, and spatial data to produce a synchronized audiovisual representation of the soundscape, including shipping activity and weather conditions across the marine mammal habitat.

The main challenge the researchers faced was processing each data source in a way that would supply a common time resolution for the audiovisual output. “We used geolocation tools to map the ship tracking data through time, which involved temporal and spatial interpolation of the raw data, which has a fairly coarse, ~10 minute time resolution,” Merchant explains. “The sound recordings were averaged at intervals that corresponded to the time resolution of the video and spatial data, and an adaptive thresholding algorithm was also developed which detected when a ship was passing.”

The approach, Merchant says, allowed the researchers to link diverse data sources and gain insights into the habitat’s sonic environment in a way that would not have been possible by interpreting each data source individually. “The integrative approach produced a ship noise assessment analysis that was much more than the sum of its parts,” Merchant adds.

One of the main difficulties in studying underwater sound is that long-term recordings generate vast amounts of acoustic data—several terabytes in the case of this project. “Consequently, we have had to develop high-performance computing techniques for processing big data, which involved using parallel processing across many cores of a large server or cluster,” Merchant says. “Now that we have these in place, we can process large datasets rapidly, but getting there was quite a challenge.”

Merchant notes that the biggest challenge he currently faces is developing models to predict how sound will spread through an underwater area, which would enable the researchers to produce maps of sound levels in a particular habitat. “This capability can be used in environmental impact assessment of noisy activities, like offshore wind farm construction, because it shows us over how big an area marine mammals could potentially be disturbed,” Merchant says. “We are currently refining and testing scripts using data from several field studies.”

According to Merchant, there is an almost endless number of coastal areas where shipping interacts with nearby habitats. “Not only... marine mammals but also fishes and invertebrates, which we are aware are also sensitive to noise,” he says. “The techniques that have been developed in this project can very much be applied to assess what kind of ships are making noise, what kind of noise level is generated, and how they are concentrated spatially, as well as how all of this interacts with the habitats.”

Merchant also believes that the new techniques will spin off applications extending far beyond marine habitat...
While the detection of naturally occurring seismic vibrations has long been useful to scientists searching for subsurface features like earthquake faults and petroleum resources, the various types of vibrations generated by traffic flows have never been explored in any real depth, says Nima Riahi, a Scripps postdoctoral fellow working alongside Peter Gerstoft, a Scripps geophysicist. The pair believes that a future urban seismic network could tap into vehicle-generated vibrations to monitor the flow of human transport across a specific area.

Last year, energy company Signal Hill Petroleum of Signal Hill, California, gave the researchers access to a large vibration data set covering the area under the city of Long Beach, California. “We seized the opportunity,” explains Riahi. The data set—mapped by a 5,300-geophone network—was as part of a hydrocarbon industry survey covering an area of more than 7 × 10 km (Figure 2). Geophones are devices commonly used by private, government and academic researchers to record energy waves reflected by subsurface geology, typically as a way of mapping out geologic structures or tracking earthquakes.

“By analyzing vibrations from geophones spaced approximately 100 m (300 ft) apart, we were able to examine activity in Long Beach with a resolution below a typical city block,” Riahi adds. He notes that the spatiotemporal structure of the man-made seismic noise intensity revealed individual train activity along the area’s Blue Line Metro railway line, allowed the counting of departing and landing aircraft at Long Beach Airport (as well as estimating their motion) and gave clues about traffic movement along Interstate 405, a major southern California freeway. More advanced analysis techniques and algorithms promise to reveal many other types of manmade signals within the ground, Riahi says, potentially leading to the monitoring of activities beyond traffic flow.

“The findings indicate that human seismic noise might serve as a rich data source for the observation of cities,” Riahi says. “The approach could also be used for urban area characterization, allowing various types and schedules of activities to be visualized, making it possible to vibrationally identify specific industrial, residential or office zones.”

Riahi describes the research accomplished so far as “simple and straightforward” signal processing. “We tried to keep it simple at first. It is essentially calculating the power of the vibration as a function of time.” A custom-design spatiotemporal filter was also used to remove vibrations that failed to match a pattern indicating a type of ongoing movement, such as a train traveling down a track.

The researchers are only interested in examining various types of continuous vibrations, which exist in many different variations. “There are a lot of things happening: day/night variations, trucks passing, which might be different than when a car passes,” Riahi says. “We want to see if there are similarities between different things; can we group things together, like in cluster analysis?”

Freeway traffic proved to be more difficult to discern and analyze than train or airport movements. “The 405 is challenging because it is a ten-lane highway, two directions,” Riahi says. “We had about 13 sensors per kilometer of highway—that is really a low spatial sampling.” Yet, although they were restricted to only a limited number of sensors, the researchers were still able to detect individual trucks moving along the roadbed at night. “We know that, because there is a continuous motion detected from one sensor to the next at about 55 miles per hour passing through the entire stretch of the 405 section we were looking at,” Riahi explains.

Finding seismic needles in a geological haystack required Riahi and Gerstoft to protect. “There will potentially be a lot of people interested in being able to, for example, detect when ships are passing along a corridor that’s on a tracking system,” he adds. “We are aware that there might be some interest in doing that kind of thing [from] Coast Guard and military types.”

FOLLOWING URBAN VIBRATIONS

Urban traffic—including cars, trucks, trains, and planes—generates both acoustic and seismic noise. While most people can easily detect vehicle noise, seismic vibrations are usually not perceptible to humans. Nevertheless, a pair of researchers at the Scripps Institution of Oceanography at the University of California at San Diego believe that seismic “noise” could soon become a useful data source for next-generation traffic information systems.

While the detection of naturally occurring seismic vibrations has long been useful to scientists searching for subsurface features like earthquake faults and petroleum resources, the various types of vibrations generated by traffic flows have never been explored in any real depth, says Nima Riahi, a Scripps postdoctoral fellow working alongside Peter Gerstoft, a Scripps geophysicist. The pair believes that a future urban seismic network could tap into vehicle-generated vibrations to monitor the flow of human transport across a specific area.
consider a wide range of approaches. “Clustering techniques are an interesting path to pursue when you are just trying to look for structure in the data,” Riahi remarks. The team investigated the potential of various clustering algorithms. “One of them, obviously, is K-means, which is a popular but nonoptimal clustering algorithm,” Riahi says. “There are also algorithms based on sparse coding and sparse reconstruction, where you are saying, ‘I have some signal, I think it is composed of a few elemental components and I am trying to find out which one it is.’”

According to Riahi, the spatiotemporal filter required significant creativity. “I had to custom-write that filter because I was not aware of anything that would work for our data,” Riahi says. “There were other options; I tried image processing filters, for instance, but the ones that I came across and tried out did not work so well.”

Riahi says the study showed that anthropogenic seismic power—a relatively simple attribute—when analyzed with a dense grid of urban seismic sensors, can measure a wide range of human activities. “The human imprint on the seismic wave field provides a rich, but so far underappreciated, data source to observe cities,” Riahi remarks.

MEASURING SEA LEVELS FROM SPACE
A new way of measuring sea levels, developed by researchers at Sweden’s Chalmers University of Technology, promises to generate faster and more accurate readings. Measuring sea level is an important part of climate research, since a rising mean sea level is a key indicator of climate change.

Johan Löfgren and Rüdiger Haas, research scientists at Chalmers’ Department of Earth and Space Sciences, have created a Global Navigation Satellite System (GNSS) tide gauge, an instrument that measures sea level by using radio signals from satellite navigation systems. “We want to be able to make detailed measurements of sea level so that we can understand how coastal societies will be affected in the future,” Löfgren says.

The GNSS tide gauge uses radio signals from Earth-orbiting satellites within satellite navigation systems like global positioning system (GPS) and Glonass (Russia’s equivalent of GPS). Two antennas measure signals directly from the satellites and signals reflected off the sea surface (Figure 3). By analyzing these signals together, the sea level and its variation can be measured up to 20 times per second.

The GNSS tide gauge has an advantage over previous technologies in that it can measure changes in both land and sea simultaneously in the same location. Therefore, both long-term and short-term land movements can be taken into
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(continued on page 161)
In this article, we present an account of the state of the art in acoustic scene classification (ASC), the task of classifying environments from the sounds they produce. Starting from a historical review of previous research in this area, we define a general framework for ASC and present different implementations of its components. We then describe a range of different algorithms submitted for a data challenge that was held to provide a general and fair benchmark for ASC techniques. The data set recorded for this purpose is presented along with the performance metrics that are used to evaluate the algorithms and statistical significance tests to compare the submitted methods.

We use a baseline method that employs Mel-frequency cepstral coefficients (MFCCs), Gaussian mixture models (GMMs), and a maximum likelihood criterion as a benchmark and only find sufficient evidence to conclude that three algorithms significantly outperform it. We also evaluate the human classification accuracy in performing a similar classification task. The best-performing algorithm achieves a mean accuracy that matches the median accuracy obtained by humans, and common pairs of classes are misclassified by both computers and humans. However, all acoustic scenes are correctly classified by at least some individuals, while there are scenes that are misclassified by all algorithms.

INTRODUCTION

Enabling devices to make sense of their environment through the analysis of sounds is the main objective of research in machine listening, a broad investigation area related to computational auditory scene analysis (CASA) [51]. Machine-listening systems perform
analogous processing tasks to the human auditory system and are part of a wider research theme linking fields such as machine learning, robotics, and artificial intelligence.

ASC refers to the task of associating a semantic label to an audio stream that identifies the environment in which it has been produced. Throughout the literature on ASC, a distinction is made between psychoacoustic/psychological studies aimed at understanding the human cognitive processes that enable our understanding of acoustic scenes [35] and computational algorithms that attempt to automatically perform this task using signal processing and machine-learning methods. The perceptual studies have also been referred to as *soundscape cognition* [15] by defining soundscapes as the auditory equivalent of landscapes [43]. In contrast, the computational research has also been called *computational auditory scene recognition* [38]. This is a task related to the area of CASA [51] and is particularly applied to the study of environmental sounds [18]. It is worth noting that, although many ASC studies are inspired by biological processes, ASC algorithms do not necessarily employ frameworks developed within CASA and the two research fields do not completely overlap.

Work in ASC has evolved in parallel with several related research problems. For example, methods for the classification of noise sources have been employed for noise-monitoring systems [22] or to enhance the performance of speech processing algorithms [17]. Algorithms for sound source recognition [13] attempt to identify the sources of acoustic events in a recording and are closely related to event detection and classification techniques. The latter methods are aimed at identifying and labeling temporal regions containing single events of a specific class and have been employed, e.g., in surveillance systems [40], elderly assistance [26], and speech analysis through the segmentation of acoustic scenes [29]. Furthermore, algorithms for the semantic analysis of audio streams that also rely on the recognition or clustering of sound events have been used for personal archiving [19] and audio segmentation [33] and retrieval [53].

The distinction between event detection and ASC can sometimes appear blurred, e.g., when considering systems for multimedia indexing and retrieval [9], where the identification of events, such as the sound produced by a baseball player batting in a run, also characterizes the general environment (in this case, the environment of a baseball game). On the other hand, ASC can be employed to enhance the performance of sound event detection [28] by providing prior information about the probability of certain events. To limit the scope of this article, we will only detail systems aimed at modeling complex physical environments containing multiple events.

Applications that can specifically benefit from ASC include the design of context-aware services [45], intelligent wearable devices [52], robotics navigation systems [11], and audio archive management [32]. Concrete examples of possible future technologies that could be enabled by ASC include smartphones that continuously sense their surroundings, switching to silent mode every time a person enters a concert hall; assistive technologies such as hearing aids or robotic wheelchairs that adjust their functioning based on the recognition of indoor or outdoor environments; or sound archives that automatically assign metadata to audio files. Moreover, classification could be performed as a preprocessing step to inform algorithms developed for other applications, such as source separation of speech signals from different types of background noise. Although this article details methods for the analysis of audio signals, it is worth mentioning that, to address the aforementioned problems, acoustic data can be combined with other sources of information such as geolocation, acceleration sensors, collaborative tagging, and filtering.

From a purely scientific point of view, ASC represents an interesting problem that both humans and machines are only able to solve to a certain extent. From the outset, semantic labeling of an acoustic scene or soundscape is a task open to different interpretations, as there is not a comprehensive taxonomy encompassing all the possible categories of environments. Researchers generally define a set of categories, record samples from these environments,
and treat ASC as a supervised classification problem within a closed universe of possible classes. Furthermore, even within predefined categories, the set of acoustic events or qualities characterizing a certain environment is generally unbounded, making it difficult to derive rules that unambiguously map acoustic events or features to scenes.

**BACKGROUND: A HISTORY OF ASC**

The first method appearing in the literature to specifically address the ASC problem was proposed by Sawhney and Maes in a 1997 technical report from the Massachusetts Institute of Technology (MIT) Media Lab [42]. The authors recorded a data set from a set of classes including people, voices, the subway, and traffic. They extracted several features from the audio data using tools borrowed from speech analysis and auditory research, employing recurrent neural networks and a k-nearest neighbor criterion to model the mapping between features and categories, and obtaining an overall classification accuracy of 68%. One year later, researchers from the same institution recorded a continuous audio stream by wearing a microphone while making a few bicycle trips to a supermarket and then automatically segmented the audio into different scenes (such as a home, a street, and a supermarket) [12]. For the classification, they fitted the empirical distribution of features extracted from the audio stream to hidden Markov models (HMMs).

Meanwhile, research in experimental psychology was focused on understanding the perceptual processes driving the human ability to categorize and recognize sounds and soundscapes. Bal Lars found that the speed and accuracy in the recognition of sound events is related to the acoustic nature of the stimuli, how often they occur, and whether they can be associated with a physical cause or a sound stereotype [4]. Pelt et al. observed that the human recognition of soundscapes is guided by the identification of typical sound events, such as human voices or car engine noises, and measured an overall 70% accuracy in the human ability to discern among 25 acoustic scenes [37]. Dubois et al. investigated how individuals define their own taxonomy of semantic categories when this is not given a priori by the experimenter [15]. Finally, Tardieu et al. tested both the emergence of semantic classes and the recognition of acoustic scenes within the context of rail stations [47]. They reported that sound sources, human activities, and room effects such as reverberation are the elements driving the formation of soundscape classes and the cues employed for recognition when the categories are fixed a priori.

Influenced by the psychoacoustic/psychological literature that emphasized both local and global characteristics for the recognition of sound sources, some of the computational systems that built on the early works by researchers at MIT [42], [12] focused on modeling the temporal evolution of audio features. Eronen et al. employed MFCCs to describe the local spectral envelope of audio signals and GMMs to describe their statistical distribution [21]. Next, they trained HMMs to account for the temporal evolution of the GMMs using a discriminative algorithm that exploited knowledge about the categories of training signals. Eronen et al. further developed this work by considering a larger group of features and adding a feature transform step to the classification algorithm, obtaining an overall 58% accuracy in the classification of 18 different acoustic scenes [20].

In the algorithms mentioned so far, each signal belonging to a training set of recordings is generally divided into frames of fixed duration, and a transform is applied to each frame to obtain a sequence of feature vectors. The feature vectors derived from each acoustic scene are then employed to train a statistical model that summarizes the properties of a whole soundscape or of multiple soundscapes belonging to the same category. Finally, a
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**TABLE 1** THE LIST OF ALGORITHMS SUBMITTED FOR THE DCASE CHALLENGE ON ASC.

<table>
<thead>
<tr>
<th>ACRONYM</th>
<th>AUTHORS</th>
<th>TITLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHN</td>
<td>G. ROMA, W. NOGUEIRA, AND P. HERRERA</td>
<td>RECURRENCE QUANTIFICATION ANALYSIS FEATURES FOR AUDITORY SCENE CLASSIFICATION</td>
</tr>
<tr>
<td>RG</td>
<td>A. RAKOTOMAMONY AND G. GASSO</td>
<td>HISTOGRAM OF GRADIENTS OF TIME–FREQUENCY REPRESENTATIONS FOR AUDIO SCENE CLASSIFICATION</td>
</tr>
<tr>
<td>GSR</td>
<td>J.T. GEIGER, B. SCHULLER, AND G. RIGOLL</td>
<td>RECOGNIZING ACOUSTIC SCENES WITH LARGE-SCALE AUDIO FEATURE EXTRACTION AND SVM</td>
</tr>
<tr>
<td>CHR</td>
<td>M. CHUM, A. HABSHUSH, A. RAHMAN, AND C. SANG</td>
<td>IEEE AASP SCENE CLASSIFICATION CHALLENGE USING HMMs AND FRAME-BASED CLASSIFICATION</td>
</tr>
<tr>
<td>NHL</td>
<td>J. NAM, Z. HYUNG, AND K. LEE</td>
<td>ASC USING SPARSE FEATURE LEARNING AND SELECTIVE MAX-POOLING BY EVENT DETECTION</td>
</tr>
<tr>
<td>NR</td>
<td>W. NOGUEIRA, G. ROMA, AND P. HERRERA</td>
<td>SOUND SCENE IDENTIFICATION BASED ON MFCC, BINAURAL FEATURES AND A SUPPORT VECTOR MACHINE (SVM) CLASSIFIER</td>
</tr>
<tr>
<td>PE</td>
<td>K. PATIL AND M. ELHILALI</td>
<td>MULTRESOLUTION AUDITORY REPRESENTATIONS FOR SCENE CLASSIFICATION</td>
</tr>
<tr>
<td>KH</td>
<td>J. KRUNDERS AND G.A.T. HOLT</td>
<td>A TONE-FIT FEATURE REPRESENTATION FOR SCENE CLASSIFICATION</td>
</tr>
<tr>
<td>ELF</td>
<td>B. ELIZALDE H. LEI, G. FRIEDLAND, AND N. PETERS</td>
<td>AN I-VECTOR-BASED APPROACH FOR AUDIO SCENE DETECTION</td>
</tr>
<tr>
<td>LTT*</td>
<td>D. LI, J. TAM, AND D. TOUB</td>
<td>AUDITORY SCENE CLASSIFICATION USING MACHINE-LEARNING TECHNIQUES</td>
</tr>
<tr>
<td>OE</td>
<td>E. OLIVETTI</td>
<td>THE WONDERS OF THE NORMALIZED COMPRESSION DISSIMILARITY REPRESENTATION</td>
</tr>
</tbody>
</table>

* The original LTT submission achieved low accuracy due to a bug in a MATLAB toolbox—here we are presenting the results obtained with the correct implementation.
decision criterion is defined to assign unlabeled recordings to the category that best matches the distribution of their features.

FEATURES

Several categories of audio features have been employed in ASC systems. Here, we present a list and provide their rationale in the context of audio analysis for classification. (Here and throughout the article, the notation [1, XXX] (see Table 1) is used to cite the extended abstracts submitted for the detection and classification of acoustic scenes and events (DCASE) challenge described in “Challenge on Detection and Classification of Acoustic Scenes and Events” section.)

1) **Low-level time-based and frequency-based audio descriptors**: Several ASC systems [1, GSR] [20], [34] employ features that can be easily computed from either the signal in the time domain or its Fourier transform. These include (among others) the zero crossing rate, which measures the average rate of sign changes within a signal and is related to the main frequency of a monophonic sound; the spectral centroid, which measures the center of mass of the spectrum and is related to the perception of brightness [25]; and the spectral roll-off that identifies a frequency above which the magnitude of the spectrum falls below a set threshold.

2) **Frequency-band energy features (energy/frequency)**: This class of features used by various ASC systems [1, NR CHR GSR] [20] is computed by integrating the magnitude spectrum or the power spectrum over specified frequency bands. The resulting coefficients measure the amount of energy present within different subbands and can also be expressed as a ratio between the subband energy and the total energy to encode the most prominent frequency regions in the signal.

3) **Auditory filter banks**: A further development of energy/frequency features consists of analyzing audio frames through filter banks that mimic the response of the human auditory system. Sawhney and Maes used Gammatone filters for this purpose [42]. Clarkson et al. instead computed Mel-scaled filter bank coefficients (MFCs) [12], whereas Patil and Elahili [1, PE] employed a so-called auditory spectrogram.

4) **Cepstral features**: MFCCs are an example of cepstral features and are perhaps the most popular features used in ASC. They are obtained by computing the discrete DCT of the logarithm of MFCs. The word *cepstral* is an anagram of the word spectral and indicates that this class of features is computed by applying a Fourier-related transform to the spectrum of a signal. Cepstral features capture the spectral envelope of a sound and, thus, summarize their coarse spectral content.

5) **Spatial features**: If the soundscape has been recorded using multiple microphones, features can be extracted from the different channels to capture the properties of the acoustic scene. In the case of a stereo recording, popular features include the interaural time difference (ITD), which measures the relative delay occurring between the left and right channels when recording a sound source, and the interaural level difference (ILD), which measures the amplitude variation between channels. Both ITD and ILD are linked to the position of a sound source in the stereo field. Nogueira et al. included spatial features in their ASC system [1, NR].

6) **Voicing features**: Whenever the signal is thought to contain harmonic components, a fundamental frequency \( f_0 \) or a set of fundamental frequencies can be estimated, and groups of features can be defined to measure the properties of these estimates. In the case of ASC, harmonic components might correspond to specific events occurring within the audio scene, and their identification can help discriminate between different scenes. Geiger et al. employed voicing features related to the fundamental frequency of each frame in their system [1, GSR]. The method proposed by Krijnders and Holt [1, KH] is based on extracting tone-fit features, a sequence of voicing features derived from a perceptually motivated representation of the audio signals. First, a so-called cochleogram is computed to provide a time–frequency representation of the acoustic scenes inspired by the properties of the human cochlea. Then, the tonalness of each time–frequency region is evaluated to identify tonal events in the acoustic scenes, resulting in tone-fit feature vectors.

7) **Linear predictive coefficients (LPCs)**: This class of features has been employed in the analysis of speech signals that are modeled as autoregressive processes. In an autoregressive model, samples of a signal \( s \) at a given time instant \( t \) are expressed as linear combinations of samples at \( L \) previous time instants

\[
s(t) = \sum_{l=1}^{L} a_l s(t-l) + e(t),
\]

where the combination coefficients \( \{a_l\}_{l=1}^{L} \) determine the model parameters and \( e \) is a residual term. There is a mapping between the value of LPCs and the spectral envelope of the modeled: therefore, \( a_l \) encodes information regarding the general spectral characteristics of a sound. Eronen et al. employed LPC features in their proposed method [20].

8) **Parametric approximation features**: Autoregressive models are a special case of approximation models where a signal \( s \) is expressed as a linear combination of \( J \) basis functions from the set \( \{\phi_j\}_{j=1}^{J} \)

\[
s(t) = \sum_{j=1}^{J} a_j \phi_j(t) + e(t).
\]

Whenever the basis functions \( \phi_j \) are parameterized by a set of parameters \( \gamma_j \), features can be defined according to the functions that contribute to the approximation of the signal. For example, Chu et al. decompose audio scenes using the Gabor transform, which is a representation where each basis function is parameterized by its frequency \( f \), its time scale \( u \), its time shift \( \tau \), and its frequency phase \( \theta \) so that \( \gamma_j = (f, u, \tau, \theta) \) [10]. The set of indexes identifying nonzero coefficients \( j = \{j: \gamma_j \neq 0 \} \) corresponds to a set of active parameters \( \gamma_j \) contributing to the approximation of the signal and encodes events in an audio scene that occur at specific time–frequency locations. Patil and Elahili also extract parametric features derived from the two-dimensional (2-D) convolution between the auditory spectrogram and 2-D Gabor filters [1, PE].
9) Unsupervised learning features: The model (2) assumes that a set of basis functions is defined a priori to analyze a signal. Alternatively, bases can be learned from the data or from other features already extracted in an unsupervised way. Nam et al. employed a sparse restricted Boltzmann machine (SRBM) to adaptively learn features from the MFCCs of the training data [1, NHL]. An SRBM is a neural network that has been shown to learn basis functions from input images, which resemble the properties of representations built by the visual receptors in the human brain. In the context of ASC, an SRBM adaptively encodes basic properties of the spectrum of the training signals and returns a sequence of features learned from the MFCCs along with an activation function that is used to determine time segments containing significant acoustic events.

10) Matrix factorization methods: The goal of matrix factorization for audio applications is to describe the spectrogram of an acoustic signal as a linear combination of elementary functions that capture typical or salient spectral elements and are, therefore, a class of unsupervised learning features. The main intuition that justifies using matrix factorization for classification is that the signature of events that are important in the recognition of an acoustic scene should be encoded in the elementary functions, leading to discriminative learning. Cauchi employed nonnegative matrix factorization (NMF) [8], and Benetos et al. used probabilistic latent component analysis in their proposed algorithms [6]. Note that a matrix factorization also outputs a set of activation functions that encode the contribution of elementary functions in time, hence modeling the properties of a whole soundscape. Therefore, this class of techniques can be considered to jointly estimate local and global parameters.

11) Image processing features: Rakotomamonjy and Gasso designed an algorithm for ASC whose feature extraction function comprises the following operations [1, RG]. First, the audio signals corresponding to each training scene are processed using a constant-Q transform, which returns frequency representations with logarithmically spaced frequency bands. Then, $512 \times 512$-pixel grayscale images are obtained from the constant-Q representations by interpolating neighboring time-frequency bins. Finally, the features are extracted from the images by computing the matrix of local gradient histograms. This is obtained by dividing the images into local patches, defining a set of spatial orientation directions, and counting the occurrence of edges exhibiting each orientation. Note that, in this case, the vectors of features are not independently extracted from frames but from time–frequency tiles of the constant-Q transform.

12) Event detection and acoustic unit descriptors: Heittola et al. proposed a system for ASC that classifies soundscapes based on a histogram of events detected in a signal [27]. During the training phase, the occurrence of manually annotated events (such as a honking car horn, applause, or a basketball bouncing) is used to derive models for each scene category. In the test phase, HMMs are employed to identify events within an unlabeled recording and to define a histogram that is compared to the ones derived from the training data. This system represents an alternative to the common framework that includes features, statistical learning, and a decision criterion in that it essentially performs event detection and ASC at the same time. However, for the purpose of this tutorial, the acoustic events can be thought of as high-level features whose statistical properties are described by histograms.

A similar strategy is employed by Chaudhuri et al. to learn acoustic unit descriptors (AUDs) and classify YouTube multimedia data [9]. AUDs are modeled using HMMs and used to transcribe an audio recording into a sequence of events. The transcriptions are assumed to be generated by N-gram language models whose parameters are trained on different soundscape categories. The transcriptions of unlabeled recordings during the test phase are, thus, classified following a maximum likelihood criterion.

FEATURE PROCESSING

The features described so far can be further processed to derive new quantities that are used either in place or as an addition to the original features.

FEATURE TRANSFORMS

This class of methods is used to enhance the discriminative capability of features by processing them through linear or non-linear transforms. Principal component analysis (PCA) is perhaps the most commonly cited example of feature transforms. It learns a set of orthonormal bases that minimize the Euclidean error resulting from projecting the features onto subspaces spanned by subsets of the basis set (the principal components) and, hence, identifies the directions of maximum variance in the data set. Because of this property, PCA and the more general independent component analysis (ICA) have been employed as dimensionality reduction techniques to project high-dimensional features onto lower-dimensional subspaces while retaining the maximum possible amount of variance [1, PE] [20], [34]. Nogueira et al., on the other hand, evaluate a Fisher score to measure how features belonging to the same class are clustered near each other and far from features belonging to different classes [1, NR]. A high Fisher score implies that features extracted from different classes are likely to be separable, and it is used to select optimal subsets of features.

TIME DERIVATIVES

For all of the quantities computed on local frames, discrete time derivatives between consecutive frames can be included as additional features that identify the time evolution of the properties of an audio scene.

STATISTICAL MODELS

Once the features are extracted from the audio frames, the next stage of an ASC system generally consists of learning statistical models of the distribution of the features. Statistical models are parametric mathematical models used to summarize the properties of individual audio scenes or whole soundscape categories.
MFCCs, GMMs, AND A MAXIMUM LIKELIHOOD CRITERION

MFCCs

MFCCs have been widely used as a feature for audio analysis. Let \( s_n \in \mathbb{R}^p \) be a signal frame and \( |s_n| \) the absolute value of its Fourier transform. The coefficients corresponding to linearly spaced frequency bins are mapped onto \( R \) Mel frequency bands to approximate the human perception of pitches (which can be approximately described as logarithmic, meaning that we are capable of a much better resolution at low frequencies than at high frequencies), resulting in \( L \leq D \) coefficients. The magnitude of the Mel coefficients is converted to a logarithmic scale and the resulting vector is processed using a discrete cosine transform (DCT). Finally, the \( K \leq R \) first coefficients are selected and constitute the vector of features \( x = \mathcal{T}(s_n) \). This last step essentially measures the frequency content of the log-magnitude of the spectrum of a signal and, therefore, captures general properties of the spectral envelope. For example, periodic sounds that exhibit spectral peaks at multiples of a fundamental frequency are highly correlated with one or several cosine bases, encoding this information in the value of the corresponding MFCC coefficients. The set of parameters \( \theta = (D, R, K) \) includes frames, dimension, the number of Mel bands, and the number of DCT coefficients that need to be defined when computing the MFCCs. These parameters determine the dimensionality reduction introduced by the features extraction operator, and their choice is governed by the trade-off between generalization and discrimination mentioned in the section "A General Framework for ASC."

STATISTICAL NORMALIZATION

To classify features extracted from signals belonging to different categories, it is important to evaluate the relative differences between the values of feature vectors belonging to different classes rather than differences between different coefficients within feature vectors extracted from the same signal. For this reason, during the training phase of the ASC classification algorithm, statistical normalization is performed as a standard feature processing aimed at avoiding offsets or scaling variations of any of the coefficients within feature vectors. This is accomplished by subtracting the global mean and dividing each coefficient by its global standard deviation. After the feature vectors have been normalized, the average and standard deviation of the coefficients \( x_{n,\text{new}} \) are 0 and 1, respectively.

GMMs

GMMs are used to infer global statistical properties of the features from local features vectors, which are interpreted as realizations of a generative stochastic process. Let \( \mathcal{N}(\mu, \Sigma) \) be a multivariate normal distribution with mean \( \mu \in \mathbb{R}^d \) and covariance matrix \( \Sigma \in \mathbb{R}^{d \times d} \) and recall that the notation \( x_{n,\text{new}} \) identifies features vectors extracted from training signals that belong to the \( q \)th category. Then, every such vector is modeled as generated by the following distribution:

\[
x_{n,\text{new}} \sim \prod_{q=1}^{M} w_q \mathcal{N}(\mu_q, \Sigma_q),
\]

where \( l \) is a fixed number of components and \( w_q \) is a latent variable expressing the probability that a particular observation is generated from the \( l \)th component.

The operator \( \mathcal{T} \) takes the collection of features \( x_{n,\text{new}} \) and learns a global model for the \( q \)th class \( \mathcal{M}_q = (\{w_l, \mu_l, \Sigma_l\}_{l=1}^M) \) by estimating the parameters of the Gaussian mixture distribution in (S1), which can be accomplished through an expectation-maximization (EM) algorithm [7]. The only parameter to be set in this case is the number of Gaussian components \( M \), which rules a tradeoff between model accuracy and overfitting. Indeed, \( M \) must include a sufficient number of components to account for the fact that different events within a soundscape generate sounds with different spectral properties. However, as the number of components becomes too large, the model tends to fit spurious random variations in the training data, hindering the generalization capabilities of the algorithm when confronted with an unlabeled sound.

MAXIMUM LIKELIHOOD CRITERION

Once the GMMs' \( \mathcal{M}_q \) have been inferred from the training data, features can be extracted from an unlabeled sound by applying the operator \( \mathcal{T} \). The new sequence of features \( x_{n,\text{new}} \) is statistically normalized using the same mean and standard deviation values obtained from the training signals, and a likelihood measure \( \hat{g} \) is employed to evaluate which class is statistically most likely to generate the observed features, hence determining the sound classification. A set of coefficients \( g_q \) is computed by evaluating the log-likelihood of the observed data given the model

\[
g_q = p(x_{n,\text{new}} | \mathcal{M}_q) \propto \sum_{l=1}^{M} w_l (x_{n,\text{new}} - \mu_l)^\top \Sigma_l (x_{n,\text{new}} - \mu_l),
\]

and a category is picked based on the most likely model \( c_{\text{new}} = \arg \max g_q \).

Note that the baseline system described here is an example of a bag-of-frames technique where the ordering of the sequence of features is irrelevant. Any random permutation of the sequences \( x_{n,\text{new}} \) does not affect the computation of the GMM parameters and, thus, the classification of unlabeled signals.

from the feature vectors. They can be divided into generative or discriminative methods.

When working with generative models, feature vectors are interpreted as being generated from one of a set of underlying statistical distributions. During the training stage, the parameters of the distributions are optimized based on the statistics of the training data. In the test phase, a decision criterion is defined to determine the most likely model that generated a particular observed example. A simple implementation of this principle is to compute the basic statistical properties of the distribution of
feature vectors belonging to different categories (such as their mean values), hence obtaining one class centroid for each category. The same statistic can be computed for each unlabeled sample that is assumed to be generated according to the distribution with the closest centroid and is assigned to the corresponding category.

When using a discriminative classifier, the features derived from an unlabeled sample are not interpreted as being generated by a class-specific distribution but are assumed to occupy a class-specific region in the feature space. One of the most popular discriminative classifiers for ASC is the SVM. The model output from an SVM determines a set of hyperplanes that optimally separate features associated to different classes in the training set (according to a maximum-margin criterion). An SVM can only discriminate between two classes. However, when the classification problem includes more than two categories (as is the case in the ASC task presented in this article), multiple SVMs can be combined to determine a decision criterion that allows for discrimination between \( Q \) classes. In the one-versus-all approach, \( Q \) SVMs are trained to discriminate between data belonging to one class and data from the remaining \( Q - 1 \) classes. Instead, in the one-versus-one approach, \( Q(Q - 1)/2 \) SVMs are trained to classify between all possible class combinations. In both cases, the decision criterion estimates the class from an unlabeled sample by evaluating the distance between the data and the separating hyperplanes learned by the SVMs.

Discriminative models can be combined with generative ones. For example, one might use the parameters of generative models learned from training data to define a feature space and then employ an SVM to learn separating hyperplanes. In other words, discriminative classifiers can be used to derive classification criteria from either the feature vectors or the parameters of their statistical models. In the former case, the overall classification of an acoustic scene must be estimated from the classification of individual data frames using, e.g., a majority vote.

Different statistical models have been used for computational ASC, and the following list highlights their categories.

1) **Descriptive statistics:** Several techniques for ASC [1, KH GSR RNH] employ descriptive statistics. This class of methods is used to quantify various aspects of statistical distributions, including moments (such as mean, variance, skewness, and kurtosis of a distribution), quantiles, and percentiles.

2) **GMMs:** Other methods for ASC [11], [2] employ GMMs, which are generative methods where feature vectors are interpreted as being generated by a multimodal distribution expressed as a sum of Gaussian distributions. GMMs are further detailed in “MFCCs, GMMs, and a Maximum Likelihood Criterion” where we will present a baseline ASC system used for a benchmark.

3) **HMMs:** This class of models is used in several ASC systems [12], [20] to account for the temporal unfolding of events within complex soundscapes. Suppose, for example, that an acoustic scene recorded in an underground train includes an alert sound preceding the sound of the doors closing and the noise of the electric motor moving the carriage to the next station. The features extracted from these three distinct sounds could be modeled using Gaussian densities with different parameters, and the order in which the events normally occur would be encoded in an HMM transition matrix. This contains the transition probability between different states at successive times, which is the probability of each sound occurring after the other.

A transition matrix that correctly models the unfolding of events in an underground train would contain large diagonal elements indicating the probability of sounds persisting in time, significant probabilities connecting events that occur after each other (an alert sound followed by the sound of the doors closing and then the sound of motors), and negligible probabilities connecting sounds that occur in the wrong order (for example, the doors closing before the alert sound).

4) **Recurrence quantification analysis:** Roma et al. employ recurrence quantification analysis (RQA) to model the temporal unfolding of acoustic events [1, RNH]. This technique is used to learn a set of parameters that have been developed to study dynamical systems in the context of chaos theory and are derived from so-called recurrence plots, which capture periodicities in a time series. In the context of ASC, the RQA parameters include: recurrence measuring the degree of self-similarity of features within an audio scene; determinism, which is correlated to sounds periodicities; and laminarity, which captures sounds containing stationary segments. The outputs of the statistical learning function are a set of parameters that model each acoustic scene in the training set. This collection of parameters is then fed to an SVM to define the decision boundaries between classes that are used to classify unlabeled signals.

5) **i-vector:** The system proposed by Elizalde et al. [1, ELF] is based on the computation of the i-vector [14]. This is a technique originally developed in the speech processing community to address a speaker verification problem, and it is based on modeling a sequence of features using GMMs. In the context of ASC, the i-vector is specifically derived as a function of the parameters of the GMMs learned from MFCCs. It leads to a low-dimensional representation summarizing the properties of an acoustic scene and is input into a generative probabilistic linear discriminant analysis (pLDA) [30].

**DECISION CRITERIA**

Decision criteria are functions used to determine the category of an unlabeled sample from its feature vectors and from the statistical model learned from the set of training samples. Decision criteria are generally dependent on the type of statistical learning methods used. The following details how different models are associated to the respective criteria.

1) **One versus one and one versus all:** These decision criteria are associated to the output of a multiclass SVM and are used to map the position of a features vector to a class, as already described in the section “Statistical Models.”

2) **Majority vote:** This criterion is used whenever a global classification must be estimated from decisions about single audio frames. Usually, an audio scene is classified according
to the most common category assigned to its frames. Alternatively, a weighted majority vote can be employed to vary the importance of different frames. Patil and Elahili, for example, assign larger weights to audio frames containing more energy [1, PE].

3) Nearest neighbor: According to this criterion, a feature vector is assigned to the class associated to the closest vector from the training set (according to a metric, often the Euclidean distance). A generalization of the nearest neighbor is the $k$-nearest neighbor criterion, whereby the $k$ closest vectors are considered and a category is determined according to the most common classification.

4) Maximum likelihood: This criterion is associated with generative models, whereby feature vectors are assigned to the category whose model is most likely to have generated the observed data according to a likelihood probability.

5) Maximum a posteriori (MAP): An alternative to maximum likelihood classification is the MAP criterion, which includes information regarding the marginal likelihood of any given class. For instance, suppose a global positioning system in a mobile device indicates that, in the current geographic area, some environments are more likely to be encountered than others. This information could be included in an ASC algorithm through an MAP criterion.

META-ALGORITHMS

In the context of supervised classification, meta-algorithms are machine-learning techniques designed to reduce the classification error by running multiple instances of a classifier in parallel, each of which uses different parameters or different training data. The results of each classifier are then combined into a global decision.

DECISION TREES AND TREE BAGGERS

A decision tree is a set of rules derived from the analysis of features extracted from training signals. It is an alternative to generative and discriminative models because it instead optimizes a set of if/else conditions about the values of features that leads to a classification output. Li et al. employed a tree-bagger classifier, which is a set of multiple decision trees [1, LTT]. A tree bagger is an example of a classification meta-algorithm that computes multiple so-called weak learners (classifiers whose accuracy is only assumed to be better than chance) from randomly sampled copies of the training data following a process called bootstrapping. In the method proposed by Li et al., the ensemble of weak learners is then combined to determine a category for each frame and, in the test phase, an overall category is assigned to each acoustic scene based on a majority vote.

NORMALIZED COMPRESSION DISSIMILARITY AND RANDOM FOREST

Olivetti adopts a system for ASC that departs from the techniques described throughout this article in favor of a method based on audio compression and random forest [1, OE]. Motivated by the theory of Kolmogorov complexity, which measures the shortest binary program that outputs a signal and that is approximated using compression algorithms, he defines a normalized compression distance between two audio scenes. This is a function of the size in bits of the files obtained by compressing the acoustic scenes using any suitable audio coder. From the set of pairwise distances, a classification is obtained using a random forest, which is a meta-algorithm based on decision trees.

MAJORITY VOTE AND BOOSTING

The components of a classification algorithm can themselves be thought of as parameters subject to optimization. Thus, a further class of meta-algorithms deals with selecting from or combining multiple classifiers to improve the classification accuracy. Perhaps the simplest implementation of this general idea is to run several classification algorithms in parallel on each test sample and determine the optimal category by a majority vote, an approach that will be also used in the section “Evaluation of Algorithms for ASC.” Other more sophisticated methods include boosting techniques [44], where the overall classification criterion is a function of linear combinations involving a set of weak learners.

A GENERAL FRAMEWORK FOR ASC

Now that we have seen the range of machine-learning and signal processing techniques used in the context of ASC, let us define a framework that allows us to distill a few key operators and components. Computational algorithms for ASC are designed to solve a
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[FIG1] A supervised classification framework for ASC.
supervised classification problem where a set of $M$ training recordings $\{s_m\}_{m=1}^M$ is provided and associated with corresponding labels $\{c_m\}_{m=1}^M = 1$ that indicate the category to which each soundscape belongs. Let $\{\gamma_q\}_{q=1}^Q$ be a set of labels indicating the members of a universe of $Q$ possible categories. Each label $c_m$ can assume one of the values in this set, and we define a set, $A_q = \{m : c_m = \gamma_q\}$, that identifies the signals belonging to the $q$th class. The system learns statistical models from the different classes during an off-line training phase and uses them to classify unlabeled recordings, $s_{new}$, in the test phase.

First, each of the training signals is divided into short frames. Let $D$ be the length of each frame, and $s_{n,m} \in \mathbb{R}^D$ indicates the $n$th frame of the $m$th signal. Typically, $D$ is chosen so that the duration of the frames is about 50 ms depending on the signal's sampling rate.

The frames in the time domain are not directly employed for classification but rather are used to extract a sequence of features through a transform $T: T(s_{n,m}) = x_{n,m}$, where $x_{n,m} \in \mathbb{R}^K$ indicates a vector of features of dimension $K$. Often, $K < D$, meaning that $T$ causes a dimensionality reduction. This is aimed at obtaining a coarser representation of the training data where members of the same class result in similar features (yielding generalization) and members of different classes can be distinguished from each other (allowing discrimination). Some systems further manipulate the features using feature transforms, such as in the method proposed by Eronen et al. [20]. For clarity of notation, we will omit this additional feature processing step from the description of the ASC framework, considering any manipulation of the features to be included in the operator $T$.

The individual features obtained from time-localized frames cannot summarize the properties of soundscapes that are constituted by a number of different events occurring at different times. For this reason, sequences of features extracted from signals belonging to a given category are used to learn statistical models of that category, abstracting the classes from their empirical realizations. Let $x_{n,q}$ indicate the features extracted from the signals belonging to the $q$th category. The function $S: S(x_{n,q}) = M$ learns the parameters of a statistical model $M$ that describes the global properties of the training data. Note that this formulation of the statistical learning stage (also illustrated in Figure 1) can describe a discriminative function that requires features from the whole training set to compute separation boundaries between classes. In the case of generative learning, the output of the function $S$ can be separated into $Q$ independent models $\{M_q\}$ containing parameters for each category, or into $M$ independent models $\{M_m\}$ corresponding to each training signal.

Once the training phase has been completed and a model $M$ has been learned, the transform $T$ is applied in the test phase to a new unlabeled recording $s_{new}$, leading to a sequence of features $x_{new}$. A function $G: G(x_{new}, M) = c_{new}$ is then employed to classify the signal, returning a label in the set $\{\gamma_q\}_{q=1}^Q$.

Most of the algorithms mentioned in the section “Background: A History of ASC” follow the framework depicted in Figure 1 and only differ in their choice of the functions $T$, $S$, and $G$. Some follow a seemingly different strategy but can still be analyzed in light of this framework. For example, matrix factorizations algorithms like the one proposed by Benetos et al. [6] can be interpreted as combining features extraction and statistical modeling through the unsupervised learning of spectral templates and an activation matrix, as already discussed in the section “Features.”

A special case of ASC framework is the so-called bag-of-frames approach [2], named in an analogy with the bag-of-words technique for text classification whereby documents are described by the distribution of their word occurrences. Bag-of-frames techniques follow the general structure shown in Figure 1 but ignore the ordering of the sequence of features when learning statistical models.

**CHALLENGE OF DCASE**

Despite a rich literature on systems for ASC, the research community has so far lacked a coordinated effort to evaluate and benchmark algorithms that tackle this problem. The challenge of DCASE has been organized in partnership with the IEEE Audio and Acoustic Signal Processing (AASP) Technical Committee to test and compare algorithms for ASC and for event detection and classification. This initiative is in line with a wider trend in the signal processing community aimed at promoting reproducible research [50]. Similar challenges have been organized in the areas of music information retrieval [36], speech recognition [5], and source separation [46].

**THE DCASE DATA SET**

Existing algorithms for ASC have been generally tested on data sets that are not publicly available [42], [20], making it difficult if not impossible to produce sustainable and reproducible experiments built on previous research. Creative Commons licensed sounds can be accessed for research purposes on http://freesound.org, a collaborative database that includes environmental sounds along with music, speech, and audio effects. However, the different recording conditions and varying quality of the data present in this repository would require a substantial curating effort to identify a set of signals suited for a rigorous and fair evaluation of ASC systems. On the other hand, the adoption of commercially available databases, such as the Series 6000 General Sound Effects Library [54], would constitute a barrier to research reproducibility due to their purchase cost.

The DCASE challenge data set [23] was specially created to provide researchers with a standardized set of recordings produced in ten different urban environments. The soundscapes were recorded in the London area and include: a bus, a busy street, an office, an open-air market, a park, a quiet street, a restaurant, a supermarket, the tube (underground railway), and a tube station. Two disjoint data sets were constructed from the same group of recordings, each containing ten 30-s long clips for each scene, totaling 100 recordings. Of these two data sets, one is publicly available and can be used by researchers to train and test their ASC algorithms; the other has been held back and has been used to evaluate the methods submitted for the challenge.
LIST OF SUBMISSIONS

A total of 11 algorithms were proposed for the DCASE challenge on ASC from research institutions worldwide. The respective authors submitted accompanying extended abstracts describing their techniques, which can be accessed from the DCASE Web site [55]. Table 2 lists the authors and titles of the contributions and defines the acronyms that are used throughout the article to refer to the algorithms.

In addition to the methods submitted for the challenge, we designed a benchmark baseline system that employs MFCCs, GMMs, and a maximum likelihood criterion. We have chosen to use these components because they represent standard practices in audio analysis, which are not specifically tailored to the ASC problem and, therefore, provide an interesting comparison with more sophisticated techniques. Table 1 summarizes the various approaches for ASC (see “MFCCs, GMMs, and a Maximum Likelihood Criterion”).

EVALUATION OF ALGORITHMS FOR ASC

EXPERIMENTAL DESIGN

A system designed for ASC comprises training and test phases. The researchers who participated in the DCASE challenge were provided with a public data set that includes ground truth labels, indicating the environment in which the sounds were recorded. The training, test, and optimization of design parameters can be performed by partitioning this data set into training and test subsets, a standard practice in machine learning that is further discussed next. To obtain a fair evaluation reflecting the conditions of a real-world application, where sounds and labels are unknown to the algorithms, the methods submitted to the DCASE challenge were tested on a private data set.

CROSS-VALIDATION

Recall from Figure 1 that statistical models are learned from the elements of the training data that belong to different classes and, therefore, depend on the particular signals available for training. This represents a general problem of statistical inference occurring every time models are learned using a limited set of data and is associated with a sampling error or bias. For example, to learn a statistical model of the sounds produced in an office environment, we would ideally need complete and continuous historical recordings from every office in the world. By only analyzing data recorded from one or several offices, we are bound to learn models that are biased toward the sounds present within the available signals. However, if the training data are rich enough to include sounds produced in most office environments, and if these sounds are effectively modeled, then the sampling bias can be bounded and models can statistically infer general properties of office environments from an incomplete set of measurements. Cross-validation is employed to minimize the sampling bias by optimizing the use of a set of available data. The collection of labeled recordings is partitioned into different subsets for training and testing so that all of the samples are used in the test phase. Different partition methods have been proposed in the literature for this purpose [7]. To evaluate the algorithms submitted to the DCASE challenge, we employed a so-called stratified fivefold cross-validation of the private data set. From 100 available recordings, five independent classifications are performed so that each run contains 80 training recordings and 20 test recordings. The

![Graph]

The mean values and confidence intervals of the accuracy of methods for ASC evaluated on the DCASE private data set using stratified fivefold cross-validation. The boxes enclose methods that cannot be judged to perform differently with a significance level of 95%. See Table 1 for the definition of the algorithms’ acronyms. MV is a majority vote classifier that assigns to an audio recording the label that is most commonly returned by the other methods. H indicates the median human accuracy, as obtained through the test described in the section “Human Listening Test,” while [31] refers to the human accuracy obtained by Krijnders and Holt. Note that algorithmic results are not directly comparable to the variations in human performance, and, hence, only the median human performance is depicted. See Figure 6 for more details on the distribution of human accuracies.
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A confusion matrix of MV algorithmic classification results.

Partitions are designed so that the five test subsets are disjoint, thus allowing for the classification of each of the 100 signals in the test phases. In addition, the proportion of signals belonging to different classes is kept constant in each training and test subset (eight signals per class in the former and two signals per class in the latter) to avoid bias during statistical learning.

**Performance Metrics**

Performance metrics were calculated from each classification obtained using the training and test subsets, yielding five results for each algorithm. Let $\Gamma$ be the set of correctly classified samples. The classification accuracy is defined as the proportion of correctly classified sounds relative to the total number of test samples. The confusion matrix is a $Q \times Q$ matrix whose $(i, j)$th element indicates the number of elements belonging to the $i$th class that have been classified as belonging to the $j$th class. In a problem with $Q = 10$ different classes, chance classification has an accuracy of 0.1 and a perfect classifier has an accuracy of 1. The confusion matrix of a perfect classifier is a diagonal matrix whose $(i, j)$th elements correspond to the number of samples belonging to the $i$th class.

**Results**

Figure 2 depicts the results for the algorithms submitted to the DCASE challenge (see Table 1 for the acronyms of the methods). The central dots are the percentage accuracies of each technique calculated by averaging the results obtained from the five folds, and the bars are the relative confidence intervals. These intervals are defined so that it takes the value 1 if the file has been correctly classified and 0 if it has been misclassified. Each $X_p$ is a third random variable $Y_p = X_{C1,p} - X_{C2,p}$, a product of the 95% quantile of a standard normal distribution $\phi_{N(0,1)} \approx 3.92$ and the standard error of the accuracy (that is, the ratio between the standard deviation of the accuracies of the folds and the square root of the number of folds $\sigma/\sqrt{5}$). Under the Gaussian assumption, confidence intervals are interpreted as covering with 95% probability the true value of the expectation of the accuracy.

From analyzing the plot, we can observe that the baseline algorithm achieves a mean accuracy of 55%, and a group of other methods obtain a similar result in the range between 55 and 65%. Four algorithms (GSR, RG, LTT, and RNH) approach or exceed a mean accuracy of 70%. OE performs relatively close to chance level and significantly worse than all of the other methods. The boxes displaying the results of the paired tests explained in the section “Ranking of Algorithms” indicate that a number of systems performed significantly better than the baseline.

Finally, the method MV indicated in red refers to a majority vote classifier whose output for each test file is the most common category assigned by all other methods. The mean accuracy obtained with this metaheuristic outperforms all of the other techniques, indicating a certain degree of independence between the classification errors committed by the algorithms. In other words, for almost 80% of soundscapes, some algorithms make a correct decision, and the algorithms that make an incorrect classification do not all agree on one particular incorrect label. This allows the decisions to be combined into a relatively robust meta-classifier. On the other hand, the performance obtained using MV is still far from perfect, suggesting that a number of acoustic scenes are misclassified by most algorithms. Indeed, this can be confirmed by analyzing the confusion matrix of the MV solution.

As we can see in Figure 3, the class pairs (park, quiet street) and (tube, tube station) are commonly misclassified by the majority of the algorithms.

To investigate the poor performance of the method OE, we considered the results obtained on the public DCASE data set, which are not detailed here for the sake of conciseness. OE obtained the highest classification accuracy of all methods, suggesting that it overfitted the training data by learning models that could not generalize to the test signals.

**Ranking of Algorithms**

The ASC performance has been evaluated by computing the statistics among different cross-validation folds. However, all of the submitted methods have been tested on every file of the same held-back data set, and this allows us to compare their accuracy on a file-by-file basis. Recall that $s_p$ indicates a signal in the test set. A binary variable $X_p$ can be assigned to each signal and defined so that it takes the value 1 if the file has been correctly classified and 0 if it has been misclassified. Each $X_p$ can thus be interpreted as a realization of a Bernoulli random process whose average is the mean accuracy of the classifier.
values in the set \{-1, 0, +1\} and indicates the difference in the correct or incorrect classification of \( s_p \) by the two classifiers (that is, \( Y = -1 \) implies that \( C_1 \) has misclassified \( s \) and \( C_2 \) has correctly classified it; \( Y = 0 \) means that the two methods return equivalently correct or incorrect decisions, and \( Y = 1 \) implies that \( C_1 \) has correctly classified \( s \) and \( C_2 \) has misclassified it). A sign test [24] can be performed to test the hypothesis that the expected value of \( Y \) is equal to zero. This is equivalent to performing a paired test evaluating the hypothesis that the performance of the two classifiers \( C_1 \) and \( C_2 \) is the same. Hence, being able to reject this hypothesis at a fixed probability level provides a method to rank the algorithms.

The gray boxes in Figure 2 represent groups of methods whose accuracy is not significantly different when tested on the DCASE data set, according to the sign tests ranking criterion evaluated between pairs of different methods. Methods enclosed in the same box cannot be judged to perform better or worse according to the chosen significance level. Starting with the least accurate algorithms, we can observe that the performance of OE is significantly different compared with all the other techniques. Then, a cluster of methods ranging from ELF to CHR do not perform significantly differently from the baseline. GSR and RG can be said to have significantly higher accuracy if compared to the baseline method, but not if compared to NR, NHL, or CHR. Finally, RNH is not significantly more accurate than GSR, RG, and LTT, but it outperforms all of the remaining methods. Note that we do not include the results of the majority vote metaheuristic in the ranking, as a paired sign test assumes the variables \( X_{C_{1,p}} \), \( X_{C_{2,p}} \) to be statistically independent, and this assumption is violated in the case of MV.

![Figure 4](image4.png) The distribution of algorithmic soundscapes classification accuracies. The solid line in (a) represents the average accuracy calculated from all of the acoustic scenes. (b) The histogram of mean accuracies resulting from the classification of all 100 soundscapes, highlighting that ten soundscapes are correctly classified by at most only 10% of the algorithms.

![Figure 5](image5.png) A multidimensional scaling solution (2-D) derived from the pairwise similarities between algorithm labeling decisions. Algorithms that make similar (mis)classifications tend to appear close to one another.
DISTRIBUTION OF ALGORITHMIC SOUNDSCAPES CLASSIFICATION ACCURACIES

Further analysis of the classification results can be carried out to understand whether there are individual soundscape recordings in the DCASE data set that are classified more accurately than others. After evaluating each method with a fivefold cross-validation, every signal \( s_p \) is classified by all of the algorithms. Figure 4 shows a scatter plot of the mean classification accuracy obtained for each file and a histogram of the relative distribution. We can observe that some acoustic scenes belonging to the categories “bus,” “busy street,” “quiet street,” and “tube station” are never correctly classified (those at 0%). In general, the classification accuracy among soundscapes belonging to the same category greatly varies, with the exception of the classes “office” and “restaurant” that might contain distinctive events or sound characteristics resulting in more consistent classification accuracies.

PAIRWISE SIMILARITY OF ALGORITHMS’ DECISIONS

While the results in Figure 2 demonstrate the overall accuracy achieved by algorithms, they do not show which algorithms tend to make the same decisions as others. For example, if two algorithms use a very similar method, we would expect them to make a similar pattern of mistakes. We can explore this aspect of the algorithms by comparing their decisions pairwise against one another and using the number of disagreements as a distance measure. We can then visualize this using multidimensional scaling (MDS) to project the points into a low-dimensional space, which approximately honors the distance values [16, Ch. 10].

The results of the MDS are shown in Figure 5. We tested multiple dimensionalities and found that 2-D (as shown) yielded a sufficiently low stress to be suitably representative. The OE submission is placed in a corner of the plot at some distance from the other algorithms; that submission achieved low scores on the private testing data. As a whole, the plot does not appear to cluster together methods by feature type, as MFCC and non-MFCC approaches as well as SVM and non-SVM approaches are interspersed.

HUMAN LISTENING TEST

To determine a human benchmark for the algorithmic results on ASC, we designed a crowdsourced online listening test in which participants were asked to classify the public DCASE data set by listening to the audio signals and choosing the environment in which each signal was recorded from the ten categories: “bus,” “busy street,” “office,” “open-air market,” “park,” “quiet street,” “restaurant,” “supermarket,” “tube,” and “tube station.”

In designing the listening experiment, we chose not to divide the classification into training and test phases because we were interested in evaluating how well humans can recognize the acoustic environments basing their judgment on nothing other than their own personal experience. The participants were not presented with labeled training sounds before the test, and they were not told their performance during the test.

To maximize the number of people taking the test, we allowed each participant to classify as many acoustic scenes as he or she wanted while randomizing the order in which the audio samples appeared in the test to ensure that each file had the same probability of being classified. To avoid potential biases, people who were likely to have worked with the data and, thus, were likely to know the class labels in advance, did not take the test.

HUMAN ACCURACY

Fifty participants took part in the test. Their most common age was between 25 and 34 years old, and the most common listening device employed during the test was high-quality headphones. Special care was taken to remove test cases or invalid attempts from the sample. This included participants clearly labeled as “test” in the metadata, participants who only attempted to label only one or...
two soundscapes, and most of those who achieved scores as low as 0%, which points to outliers with a clear lack of motivation. Figure 6 shows that the mean accuracy among all participants was 72%, and the distribution of accuracies reveals that most people scored between 60 and 100%, with two outliers whose accuracy was as low as 20%. Since the distribution of accuracies is not symmetric, we show a box plot summarizing its statistics instead of reporting confidence intervals for the mean accuracy. The median value of the participants’ accuracy was 75%, the first and third quartiles are located at around 60 and 85%, and 95% of values lie between around 45 and 100%. Note that, although we decided to include the results from all of the participants in the study who classified at least a few soundscapes, the most extreme points (corresponding to individuals who obtained accuracies of about 25 and 100%, respectively) only include classifications performed on fewer than ten acoustic scenes. Removing from the results participants who achieved about 25% accuracy would result in a mean of 74%, which is a lot closer to the median value. In a more controlled listening test, Krijnders and Holt [31] engaged 37 participants, with each participant asked to listen to 50 public DCASE soundscapes and select one of the ten categories. The participants were required to listen for the entire duration of the recordings and use the same listening device. They obtained a mean accuracy of 79%, which is in the same area as the results of our crowdsourced study (75%).

CUMULATIVE ACCURACY
During the test, we asked the participants to indicate their age and the device they used to listen to the audio signals, but we did not observe a correlation between these variables and the classification accuracy. We did observe a correlation between the number of classified samples and the overall classification accuracy. People who listened to and categorized most or all of the 100 total samples tended to score better than individuals who only classified a few sounds. To assess whether this occurred because participants learned how to better classify the sounds as they progressed in the test, we computed for each individual the cumulative accuracy \( \rho(t) \), which is defined as the ratio between the number of correctly classified samples and the total number of classified samples at times \( t = 1, \ldots, P \)

\[
\rho(t) = \frac{\Gamma(t)}{t}.
\]

A positive value of the discrete first-time derivative of this function \( \rho'(t) = \rho(t) - \rho(t - 1) \) would indicate that there is an improvement in the cumulative classification accuracy as time progresses. Therefore, we can study the distribution of \( \rho'(t) \) to assess the hypothesis that participants were implicitly training an internal model of the classes as they performed the test. The average of the function \( \rho'(t) \) calculated for all of the participants was –0.0028. A right-tailed t-test rejected with 95% probability that the expectation of \( \rho'(t) \) is greater than zero, and a left-tailed t-test failed to reject with the same probability that the expectation is less than zero, indicating that participants did not improve their accuracy as they progressed through the test. This is a positive finding as the listening test was designed to avoid training from the exposure to the soundscapes. Having rejected the learning hypothesis, we are left with a selection bias explanation: we believe that people who classified more sounds were simply better able or more motivated to do the test than individuals who found the questions difficult or tedious and did not perform as well.

SCENES CLASS CONFUSION MATRIX
Further insight about the human classification results can be obtained by analyzing the overall confusion matrix of the listening test. Figure 7 shows that “supermarket” and “open-air market” are the most commonly misclassified categories whose samples have been estimated as belonging to various other classes. In addition, there are some common misclassifications between the classes “park” and “quiet street” and, to a minor extent, between the classes “tube” and “tube station.”

DISTRIBUTION OF HUMAN SOUNDSCAPES CLASSIFICATION ACCURACIES
To assess if some soundscapes were classified more accurately than others, we conducted a similar analysis for the human performance benchmark to the one described in the section “Distribution of Algorithmic Soundscapes Classification Accuracies.” Figure 8 depicts the mean accuracy of the classification of 100 soundscapes in the public DCASE data set and a histogram of the relative distribution. The public and private portions of the DCASE data set are disjoint subsets of the group of recordings produced for the challenge; therefore, a paired comparison of the accuracies in Figures 4 and 8 cannot be carried out. Nonetheless, it is informative to compare the trends between the two analyses: it appears that the mean performance for the human classification approaches 80% as opposed to a value of around 55%.
achieved on average by the algorithms. In addition, the distribution of the mean accuracy in the case of human classification appears more regular, with most soundscapes being correctly classified most of the time, and with only a few outlier scenes whose classification accuracy is below 30%.

**DISCUSSION**

By interpreting sophisticated algorithms in terms of a general framework, we have offered a tutorial that uncovers the most important factors to take into account when tackling a difficult machine-learning task such as the classification of soundscapes. Inevitably, every abstraction or generalization is carried out at the expense of omissions in the description of the implementation details of each method. Nonetheless, we think that valuable insights can be gained by analyzing the classification results in light of the framework proposed in the section “A General Framework for ASC.”

**ALGORITHMS FROM THE DCASE CHALLENGE**

A first trend regarding the choice of statistical learning function \( S \) can be inferred by analyzing the algorithms submitted for the DCASE challenge summarized in Table 2. All but one method (ELF) use discriminative learning to map features extracted from the audio signals \( s_m \) to class labels \( c_m \). Moreover, most of the algorithms whose mean accuracy is greater than or equal to that achieved by the baseline method employ SVM. All techniques that perform significantly better than the baseline, except for LTT, employ a combination of generative and discriminative learning by training an SVM classifier using parameters of models \( M_m \) learned from individual audio scenes. This suggests that models learned from single audio scenes offer an appropriate tradeoff between discrimination and generalization. On the one hand, audio signals recorded in the same environment are analyzed by learning different statistical models that account for variations between one recording and the next. On the other hand, the parameters of these models occupy localized regions in a parameter’s space so that classification boundaries can be learned to discriminate between signals recorded in different environments.

A closer analysis of some of the better-scoring algorithms (GSR, RG, and RNH) reveals a further common design motivation. In different ways, all three methods attempt to model
temporal relationships between features extracted from different portions of the signals. RNH employs RQA parameters to encode periodicities (or stationarity) of the MFCC coefficients, RG accounts for time–frequency structures in the audio signals by learning gradient histograms of images derived from their spectrograms, and, finally, GSR computes linear regression coefficients of local features that encode general trends across a whole scene. This supports the intuitive observation that an ASC method should take into consideration the time evolution of different acoustic events to model complex acoustic scenes.

A further observation derived from analyzing Table 2 is that, among the methods that used classification trees in combination with a tree bagger or a random forest algorithm, OE achieved a poor classification performance, while LTT reached the second-best mean accuracy. This might suggest that meta-algorithms can be a valuable strategy but may also be prone to overfitting.

Finally, a more exploratory remark regards the general use of the framework described in the section “A General Framework for ASC.” Aucouturier [3] studied the performance of a class of algorithms for audio timbre similarity, which followed a method similar to the ASC baseline. He reported the existence of a glass ceiling as more and more sophisticated algorithms failed to improve the performance obtained using a simple combination of MFCCs and GMMs. To a certain extent, the fact that seven out of 11 ASC methods did not significantly outperform our baseline might suggest a similar effect and
urge researchers to pursue alternative paradigms. Modeling temporal relationships as described before is one first step in this direction, and perhaps algorithms whose design motivations depart from those driving the development of the baseline, such as the normalized compression dissimilarity (OE), might be worth additional investigation.

**COMPARISON OF HUMAN AND ALGORITHMIC RESULTS**

When designing the human listening test, we chose to present individuals with samples from the public DCASE data set to avoid distributing the held-back data set that was produced to test the algorithms. In addition, we chose not to divide the human task into training and testing phases because we were interested in evaluating how people performed by only drawing from previous experience and not from prior knowledge about the test set. The different experimental design choices between human and algorithmic experiments do not allow us to perform a statistically rigorous comparison of the classification performances. However, since the public and private DCASE data sets are two parts of a unique session of recordings realized with the same equipment and in the same conditions, we still believe that qualitative comparisons are likely to reflect what the results would have been had we employed a different design strategy that allowed for a direct comparison. More importantly, we believe that qualitative conclusions about how well algorithms can approach human capabilities are more interesting than rigorous significance tests on how humans can perform according to protocols (such as the fivefold stratified cross-validation) that are clearly unnatural tasks.

Having specified the above disclaimer, several observations can be derived from comparing algorithmic and human classification results. First, Figures 2 and 6 show that RNH achieves a mean accuracy in the classification of soundscapes of the private DCASE data set that is similar to the median accuracy obtained by humans on the public DCASE data set. This strongly suggests that the best-performing algorithm achieves similar accuracy compared to a median human benchmark.

Second, the analysis of the misclassified acoustic scenes summarized in Figures 4 and 8 suggests that, by aggregating the results from all of the individuals who took part in the listening test, all of the acoustic scenes are correctly classified by at least some individuals, while there are scenes that are misclassified by all algorithms. This observation echoes the problem of hubs encountered in music information retrieval, whereby certain songs are always misclassified by algorithms [41]. Moreover, unlike for the algorithmic results, the distribution of human errors shows a gradual decrease in accuracy from the easiest to the most challenging soundscapes. This observation indicates that, in the aggregate, the knowledge acquired by humans through experience still results in a better classification of soundscapes that might be considered ambiguous or lacking in highly distinctive elements.

Finally, the comparison of the confusion matrices presented in Figures 3 and 7 reveals that similar pairs of classes (such as “park” and “quiet street” or “tube” and “tube station”) are commonly misclassified by both humans and algorithms. Given what we found about the misclassification of a single acoustic scene, we do not infer from this observation that the algorithms are using techniques that emulate human audition. An alternative interpretation is rather that some groups of classes are inherently more ambiguous than others because they contain similar sound events. Even if both physical and semantic boundaries between environments can be inherently ambiguous, for the purpose of training a classifier, the universe of soundscapes classes should be defined as mutually exclusive and collectively exhaustive. In other words, it should include all of the possible categories relevant to an ASC application while ensuring that every category is as distinct as possible from all of the others.

**FURTHER RESEARCH**

Some themes that have not been considered in this article may be important depending on particular ASC applications and are suggested here for further research.

1) **Algorithm complexity**: A first issue to be considered is the complexity of algorithms designed to learn and classify acoustic scenes. Given that mobile context-aware services are among the most relevant applications of ASC, particular emphasis should be placed on designing methods that can be \( G \) run with the limited processing power available to smartphones and tablets. The resources-intensive processing of training signals to learn statistical models for classification can be carried out offline, but the operators \( T \) and \( G \) still need to be applied to unlabeled signals and, depending on the application, might need to be simple enough to allow real-time classification results.

2) **Continuous and user-assisted learning**: Instead of assuming a fixed set of categories, as done in most publications on ASC, a system might be designed to be progressively trained to recognize different environments. In this case, a user should record soundscapes examples that are used to train classification models (either online or off-line, using the recording device’s own computational resources or uploading and processing the signals with remote cloud resources) and progressively add new categories to the system’s memory of soundscapes. Users could also assist the training by confirming or rejecting the category returned from querying each unlabeled signal and, thus, refine the statistical models every time a new classification is performed. Such systems would inevitably require more intervention by the user but would likely be more precise and relevant than totally automated systems.

3) **Hierarchical classification**: In this article, we have considered a set of categories whose elements are assumed to be mutually exclusive (that is, a soundscape can be classified as bus or park but not both). Alternatively, a hierarchical classification could be considered where certain categories are subsets or supersets of others. For example, a system might be designed to classify between outdoor and indoor environments and then distinguish between different subsets of the two general classes. In this context, different costs could be associated with different types of misclassification errors: for example, algorithms could be trained to be very accurate in discriminating between outdoor and indoor and less precise
in distinguishing between an outdoor park and an outdoor busy street.

4) **Acoustic scene detection**: As a limit case of systems that employs nonuniform misclassification costs, algorithms might be designed to detect a particular environment and group all of the other irrelevant categories into an others class. In this case, the system would essentially perform acoustic scene detection rather than classification.

5) **Multimodal learning**: Another avenue of future research consists in fusing multimodal information to improve the classification accuracy of ASC systems. Video recordings, geo-location information, and temperature and humidity sensors are all examples of data that can be used in conjunction with audio signals to provide machines with context awareness.

6) **Event detection and scene classification**: The combination of event detection algorithms and ASC, which has already been the object of research endeavors [27], [9], is likely to benefit from advances in both areas. Information regarding the events occurring in an acoustic scene could be combined with more traditional frame-based approaches to update the probability of categories as different events are detected. For example, while general spectral properties of a soundscape could be used to infer that a signal was likely to have been recorded in either a park or on a quiet street, detecting the event car horn would help disambiguate between the two. Furthermore, this Bayesian strategy employed to update the posterior probability of different classes could be used to handle transitions between different environments.

7) **Testing on different data sets**: Finally, data sets that contain sounds from different acoustic environments have been recently released. They include the diverse environments of annotated real environmental sounds [48] and the database of annotated real environmental sounds [49].

**CONCLUSIONS**

In this article, we provided a tutorial on ASC with a particular emphasis on computational algorithms designed to perform this task automatically. By introducing a framework for ASC, we have analyzed and compared methods proposed in the literature in terms of their modular components. We then presented the results of the DCASE challenge, which set the state of the art in computational ASC, and compared the results obtained by algorithms with a baseline method and a human benchmark. On the one hand, many of the submitted techniques failed to significantly outperform the baseline system, which was designed not be optimized for this particular task. However, some methods significantly outperformed the baseline and approached an accuracy comparable to the human benchmark. Nonetheless, a more careful analysis of the human and algorithmic results highlighted that some acoustic scenes were misclassified by all algorithms while all soundscape were correctly classified by at least some individuals. This suggests that there is still room for improvement before algorithms reach and surpass the ability of humans to make sense of their environment based on the sounds it produces.
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Hidden Markov models (HMMs) and Gaussian mixture models (GMMs) are the two most common types of acoustic models used in statistical parametric approaches for generating low-level speech waveforms from high-level symbolic inputs via intermediate acoustic feature sequences. However, these models have their limitations in representing complex, nonlinear relationships between the speech generation inputs and the acoustic features. Inspired by the intrinsically hierarchical process of human speech production and by the successful application of deep neural networks (DNNs) to automatic speech recognition (ASR), deep learning techniques have also been applied successfully to speech generation, as reported in recent literature.

This article systematically reviews these emerging speech generation approaches, with the dual goal of helping readers gain a better understanding of the existing techniques as well as stimulating new work in the burgeoning area of deep learning for parametric speech generation.

In speech signal and information processing, many applications have been formulated as machine-learning tasks. ASR is a typical classification task that predicts word sequences from speech waveforms or feature sequences. There are also many regression tasks in speech processing that are aimed to generate speech signals from various types of inputs. They are referred to as speech generation tasks in this article. Speech generation covers a wide range of research topics in speech processing, such as text-to-speech (TTS) synthesis (generating speech from text), voice conversion (modifying nonlinguistic information of the input speech), speech enhancement (improving speech quality by noise reduction or other processing), and articulatory-to-acoustic mapping (converting articulatory movements to acoustic features).
topics have the common goal of generating speech signals and differ in the forms of inputs. Statistical parametric speech generation (SPSG), which combines statistical acoustic models and vocoding techniques to generate speech waveforms, has been the mainstream approach for solving the speech generation problems. This approach first builds statistical acoustic models representing either the conditional probability density function (PDF) of output acoustic features given the input features or joint PDFs between the input and output features. The model structure is usually task dependent, but the parameters are estimated from a training database consisting of pairs of inputs and output acoustic features. At the speech-generation stage, the input features are given, which could be texts for TTS and noisy speech for speech enhancement. Then, the conditional distribution of the output acoustic features given the input features can be derived from the trained acoustic models. The output acoustic features are predicted from the conditional distribution under a certain criterion, e.g., maximizing the output probability, and are subsequently sent to a vocoder to reconstruct a speech waveform. In SPSG, vocoders are used to extract acoustic features, such as spectral [e.g., Mel-cepstral coefficients (MCCs)] and excitation (e.g., fundamental frequency and aperiodicity) features, from the raw waveforms of training data and to reconstruct speech waveforms from the generated acoustic features at synthesis time. Although both vocoder and acoustic modeling are essential for SPSG systems, this article focuses on acoustic modeling techniques for SPSG.

GMMs and HMMs with single Gaussian (or GMM) state-output PDFs are the two most popular acoustic models for SPSG [1], [2]. HMMs can represent nonstationary distributions of acoustic features using a sequence of hidden states, which are associated with linguistic features.

GMMs are widely used in frame-by-frame mapping for several speech-generation tasks, such as voice conversion, speech enhancement, and articulatory-to-acoustic mapping. The SPSG approaches using these two types of models have been shown to generate highly intelligible and smooth speech [2]–[4]. However, the generated speech sounds are noticeably muffled compared to recorded speech. Inadequate acoustic modeling is one of the main reasons for this deficiency [2], [5].

Take HMM-based speech synthesis, for example. In this approach, decision-tree-clustered, context-dependent phoneme HMMs are typically used to represent distributions of acoustic features given linguistic features [6]. The PDF of the acoustic features associated with each leaf node of the decision trees is typically a single Gaussian distribution with a diagonal covariance matrix.

At training time, parameters of the HMMs are usually estimated based on the maximum likelihood (ML) criterion. At synthesis time, given an input sentence and the trained parameters of the HMMs, the most likely acoustic features are predicted using the speech parameter-generation algorithm [7]. Since single Gaussian distributions are used as state-output PDFs, the outputs of the speech parameter-generation algorithm tend to distribute near the means of the Gaussian distributions, which are estimated by averaging all observations associated with a given decision tree leaf node. Although this averaging process improves the robustness of parameter estimation and generation, the detailed characteristics of the speech parameters are often lost. Therefore, the reconstructed spectral envelopes are typically oversmoothed, which leads to the muffled voice quality of the synthetic speech. In recent years, many techniques have been proposed to alleviate the oversmoothing problem by introducing better acoustic models (e.g., the trajectory HMM [8], product of experts [9], and Gaussian process regression [10]), improving the model training criterion (e.g., minimum generation error training [11], [12], or modifying the speech parameter-generation algorithm (e.g., integrating a global variance model [13], using segment-wise representation [14], and minimizing Kullback–Leibler divergences [15]).

Since 2006, deep learning has emerged as a new area of machine-learning research [16], [17] and has also attracted the attention of many signal processing researchers. Deep learning refers to a class of machine-learning techniques that exploit many layers of nonlinear information processing for supervised or unsupervised feature extraction and transformation, and for pattern analysis and classification. Both unconditional deep architectures [e.g., restricted Boltzmann machines (RBMs) [19], deep belief networks (DBNs) [16], denoising autoencoders (DAEs) [20], [21], deep Boltzmann machines [18], and conditional deep architectures, e.g., DNNs] [17], have been intensively studied and explored by signal processing researchers in recent years. Strictly speaking, an RBM is a shallow graphical model with only one layer of hidden units; it is the constituent of many deep models (e.g., DBNs and DNNs). As a density model, RBMs perform much better than the conventional shallow structures (e.g., GMMs) [18]. Considering its intrinsic relationship and similarity to other deep models, RBMs are included as an example of deep generative models in this article.

One example is the successful application of DNNs to the acoustic modeling of ASR. In this approach, DNNs are introduced to replace GMMs for evaluating the fit between a frame of acoustic observations and each HMM state [22]. Deep learning techniques have also been applied to the acoustic modeling of speech generation very recently to deal with the limitations of the conventional approaches [23]–[40]. Different from the deep learning in ASR where DNN-HMM is the dominant model structure, these emerging acoustic modeling approaches for speech generation adopted various model structures. Some of them focus on improving the density functions of HMM states or GMM mixtures using RBMs or DBNs [23], [24], [27]. While some others use DBNs or DNNs to model the entire mapping process from input to output feature sequences directly [25], [26], [28]–[35].

This article first reviews the conventional and popular statistical framework for speech generation, including HMM-based speech synthesis and GMM-based voice conversion, focusing on acoustic modeling and not on the vocoder. It then analyzes the limitations of these approaches. The key models and techniques of deep learning as relevant to speech generation, including RBMs, DBNs, and DNNs, are also introduced.

Subsequently, emerging speech generation approaches using deep learning techniques for acoustic modeling are reviewed systematically, with an analysis of their motivations and a
description of their implementations. Finally, we discuss the remaining issues associated with current deep learning methods for parametric speech generation and point to future directions in this area.

CONVENTIONAL ACOUSTIC MODELING USING HMMs AND GMMs FOR SPSG

HMM-BASED SPEECH SYNTHESIS

Statistical parametric speech synthesis (SPSS) [5] emerged in the mid-1990s [6], [41]. In this approach, the relationship between text and its acoustic realizations is modeled using a set of stochastic generative acoustic models. Decision-tree-clustered, context-dependent phoneme HMMs with single Gaussian state-output PDFs are the most popular generative acoustic model used in SPSS [6]. This approach is known as HMM-based speech synthesis. An HMM is a generative model that generates an observation sequence using a discrete and hidden state sequence. An example of a three-state left-to-right HMM is illustrated in Figure 1. In an HMM, state-output PDFs describe the distribution of observed features belonging to corresponding states and the transition among states is characterized by state-transition probabilities.

HMM-based speech synthesis is able to synthesize highly intelligible and smooth speech sounds. In addition, this model-based approach makes speech synthesis far more flexible compared to the conventional unit selection and waveform concatenation approach. Model adaptation, interpolation, and manipulation methods have been applied to control the HMM's parameters and thus diversify the characteristics of the generated speech [42]–[49]. Figure 2 shows the diagram of a typical HMM-based speech synthesis system. At the training stage, acoustic features of speech, including vocal tract and vocal source parameters, are extracted from the speech waveforms in a training database. Context features are also derived from the segmental and prosodic labels of the texts corresponding to the waveforms. Then, a set of parameters of context-dependent HMMs $\lambda^*$ is estimated based on the ML criterion as

$$\lambda^* = \arg \max_{\lambda} p(y|x, \lambda),$$

(1)
where \( p() \) is used to denote a PDF (continuous) in this article, \( y = [y_1, y_2, \ldots, y_T]^T \) denotes a sequence of acoustic features with \( T \) frames, \( y_t \) is the acoustic feature at frame \( t \), \( x = \{x_1, \ldots, x_N\} \) is a sequence of linguistic context features for \( y \) that are derived from text automatically or annotated manually, \( N \) is the number of phonemes, and \( ()^T \) denotes the matrix transposition operation. The acoustic feature vector at each frame typically consists of static acoustic parameters \( y_v \in \mathbb{R}^{d_v} \) and their velocity and acceleration components, \( \Delta y_v \) and \( \Delta^2 y_v \), as

\[
y_t = [y_v^T, \Delta y_v^T, \Delta^2 y_v^T]^T. \tag{2}
\]

Therefore, the complete acoustic feature sequence \( y \) can be considered a linear transform of the static feature sequence \( y_s = [y_v^T, \Delta y_v^T, \Delta^2 y_v^T]^T \) as

\[
y = My_s, \tag{3}
\]

where \( M \) is determined by the velocity and acceleration calculation functions used in (2) [7].

An HMM-based speech synthesis system typically contains a large number of context-dependent HMMs with linguistic context features that are far more expressive and can express far more fine-grained distinctions than those used in HMM-based ASR systems [50], [51]. This leads to data sparsity problems, such as overfitting in context-dependent models that have only few training examples [50], [51]. A single Gaussian distribution is also used to model the state-duration PDF at each state. A decision-tree-based model clustering technique is similarly applied to these state-duration PDFs [54]. Joint training of state-output and state-duration PDFs based on hidden semi-Markov models have also been used [53].

The acoustic model \( p(y | x, \lambda) \) used in HMM-based speech synthesis can be rewritten as

\[
p(y | x, \lambda) = \sum_{qq} p(q | x, \lambda)p(y | q, \lambda), \tag{4}
\]

\[
= \sum_{qq} P(q | x, \lambda) \prod_{t=1}^{T} p(y_t | q_t, \lambda), \tag{5}
\]

where \( P() \) is used to denote a probability mass function (discrete) in this article. \( p(y_t | q, \lambda) \) is a state-output PDF associated with the \( q \)-th state, which is typically a single Gaussian distribution with a diagonal covariance matrix and \( q = \{q_1, \ldots, q_T\} \) is an HMM state sequence. Note that the derivation from (5) to (6) is based on the assumption of HMMs that the frame observations are independent from each other given the state sequence.

To perform synthesis, the result of front-end linguistic analysis on input text is used to get the context features \( \bar{x} \) for synthesis, as shown in Figure 2. In the HMM state sequence decision step, a sentence HMM corresponding to the input text is composed, with its parameters derived from the training stage.

In the step of acoustic parameter-generation, the acoustic features that maximize their output probabilities given the sentence HMM are determined under the constraints between static and dynamic features [7] as

\[
y^* = \arg \max_{y} p(y | \bar{x}, \lambda) \bigg|_{y = M_yy_s}. \tag{7}
\]

The solution to (7) can be simplified if only the optimal state sequences in (5) is considered; optimization is approximated as two sequential steps

\[
q^* = \arg \max_{q} \prod_{t=1}^{T} p(y_t | q_t, \lambda) \bigg|_{y = M_yy_s}, \tag{8}
\]

\[
y^* = \arg \max_{y} \prod_{t=1}^{T} p(y_t | q_t^*, \lambda) \bigg|_{y = M_yy_s}. \tag{9}
\]

Then, the closed-form solution of \( y^* \) can be derived by setting the partial derivative of (9) with respect to \( y \) to zero once the state sequence \( q^* \) is given [7]. Finally, these generated parameters are sent to a vocoder to reconstruct the speech waveforms.

**GMM-BASED VOICE CONVERSION**

The aim of voice conversion is to modify the nonlinguistic information (e.g., speaker characteristics) of input speech while...
keeping the linguistic information unchanged. Different from the linguistic features, which are used as inputs for speech synthesis, the input features for voice conversion are typically continuous acoustic representations of a source voice. Many statistical approaches to voice conversion have been studied since the late 1980s, such as codebook mapping [55], GMM [2], [56], frequency warping [57], neural networks [58], partial least square regression [59], noisy channel model [60], etc. Among them, GMM-based voice conversion is the most popular [2], [56]. Figure 4 is a diagram of a typical GMM-based voice conversion system with parallel training data, which means that the training database contains the speech waveforms uttered by the source and target voices for the same texts. At the training stage, the acoustic features of the source and target speech in the training database are extracted by a vocoder and are aligned frame by frame by dynamic time warping. Then, the aligned pairs of the source acoustic features of the source and target speech in the training database are used to train a joint distribution GMM (JD-GMM) to model the joint distribution between the source and target acoustic features.

The JD-GMM training can be performed using the following steps:

1. **Text Analysis**: The input texts are analyzed to extract the linguistic features.
2. **Source Analysis**: The source speech is analyzed using a vocoder to extract the acoustic features.
3. **Target Analysis**: The target speech is analyzed using a vocoder to extract the acoustic features.
4. **DTW Alignment**: Dynamic time warping is applied to align the source and target acoustic features.
5. **JD-GMM Training**: A joint distribution GMM (JD-GMM) is trained using the aligned source and target acoustic features.
6. **Conversion**: The trained JD-GMM is used to convert the source speech to the target voice.

The JD-GMM can be modeled as a mixture of Gaussian distributions, where each Gaussian component is defined by its mean vector and covariance matrix. The mean vector and covariance matrix are structured as

\[
\mathbf{\mu}_{m}^{(i)} = \left[ \mu_{m}^{(i)} \right] \quad \mathbf{\Sigma}_{m}^{(i)} = \left[ \Sigma_{m}^{(i)} \right]
\]

To reduce the number of model parameters and computational cost, \(\Sigma_{m}^{(i)}\), \(\Sigma_{m}^{(i)}\), \(\Sigma_{m}^{(i)}\), and \(\Sigma_{m}^{(i)}\) are commonly set to be diagonal [2]. The model parameters are typically estimated by the ML criterion as

\[
\lambda^* = \arg \max_{\lambda} p(x, y | \lambda)
\]

\[
= \arg \max_{\lambda} \prod_{i=1}^{T} p(x_{i} | \lambda),
\]

The conditional PDF given an input source acoustic feature \(x\) can be further derived from the trained JD-GMM \(\lambda^*\) as

\[
p(y | x, \lambda) = \sum_{m_{1}, m_{2}, \ldots, m_{T}} p(y_{1}, y_{2}, \ldots, y_{T} | x_{1}, x_{2}, \ldots, x_{T})
\]

\[
= \sum_{m_{1}, m_{2}, \ldots, m_{T}} P(m_{1} | \bar{x}_{1}, \lambda) \prod_{i=1}^{T} p(y_{i} | \bar{x}_{i}, m_{i}, \lambda)
\]

where \(m = [m_{1}, \ldots, m_{T}]\) denotes the sequence of mixture components. 

![FIG4](image-url) A block diagram of a typical GMM-based voice conversion system.
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can be determined from the marginal PDF of $x_t$, which is a GMM of $M$ mixture components with the set of model parameters \( \{\alpha_m, \mu^{(m)}_t, \Sigma^{(m)}_t\} \). The conditional PDF $p(y_t | x_t, m_t, \lambda)$ is a Gaussian distribution with a mean vector

$$\mu^{(m)}_t = \mu^{(m)}_t + \Sigma^{(m)}_t \Sigma^{(m)^{-1}} (x_t - \mu^{(m)}_t)$$

and a covariance matrix

$$\Sigma^{(m)_t} = \Sigma^{(m)}_t - \Sigma^{(m)}_t \Sigma^{(m)^{-1}} \Sigma^{(m)}_t.$$  

(15)

(16)

Figure 5(a) shows the PDF of an example JD-GMM with two mixtures, where the source and target acoustic features are simply represented by scalars. Two examples of the conditional distributions derived from the JD-GMM are illustrated in Figure 5(b), which are also two-mixture GMMs.

At conversion time, the converted acoustic features can be predicted using either the minimum mean-square error [56] or the maximum a posteriori criterion \[2\], given the source acoustic feature sequence $\tilde{x}$. If the maximum a posteriori criterion is adopted, the static acoustic features of the target voice are predicted as

$$y^*_t = \arg \max y_t p(y_t | \tilde{x}, \lambda)$$

(17)

Similar to HMM-based speech synthesis, the solution to (17) is simplified by only considering the mixture components with the highest posterior probability at each frame in (14). Thus, we have

$$m^*_t = \arg \max m_t P(m_t | \tilde{x}_t, \lambda),$$

$$y^*_t = \arg \max y_t \prod_{t=1}^T p(y_t | \tilde{x}_t, m^*_t, \lambda) \bigg|_{y = M^*_t \lambda^*_t}.$$ 

(18)

(19)

Then, a closed-form solution to (19) can be achieved in a similar way to solve (9) \[2\]. Finally, the converted acoustic features are sent to a vocoder to reconstruct the corresponding speech waveform.

This GMM-based voice conversion framework has also been successfully applied to other frame-by-frame-mapping speech generation tasks, such as bandwidth extension \[61\], speech enhancement \[62\], [63], and articulatory-acoustic mapping \[64\].

**THE COMMON STRUCTURE: TWO-STEP MAPPING**

As shown in (8), (9), (18), and (19), both HMM- and GMM-based SPSG share the common structure of two-step mapping to represent the conditional PDF of the acoustic features $y$, given the input features $x$.

1) **Input-to-cluster mapping using hidden discrete variable:** In this step, each input feature vector is mapped to hidden discrete clusters of the acoustic features to be generated, i.e., the HMM state $q_t$ in (8) or the GMM mixture component $m_t$ in (18). In HMM-based speech synthesis, $q^*$ is determined using the decision trees for state-output PDFs and the state-duration PDFs. In GMM-based voice conversion, this is achieved by the posterior probabilities $P(m_t | \tilde{x}_t, \lambda)$.

2) **Cluster-to-feature mapping using Gaussian distributions:** Given the input features, once the cluster sequence is determined, the conditional PDF for generating the acoustic features can be determined by combining the PDFs describing each cluster in the sequence, i.e., $p(y_t | q_t, \lambda^*_t)$ in (9) and $p(y_t | \tilde{x}_t, m^*_t, \lambda^*_t)$ in (19). In the current SPSG approaches, the PDF associated with each cluster is typically an ML-estimated single Gaussian distribution with a diagonal covariance matrix \[2\], [6].

Although the acoustic modeling approach described earlier works reasonably well in SPSG, it has well known limitations. First, decision-tree-based input-to-cluster mapping in HMM-based speech synthesis is inefficient for expressing complex context dependencies, such as the exclusive OR (XOR) problem. This may lead to overfitting to the training data because of the data partitioning issue \[65\]. Second, the cluster-to-feature mapping using single Gaussian distributions with diagonal covariance matrices is established based on two independence assumptions: 1) conditional independence between frames given the state or the Gaussian component and 2) independence of acoustic features within a frame. As discussed earlier, this leads to reconstructed spectral envelopes being oversmoothed and the quality of synthetic speech is degraded.

Compared with the statistical models used in the conventional acoustic modeling of SPSG (such as decision trees, HMMs, and GMMs), deep learning techniques are better at representing the intrinsic correlations among the units of input vectors (e.g., the input context features for speech synthesis), among the units of output vectors (e.g., the output spectral features for speech synthesis), and between the input and output vectors (e.g., the aligned spectral features of the source and target speakers for voice conversion) using a joint (e.g., RBM and DBN) or conditional (e.g., DNN) modeling framework. Therefore, it is promising that the deep learning techniques can help the acoustic modeling of speech generation to...
overcome the limitations of the current approach mentioned earlier, so as to achieve better input-to-cluster or/and cluster-to-feature mapping. Furthermore, human speech production mechanisms involve clearly layered hierarchical structures in transforming the information from the linguistic level to the acoustic level via intermediate levels of motor control and articulation [66]–[69], also suggesting the need for deep model structures for SPSG applications.

This article reviews a number of recent approaches, based on the deep learning techniques, for overcoming these limitations and improving acoustic modeling for SPSG. A few basic models for deep learning are first reviewed in the section “Basic Models for Deep Learning,” including some mathematical details that are uncommon in the literature but essential for using these models in SPSG.

**BASIC MODELS FOR DEEP LEARNING**

Since 2010, deep learning techniques have been successfully applied to the modeling of speech signals, such as speech recognition [70]–[74], spectrogram coding [20], voice activity detection [75], and acoustic-articulatory inversion mapping [76]. One significant advantage of deep learning techniques is their strong ability to represent the intrinsic correlation or mapping relationship among the units of a high dimensional stochastic vector using a joint (e.g., RBM and DBN) or conditional (e.g., CRBM and DNN) modeling framework. Considering that speech generation is a regression task and the aim of its acoustic modeling is to describe the joint or conditional distribution of continuous acoustic features, we will review these basic models from the viewpoint of density models in this section.

**RBM**

An RBM is an undirected graphical model (i.e., a Markov random field) that can model the dependency among a set of random variables using a two-layered architecture [19]. In an RBM, visible stochastic units \(v = \{v_i, \ldots, v_v\}^T\) are connected to hidden stochastic units \(h = \{h_1, \ldots, h_h\}^T\), as shown in Figure 6, where \(V\) and \(H\) are the numbers of units at the visible and hidden layers, respectively. When \(v \in \{0, 1\}^V\) and \(h \in \{0, 1\}^H\) are both binary stochastic variables, the energy function of the state \((v, h)\) is defined as

\[
E(v, h; \lambda) = -\sum_{i=1}^{V} a_i v_i - \sum_{j=1}^{H} b_j h_j - \sum_{i=1}^{V} \sum_{j=1}^{H} w_{ij} v_i h_j, \tag{20}
\]

where \(w_{ij}\) represents the symmetric interaction between \(v_i\) and \(h_j\), \(a_i\) and \(b_j\) are bias terms, and \(\lambda\) denotes the set of model parameters consisting of \(a = [a_1, \ldots, a_V]^T\), \(b = [b_1, \ldots, b_H]^T\), and \(W = [w_{ij}] \in \mathbb{R}^{V \times H}\). The joint PDF over the visible and hidden units is given by a Boltzmann distribution as

\[
P(v, h | \lambda) = \frac{1}{Z_\lambda} \exp \{-E(v, h; \lambda)/\beta\}, \tag{21}
\]

where \(Z_\lambda\) is a temperature parameter, which is assumed to be 1 in the rest of this article, and

\[
Z_\lambda = \sum_{v, h} \exp \{-E(v, h; \lambda)\} \tag{22}
\]

is the partition function, which can be estimated using the annealed importance sampling (AIS) technique [18]. The marginal PDF over the visible vector \(v\) can be calculated as

\[
P(v | \lambda) = \frac{1}{Z_\lambda} \sum_{h} \exp \{-E(v, h; \lambda)\}. \tag{23}
\]

Given a training set, \(\lambda\) can be estimated based on the ML criterion by stochastic gradient descent. The derivative of \(\log P(v | \lambda)\) with respect to the model parameters, e.g., \(w_{ij}\), can be derived using (20)–(23) as

\[
\frac{\partial \log P(v | \lambda)}{\partial w_{ij}} = E_{\text{model}}[v, h; \lambda] - E_{\text{model}}[v, h], \tag{24}
\]

where \(E_{\text{model}}[\cdot]\) denotes an expectation with respect to the distribution of the training data and \(E_{\text{model}}[\cdot]\) denotes an expectation with respect to the distribution of the model \(P(\cdot | \lambda)\). Because computation of \(E_{\text{model}}[\cdot]\) is intractable, the contrastive divergence (CD) algorithm has been proposed to approximate \(E_{\text{model}}[\cdot]\) by Gibbs sampling [77].

RBM can also be applied to model the distribution of real-valued data (e.g., mel-frequency MCCs in ASR), categorical data (e.g., some linguistic context features in TTS), or a mixed vector of binary, real-valued, and categorical data by defining different forms of energy functions [25]. For a Gaussian-Bernoulli RBM, which means \(v \in \mathbb{R}^V\) are real-valued and \(h \in \{0, 1\}^H\) are binary, the energy is defined as

\[
E(v, h; \lambda) = \sum_{i=1}^{V} (v_i - a_i)^2/2\sigma_i^2 - \sum_{j=1}^{H} b_j h_j - \sum_{i=1}^{V} \sum_{j=1}^{H} w_{ij} v_i h_j/\sigma_i, \tag{25}
\]

where the variance parameters \(\sigma_i^2\) are commonly fixed to a predetermined value instead of learning them from training data [17]. While training a Gaussian-Bernoulli RBM using the CD algorithm, the two conditional PDFs for Gibbs sampling are derived as

\[
P(h_j = 1 | v, \lambda) = \frac{1}{1 + \exp(-x_j)} = g(h_j + v^T \Sigma^{-1} w_j), \tag{26}
\]

\[
p(v | h, \lambda) = N(v; Wh + a, \Sigma), \tag{27}
\]

where \(g(x) = 1/(1 + \exp(-x))\) is a sigmoid function, \(w_{ij}\) denotes the \(j\)th column of a matrix \(W\), \(N(v; \mu, \Sigma)\) denotes a Gaussian distribution of \(v\) with a mean vector \(\mu\) and a covariance matrix \(\Sigma\), and \(\Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_v^2)\) is diagonal. If \(\{\sigma_i^2\}_{i=1}^{V}\) are fixed to 1, \(\Sigma\) turns into an identity matrix.

RBM has been successfully used in unsupervised pretraining of DNN-based acoustic models in ASR [22]. RBM has also been used as density models to represent the distributions of acoustic
features for SPSPG [23], [24], [27]. The marginal PDF of a Gaussian–Bernoulli RBM can be derived from (23) and (25) as [the variance parameters \( \sigma^2 \) in (25) are fixed to 1 for notational simplicity]

\[
p(v | \lambda) = \frac{1}{Z_h} \sum_{v} \exp \left\{ -E(v, h; \lambda) \right\} = \frac{1}{Z_h} \sum_{v} \exp \left\{ -\sum_{i=1}^{V} \left( \frac{(v_i - a_i)^2}{2} + b^\top h + v^\top W h \right) \right\} = \frac{1}{Z_h} \sum_{v} \exp \left\{ -\sum_{i=1}^{V} \left( \frac{(v_i - a_i)^2}{2} \right) \right\} \cdot \prod_{j=1}^{H} \sum_{h \in \{0,1\}} \exp(b_j h_j + v^\top W_j h_j) = \frac{1}{Z_h} \prod_{i=1}^{H} \exp \left\{ -\sum_{i=1}^{V} \left( \frac{(v_i - a_i)^2}{2} \right) \right\} \cdot \prod_{j=1}^{H} \{1 + \exp(b_j + v^\top W_j)\}\]  

(28)

which shows that a Gaussian–Bernoulli RBM can be considered either a product of experts (PoEs) or a GMM.

A PoE [78]: A PoE represents a probability distribution by multiplying several simpler distributions, followed by normalization. PoEs can produce much sharper distributions than their individual experts and perform more efficiently than mixture models in high-dimensional space [77]. As shown in (28), elements in the first product represent single-variable experts without cross-dimensional correlations. The elements in the second product represent constraints between input variable using the model parameters corresponding to each hidden unit.

A GMM: An RBM can also be considered as a GMM with \( 2^H \) mixture components with structured mean vectors and identity covariance matrices. For example, if \( H = 0 \),

\[
p(v | \lambda) = \frac{1}{Z_h} \exp \left\{ -\sum_{i=1}^{V} \left( \frac{(v_i - a_i)^2}{2} \right) \right\}\]  

(29)

is a single Gaussian distribution with a mean vector \( a \). If \( H \) is increased to 1, \( p(v | \lambda) \) in (28) can be rewritten as

\[
p(v | \lambda) = \frac{1}{Z_h} \exp \left\{ -\sum_{i=1}^{V} \left( \frac{(v_i - a_i)^2}{2} \right) \right\} + \frac{\kappa}{Z_h} \exp \left\{ -\sum_{i=1}^{V} \left( \frac{(v_i - a_i - w_l)^2}{2} \right) \right\} \]  

(30)

where \( \kappa \) is a constant value determined by the model parameters. We can see that \( p(v | \lambda) \) becomes a GMM with two mixture components, where their mean vectors become \( a \) and \( a + w_l \), respectively. Generally speaking, as the number of hidden units is incremented, the number of mixture components is doubled by copying and shifting the mean vectors. These structured mean vectors and the tied covariance matrices provide better generalization. Thus, they are robust toward data sparsity.

RBMs can also be used to model conditional PDFs between two groups of visible units using their variation form, i.e., the conditional RBM (CRBM). The CRBM was originally proposed to model the temporal dependency of human motion features [79]. The model structure of a CRBM representing the conditional PDF \( p(y | x, \lambda) \) is illustrated in Figure 7. In this model, the links between the visible units \( y \) and the hidden units \( h \) are undirected. If \( x \) is known, \( y \) and \( h \) form an RBM and its model parameters depend on \( x \) through the two directed links from \( x \) to \( y \) and \( h \). If \( h \in \{0,1\}^H \) are binary and \( x \in \mathbb{R}^{d_x} \) and \( y \in \mathbb{R}^{d_y} \) are real-valued, the energy function of a CRBM can be written as

\[
E(y, h, x; \lambda) = \sum_{i=1}^{V} \left( \frac{(y_i - a_i - \sum_{k} A_{i,k} x_k)^2}{2\sigma_i^2} \right) - \sum_{j=1}^{H} \left( b_j + \sum_{k} B_{j,k} x_k \right) h_j - \frac{1}{2} \sum_{i=1}^{V} \sum_{j=1}^{H} w_{i,j} h_j y_i / \sigma_i \]  

(31)

where \( \lambda = [A, B] \) is the set of parameters in the CRBM, \( A = [A_{i,k}] \in \mathbb{R}^{d_y \times V} \) and \( B = [B_{j,k}] \in \mathbb{R}^{d_h \times H} \) are matrices corresponding to the directed links in Figure 7. The conditional PDF of \( y \) given \( x \) can be written as

\[
p(y | x, \lambda) = \sum_{v} p(y, h | x, \lambda) = \frac{1}{Z_h} \sum_{v} \exp \left\{ -E(y, h, x; \lambda) \right\} \]  

(32)

where

\[
p(y, h | x, \lambda) = \frac{1}{Z_h} \exp \left\{ -E(y, h, x; \lambda) \right\}, \]  

(33)

\[
Z_h = \int \sum_{v} \exp \left\{ -E(y, h, x; \lambda) \right\} dy. \]  

(34)

Similar to RBMs, \( \lambda \) can be trained based on the ML criterion using the CD algorithm [79].

DBNs

A DBN is a probabilistic generative model that is composed of many layers of hidden units [16]. The graphical model representation for a three-hidden-layer DBN is shown in Figure 8. In this model, each layer captures the correlations among the activities of hidden features in the layer below. The top two layers of the DBN form an undirected graph. The lower layers form a directed graph with a top–down direction to generate the visible units. Assuming that \( e \) is real-valued and \( [h^{(l)}]_{l=1}^{L} \) are binary, the joint PDF of a DBN over the visible and hidden units can be written as

\[
p(v, h^{(1)}, \ldots, h^{(L)} | \lambda) = p(v | h^{(L)}, \lambda) \prod_{l=1}^{L} P(h^{(l)} | h^{(l-1)}, \lambda) P(h^{(l-1)}, h^{(l)} | \lambda), \]  

(36)
where $\mathbf{h}^0 = [h^0_1, \ldots, h^0_n]^{T}$ is the hidden stochastic vector at the $l$th hidden layer, $H_l$ is the dimensionality of $\mathbf{h}^0$, and $L$ is the number of hidden layers. $P(\mathbf{h}^{l-1} | \mathbf{h}^0, \lambda)$ is represented by an RBM as (21) with the weight matrix $W_l$ and the bias vectors $a_l$ and $b_l$. $p(v | h^{l,1}, \lambda)$ and $P(h^{l-1} | h^0, \lambda)$ are represented by sigmoid belief networks [80]. Each sigmoid belief network is described by a weight matrix $W^0$ and a bias vector $a^0$. Assuming that $v$ is real-valued and $(\mathbf{h}^0)^{t}_{-2}$ are binary, the conditional PDF $p(v | \mathbf{h}^0, \lambda)$ of a sigmoid belief network is described by (27).

For $l \in \{2, 3, \ldots, L - 1\}$, the dependency between two adjacent hidden layers is represented by

$$ P(h_l^{l-1} | h^0, \lambda) = g \left( a_l^{(i)} + \sum_j w_{ij}^{(l)} h_j^{(0)} \right). $$

(37)

For an $L$-hidden-layer DBN, its model parameters are composed of $(a^{(1)}, b^{(1)}, W^{(1)}, \ldots, a^{(L-1)}, b^{(L-1)}, a^{(L)}, b^{(L)}, W^{(L)})$. Furthermore, the marginal PDF of the visible variables for a DBN can be written as

$$ p(v | \lambda) = \sum_{h^0} \cdots \sum_{h^{L-2}} p(v, h^1, \ldots, h^{L-1} | \lambda). $$

(38)

Given the training samples of the visible units, it is difficult to estimate the model parameters of a DBN directly based on the ML criterion due to the complex model structure with multiple hidden layers. Therefore, a greedy learning algorithm has been proposed and popularly applied to train DBNs in a layer-by-layer manner [16]. A stack of RBMs are used in this algorithm. First, it estimates the parameters $(a^{(1)}, b^{(1)}, W^{(1)})$ of the first-layer RBM to model the visible training data. Then, it freezes the parameters $(a^{(1)}, W^{(1)})$ of the first layer and draws samples from $P(h^1 | v, \lambda)$ using (26) to train the next-layer RBM $(a^{(2)}, b^{(2)}, W^{(2)})$. This training procedure is conducted recursively until it reaches the top layer and gets $(a^{(L)}, b^{(L)}, W^{(L)})$. It has been shown that this greedy learning algorithm can improve the lower bound on the log-likelihood of the model, given training samples by adding each new hidden layer [16], [18]. Once the model parameters are estimated, the calculation of the log probability that a DBN assigns to training or test data by applying (38) directly becomes computationally intractable. A lower bound on the log probability can be estimated by combining the AIS-based partition function estimation with the approximate inference [18].

### DNNs

A DNN is a feed-forward, artificial neural network that has more than one layer of hidden units between its input and output layers [22]. The model representation for a two-hidden-layer DNN is shown in Figure 9. At each hidden layer, each hidden unit typically maps the weighted sum of its inputs from the layer below to a deterministic value using a nonlinear activation function and passes it to the layer above. If a sigmoid function $g(\cdot)$ is used as an activation function, its output is given as

$$ h_j^{l} = g \left( b_j^{(l)} + \sum_i h_i^{l-1} w_{ij}^{(l)} \right). $$

(39)

where $h_j^{l}$ is the $j$th hidden unit at the $l$th layer ($h_j^{0} = x_i$ is the $i$th dimension of input feature), $b_j^{(l)}$ is the bias of the $j$th unit at the $l$th layer, and $w_{ij}^{(l)}$ is the weight associated with the link from $h_i^{l-1}$ to $h_j^{l}$. The form of activation functions at the output layer depends on the task. For multiclass classification tasks, a softmax function is typically used

$$ \hat{y}_j = \exp \left( b_j^{(L+1)} + \sum_i h_i^{L} w_{ij}^{(L+1)} \right) / \sum_i \exp \left( b_i^{(L+1)} + \sum_j h_j^{L} w_{ij}^{(L+1)} \right). $$

(40)

where $\hat{y}_j = h_j^{L+1}$ gives the posterior probability of the $j$th class and $L$ is the number of hidden layers. For regression tasks, a linear activation function is often used

$$ \hat{y}_i = b_i^{(L+1)} + \sum_j h_j^{L} w_{ij}^{(L+1)}. $$

(41)

The set of parameters of an $L$-hidden-layer DNN consists of $\lambda = (b^{(1)}, W^{(1)}, \ldots, b^{(L-1)}, W^{(L+1)})$. They can be optimized in a supervised way by minimizing a loss function that measures the difference between data and predicted outputs using the back-propagation algorithm [81]. For classification tasks, the cross entropy between correct and predicted class posterior probabilities is often used as the loss function

$$ L(y, \hat{y}; \lambda) = -\sum_j y_j \log(\hat{y}_j), $$

(42)
where \( y_j \) denotes the correct class posterior probability given input, which is typically a binary value. For regression tasks, the mean square error is commonly adopted as the loss function

\[
L(y, \hat{y}; \lambda) = \sum_{j} (y_j - \hat{y}_j)^2,
\]

where \( y_j \) and \( \hat{y}_j \) are the \( j \)th dimension of the correct and predicted outputs, respectively. A DNN for regression can be considered a probabilistic model representing a conditional PDF of \( y \) given \( x \) using a Gaussian distribution, i.e.,

\[
p(y \mid x, \lambda) = N(y; \hat{y}, I),
\]

where \( I \) is an identity matrix and \( \hat{y} \) depends on \( x \) and \( \lambda \). Thus, minimizing the mean square error between \( \hat{y} \) and \( y \) with respect to \( \lambda \) is equivalent to the ML estimation of \( \lambda \).

DNNs can be powerful models of the highly complex and nonlinear relationship between inputs and outputs. However, it is difficult to train a DNN with many hidden layers. The error signal in back-propagation training decays as it is back-propagated along many hidden layers, which leads to the vanishing gradient problem [82], i.e., the lower layers cannot get much information about how to update their model parameters. Supervised training of DNNs can also result in overfitting to training data because of the power of DNNs to represent training samples. To avoid this problem, unsupervised pretraining techniques, which use DBN (stacked RBMs) weights to initialize a DNN, were proposed [17]. To build an \( L \)-hidden-layer DNN, an \( L \)-hidden-layer DBN is first trained. Then, weights of the DBN are used to initialize the weights of the DNN. After initializing the DNN weights, supervised fine-tuning is conducted using back-propagation to adjust the weights estimated in pretraining. This unsupervised pretraining strategy can provide a better starting point for supervised fine-tuning than random initialization and reduce overfitting significantly.

Besides RBMs, autoencoders (AEs) are another form of model that can be used for pretraining DNNs in a layerwise manner. An AE is a particular type of one-hidden-layer neural network [83]. It first maps an input vector \( x \) to a hidden representation \( h \) using a weight matrix \( W \) \ and then maps \( h \) back into a reconstruction \( \hat{x} \) of the same shape as \( x \) using a weight matrix \( W^T \). The two weight matrices may optionally be constrained: \( W = W^T \). The parameters are optimized such that the average reconstruction error from \( x \) to \( \hat{x} \) is minimized. The reconstruction error can be measured using either the mean square error or the cross-entropy criterion depending on the assumed distribution on the input features.

To prevent the hidden layer from simply learning the identity transform, a common modification of the AE is the DAE [21], which is trained to reconstruct the original input from a corrupted copy. Compared with RBMs, one of the advantages of using AEs and DAEs is that many traditional optimization algorithms for neural networks can be used in training. The DAE can also be stacked to form a particular type of DNN, called a deep DAE, through unsupervised pretraining and supervised fine-tuning. While pretraining each layer, the hidden representations given by the DAE of the layer below are used as the input to the current layer. For supervised fine-tuning, an output layer is added on top of the network and the weights of the entire network are adjusted to minimize the cost function [83].

**ACOUSTIC MODELING USING DEEP LEARNING TECHNIQUES FOR SPSG**

Given the success of applying deep learning to a variety of speech tasks, we believe that the approach can also be applied to acoustic speech modeling in speech generation to overcome the limitations mentioned earlier and to achieve better input-to-cluster and/or cluster-to-feature mapping. Applications of the deep learning techniques to SPSG had not been investigated until very recently. During the last year, several articles on the topic for speech synthesis [23]–[26], [33], [34], voice conversion [27]–[29], and speech enhancement [30]–[32] have been published. They reported positive results that the deep learning techniques improved the naturalness, similarity, and/or quality of generated speech. These deep learning approaches can be classified into three categories according to the modeling steps, as well as the relationship between the input and output features represented in the model.

**CLUSTER-TO-FEATURE MAPPING USING DEEP GENERATIVE MODELS**

In this approach, the deep learning techniques are applied to the cluster-to-feature mapping step of acoustic modeling for SPSG, i.e., to describe the distribution of acoustic features at each cluster. The input-to-cluster mapping, which determines the clusters from the input features, still uses conventional approaches, such as decision trees and state-duration PDFs in HMM-based speech synthesis and posterior probabilities of mixture components in GMM-based voice conversion. One example of this approach is HMM-based speech synthesis using RBMs and DBNs for spectral modeling [24]. This work improves the conventional spectral modeling approach in HMM-based parametric speech synthesis. Improvement was achieved in two aspects: First, raw spectral envelopes extracted by speech transformation and representation based on adaptive interpolation of weighted spectrum (STRAIGHT) analysis [84] rather than the low-dimensional representations, such as MCCs or line spectral pairs (LSPs) derived from these spectral envelopes, were modeled. Second, RBMs and DBNs were adopted to replace single Gaussian distributions at the leaf nodes of decision trees. The model structure of this approach is shown in Figure 10. To simplify model training with high-dimensional spectral features, decision trees and state alignments were assumed to be given.

At the acoustic feature extraction stage using STRAIGHT analysis, original spectral envelopes were stored in addition to spectral parameters. The context-dependent HMMs for low-dimensional spectral parameters and \( F_0 \) features were estimated according to the approach introduced in the section “HMM-Based Speech Synthesis.” A single Gaussian distribution was used to model the spectral parameters at each leaf node of the decision trees. Then, a state-level forced alignment was carried out with the trained HMMs. The state boundaries obtained were used to gather the
To simplify model estimation, each dimension of the spectral envelope features was normalized to zero mean and unit variance before training RBMs or DBNs, and the variance parameters $\sigma_i^2$ in (25) were fixed to 1 for each leaf node. As a result, a set of context-dependent RBM-HMMS or DBN-HMMS is trained for modeling the spectral envelopes.

At synthesis time, the speech parameter-generation algorithm was used to generate the spectral envelopes. The optimal sequences of spectral envelopes were determined so as to maximize their output probability given the RBM-HMM or the DBN-HMM. If a single Gaussian distribution is adopted as the state-output PDFs of HMMS, and the state sequence is given, there is a closed-form solution to determine the optimal acoustic feature trajectories [7]. However, the marginal PDFs of RBMs and DBNs are much more complicated than a single Gaussian distribution. Thus, there is no closed-form solution to find the optimal acoustic feature trajectories. To avoid this problem, a Gaussian approximation was applied before the parameter-generation stage as a simplification. At each decision tree leaf node of decision trees, a Gaussian distribution $N(v; \mu, \Sigma)$ was constructed, where

$$\mu = \arg \max_{\mu} p(v | \lambda)$$

was the mode vector estimated [24] from $p(v | \lambda)$ for each RBM or DBN and $\Sigma$ was a diagonal covariance matrix computed from the training samples associated with the leaf node. Because each dimension of the training samples of $v$ was normalized to zero mean and unit variance, a denormalization processing was conducted before parameter-generation to derive the distributions of the original spectral envelope features from the estimated $\mu$ and $\Sigma$. The RBMs/DBNs at the leaf nodes were replaced by these Gaussian distributions at the synthesis stage. Therefore, the speech parameter-generation algorithm can be followed to predict the spectral envelopes. For details about the mode estimation algorithm, refer to [24].

A group of subjective evaluations has been conducted to prove the effectiveness of this approach [24]. Some evaluation results are summarized and shown in Table 1. In this table, each line presents the preference percentages given by a preference listening test conducted between two systems. For example, the first row means that 48% of the stimuli generated by the GMM system was judged to be better than those of the baseline system. The percentage of converse preference was 18.67%. The baseline system was constructed using Mel-ceps with and single Gaussian distributions for cluster-to-feature mapping. At training time, Mel-ceps were derived from the spectral envelopes extracted by STRAIGHT. At synthesis time, the spectral envelopes recovered from the generated mel-ceps were sent into STRAIGHT to reconstruct speech waveforms. A system using spectral envelopes and single Gaussian distributions for cluster-to-feature mapping was also constructed. However, it was found that this system had very similar synthetic results to the baseline system. Some detailed explanation can be found in [24], which means that simply replacing mel-ceps with spectral envelopes is not helpful if the model structures are not modified accordingly. Therefore, the baseline system was adopted as a representative for these two systems in the subjective evaluation to simplify the test design. The GMM and RBM systems adopted GMMs of eight mixtures and RBMs of 50 hidden units to model the distribution of spectral envelopes at each leaf node of the decision trees. No postfiltering techniques, such as GV-based parameter-generation [13], were applied to any of these systems. It can be seen from the table that the use of RBMs to model the spectral envelopes at each leaf node achieved significantly better naturalness than the use of single Gaussian distributions and GMMs. A comparison between the spectral envelopes generated by the baseline system to the RBM system is shown in Figure 11. From this figure, we can observe the enhanced formant structures after modeling the spectral envelopes using RBMs.

In addition to speech synthesis, this approach was also applied to other speech generation tasks, such as voice conversion [27]. Similar to conventional GMM-based voice conversion, the input-to-cluster mapping in [27] was determined by the posterior probabilities of mixture components of a trained GMM, given the input acoustic features. Then, RBMs were adopted to model the joint PDFs between the source and target acoustic features for each cluster. The subjective evaluation results also demonstrated the effectiveness of

### Table 1: The Subjective Preference Scores (%) among Speech Synthesized Using the Baseline, GMM, and RBM Systems.

<table>
<thead>
<tr>
<th></th>
<th>BASELINE</th>
<th>GMM</th>
<th>RBM</th>
<th>N/P*</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.67</td>
<td>18.67</td>
<td>48</td>
<td>–</td>
<td>33.33</td>
<td>0.0014</td>
</tr>
<tr>
<td>5.33</td>
<td>5.33</td>
<td>70.67</td>
<td>24</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>–</td>
<td>–</td>
<td>69.33</td>
<td>14.67</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

* N/P denotes “no preference” [24].

The systems that achieved significantly better preference at the $p < 0.05$ level are in bold font.
this approach when either MCCs or spectral envelopes were used as spectral features. The mean opinion score (MOS) of similarity of the converted speech improved from 2.83 to 3.13, and the MOS of naturalness increased from 2.90 to 3.45, respectively [27].

**INPUT-TO-FEATURE MAPPING USING DEEP JOINT MODELS**

This approach uses a single deep generative model to achieve the integrated input-to-feature mapping by modeling the joint PDF between the input and output features. For example, a synthesis method using a multidistribution DBN (MD-DBN) has been proposed in [25] with input features capturing linguistic contexts and output features being acoustic features. More specifically, the input contextual features for speech synthesis were the tonal syllables in Mandarin Chinese, which were encoded within a 1-of-k code following the categorical distribution (i.e., the generalized Bernoulli distribution). The output acoustic features to be generated consisted of syllable-level spectrum and excitation parameters. Each syllable was represented by an acoustic feature supervector, which consisted of multiple frames of Mel-generalized cepstral coefficients (MGCs), log-energy, log\(F_0\), and voiced/unvoiced (UV) flags. These frames were uniformly spaced within the boundary of a syllable. Different types of acoustic features including spectrum and excitation parameters are modeled by a single network so that the correlation between them can be modeled. Syllable duration was modeled and predicted separately in this framework.

To model the different distributions of the binary data (i.e., the UV flags) and the continuous data (i.e., the MGCs and \(\log F_0\)), the approach used an MD-DBN, as shown in Figure 12. This consisted of the building blocks of RBMs, with different types of distribution units in the visible layer. Gaussian distributions were used for the spectral data and \(\log F_0\), and Bernoulli distributions for the UV flags, to form the Gaussian–Bernoulli RBM (GB-RBM) for the bottom layer. Training of the MD-DBN began with unsupervised learning, where an MD-DBN with \(L-1\) hidden layers was first trained using the acoustic features as observations as shown in the right part of Figure 12. The MD-DBN was built by stacking up multiple Bernoulli RBMs (B-RBMs) on top of the bottom GB-RBM layer; thus, the depth of the model could be easily controlled. This was followed by supervised learning where the \((L-1)\)th layer was extended with a 1-of-\(k\) vector \(x\) that encoded Mandarin syllable IDs and then learned one more layer on top. This additional layer modeled the joint distribution between the syllable IDs and the hidden activations of the supervector using the Categorical-Bernoulli RBM (CB-RBM).

This training paradigm has three advantages over HMM-based synthesis: 1) It models all training data in a centralized network and avoids data partitioning. Instead of using thousands of Gaussian distributions to piece the acoustic space together as in the HMM-based approach, this approach uses only one MD-DBN to portray the whole acoustic space, which potentially reduces the requirements of training data and increases the efficiency of model parameters. 2) The supervector consists of multiple acoustic frames from a syllable with temporal dynamics intact, which can be captured by the MD-DBN. This differs from the HMM-based synthesis, which assumes that acoustic observations are dependent only on the current hidden state. Since the correlations in the temporal domain can be captured directly by the MD-DBN, the use of dynamic features can be eliminated. 3) In the frequency domain, the correlations between spectral coefficients within a single frame can also be modeled by the MD-DBN, which does not adopt any independence assumptions such as those introduced by the use of a GMM with a diagonal covariance matrix. As a result, the decoupling process in the speech feature extraction can be eliminated to preserve more information.

At synthesis time, the contextual features \(x\) were first determined for each syllable by text analysis. Then, alternative Gibbs sampling using \(P(h^{L-1}\mid x,h^{L-2},\lambda)\) and \(P(h^{L-1}\mid \lambda)\) were conducted with the \(x\) clamped to update \(h^{L-1}\) until convergence or a maximum number of iterations was reached. Then, the acoustic feature supervector was predicted as the mean vector of \(p(y\mid h^{L})\), which was determined by recursively generating hidden variables from \(h^{L-1}\) to \(h^{0}\). Finally, the generated acoustic features were interpolated according to the predicted syllable durations and were sent into the Mel log spectrum approximation filter [85] to reconstruct the speech waveforms. No postfiltering or global-variance-based voice enhancement techniques were incorporated.

It is worth noting that this acoustic modeling method discarded HMMs and modeled the joint PDF between the input contextual features and the output acoustic features using one single MD-DBN without the conventional two-step mapping. Table 2 shows the five-point Likert scale MOSs of the HMM baseline (HMM), the system predicting MGCs using the proposed MD-DBN approach [DBN (MGCs)], and the system predicting both MGCs and \(\log F_0\) using the MD-DBN approach [DBN (MGCs + \(\log F_0\))] [25]. Comparing DBN (MGCs) with HMM, we can see that the proposed MD-DBN approach outperforms the conventional HMM baseline for modeling and
INPUT-TO-FEATURE MAPPING USING DEEP CONDITIONAL MODELS

Similar to the previous approach, this one predicts acoustic features from inputs using an integrated deep generative model. The difference is that this approach models a conditional PDF of output acoustic features, given input features instead of their joint PDF.

A DBN-based speech synthesis approach was proposed in [26]. In this approach, context and acoustic features were treated as inputs and targets of a DNN, respectively, as shown in Figure 13. As introduced in the DBNs section, a DBN describes a conditional PDF of outputs given inputs using a Gaussian distribution. A text to be synthesized was first converted to a sequence of frame-level linguistic context features. The linguistic context features at each frame included binary answers to questions about contexts, numeric context descriptors, position of the current frame within a segment, and segment durations. The acoustic features at each frame were composed of MCCs, log(F0), excitation aperiodicities, their derived dynamic components [3], and binary U/V decisions. The weights of the DNN were trained from pairs of inputs and targets extracted from training data. Like the DBN-based approach discussed in the section “Input-to-Feature Mapping Using Deep Joint Models,” as acoustic features include both spectral and excitation parameters and a single DNN is trained, correlations between them can be modeled. At synthesis time, phoneme durations were first determined by a duration prediction module; then, frame-level linguistic context features were composed. By feeding the composed linguistic context features to the trained DNN, output acoustic features were predicted. By using these predicted output acoustic features as means along with the frame-independent variances of output acoustic features computed from all training data, the speech parameter-generation algorithm [7] generated the smooth acoustic feature trajectories. The generated acoustic feature parameters were post-processed by a postfilter (in the experiment reported in [26], postfiltering in the mel-cepstral domain [86] was applied to emphasize formant structure) and then sent to a vocoder to reconstruct a speech waveform.

A subjective preference listening test was conducted to compare the performance of the DNN-based systems with HMM-based systems [26]. The experimental results are shown in Table 3. In this experiment, HMM- and DBN-based systems with similar numbers of parameters were compared. The α in the first column of Table 3 is the scaling factor for the penalty term in the minimum description length (MDL) criterion, which is often used to control the number of parameters in HMM-based systems. It can be seen in the table that, for all three model sizes, the DNN-based system achieved better naturalness than the HMM-based system according to the p values given by hypothesis tests.

Other approaches of DNN-based TTS can be found [33], [34]. These include a hybrid approach between DNN and Gaussian process (GP)-based regression [33] to predict log(F0); a DNN that maps linguistic context features to log(F0) was first trained, and then the activations at the last hidden layer were used as inputs for GP-based nonparametric regression. This approach combined the parametric and nonparametric regression models. An alternative approach [34] used a vector-space representation of input texts as inputs of DNN-based TTS. This vector-space representation was derived without using any linguistic resources; only orthographic information (graphemes) was used; thus, it did not require any language knowledge to build a model.

The acoustic modeling approach using deep conditional models has also been applied to other speech generation tasks, such as voice conversion [28], [29] and speech enhancement [30]–[32]. A DNN-based voice conversion approach has been proposed in [28]. In this approach, acoustic features of a source
voice were mapped to those of a target voice using a DNN that was initialized by concatenating two DBNs. CRBMs have also been used to construct conditional models for voice conversion. In [29], a CRBM was estimated to model a conditional PDF of acoustic features of a target voice given acoustic features from a source voice. For speech enhancement, conditional generative model-based approaches have been proposed for mapping acoustic features extracted from noisy speech to those of clean speech using DNNs [32] or DAEs [30, 31].

**COMPARISONS AMONG THESE THREE APPROACHES**

The cluster-to-feature mapping approach using deep generative models has the model structure most similar to conventional HMM- or GMM-based approaches. The input-to-cluster mapping step is preserved, and few modifications to the existing speech generation engines are necessary after off-line model training [24]. The input-to-feature mapping approaches using deep joint models or deep conditional models integrate the two-step mapping of acoustic modeling into a single step [25], [26], which can express complicated mapping functions more efficiently and provide better generalization than the approaches using conventional input-to-cluster mapping, such as decision trees and GMM posterior probabilities. Compared with the sampling-based parameter-generation from a DBN [25], generating acoustic features from a DNN is more straightforward [26]. However, the conditional PDF represented by a DNN is relatively simple because it is a Gaussian distribution with an identity covariance matrix as described in the “DNNS” section. Table 4 summarizes the recently proposed acoustic modeling approaches using deep learning techniques for SPSG. Some discussions on these approaches will be given in the “Discussion” section.

**DISCUSSION**

**PERFORMANCE OF RBMs AS DENSITY MODELS**

RBMs are the basis of many deep models such as DBNs and DNNs. As introduced in the “RBMs” section, RBMs have some good properties in describing the distribution of high-dimensional observations with cross-dimension correlations. The performance of GMMs and RBMs in modeling the distribution of mel-cepstra and spectral envelopes for a specific context-dependent HMM state was investigated in [23]. Spectral envelopes were extracted by STRAIGHT analysis [84], and MCCs were derived from the spectral envelopes at each frame. In the experiment, a leaf node with 720 frames was used; 520 frames were used for training and the remaining 200 frames were used as a test set. The number of mixture components in a GMM varied from 1 to 32, and the number of hidden units in an RBM varied from 1 to 1,000. The average log probabilities on the training and test sets for different model structures are shown in Table 5 for MCCs and the spectral envelopes, respectively. It can be seen from the tables that the GMMs outperform the other models on average. On the other hand, it can be seen that RBMs consistently give good generalization ability even with a large number of hidden units. It can be seen that RBMs outperform the other models on average.

**TABLE 3** THE SUBJECTIVE PREFERENCE SCORES (%) BETWEEN SPEECH SAMPLES FROM THE HMM- AND DNN-BASED SYSTEMS [26].

<table>
<thead>
<tr>
<th>Task</th>
<th>Model Structure</th>
<th>Input Features</th>
<th>Generated Acoustic Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM (a)</td>
<td>DNN (# LAYERS × # UNITS)</td>
<td>N/P</td>
<td>p</td>
</tr>
<tr>
<td>15.8 (16)</td>
<td>38.5 (4 × 256)</td>
<td>45.7</td>
<td>&lt; 10⁻⁶</td>
</tr>
<tr>
<td>16.1 (4)</td>
<td>27.2 (4 × 512)</td>
<td>56.8</td>
<td>&lt; 10⁻⁶</td>
</tr>
<tr>
<td>12.7 (1)</td>
<td>36.6 (4 × 1,024)</td>
<td>50.7</td>
<td>&lt; 10⁻⁶</td>
</tr>
</tbody>
</table>

The systems that achieved significantly better preference at the p < 0.01 level are shown in bold font.

**TABLE 4** A SUMMARY OF THE PROPOSED ACOUSTIC MODELING APPROACHES USING DEEP LEARNING TECHNIQUES FOR SPSG.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model Structure</th>
<th>Input Features</th>
<th>Generated Acoustic Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>KANG ET AL. 2013 [25]</td>
<td>SPEECH SYNTHESIS</td>
<td>DBN</td>
<td>MCCs, log Fi, AND UV</td>
</tr>
<tr>
<td>ZEN ET AL. 2013 [26]</td>
<td>SPEECH SYNTHESIS</td>
<td>DNN</td>
<td>MCCs, log Fi, APERIODICITIES, AND UV</td>
</tr>
<tr>
<td>LU ET AL. 2013 [34]</td>
<td>SPEECH SYNTHESIS</td>
<td>DNN</td>
<td>LSPs, log Fi, AND APERIODICITIES</td>
</tr>
<tr>
<td>FERNANDEZ ET AL. 2013 [33]</td>
<td>SPEECH SYNTHESIS</td>
<td>DNN-GP</td>
<td>logFi</td>
</tr>
<tr>
<td>CHEN ET AL. 2013 [27]</td>
<td>VOICE CONVERSION</td>
<td>MIXTURE OF RBMs</td>
<td>SPECTRAL ENVELOPES</td>
</tr>
<tr>
<td>NAKASHIKA ET AL. 2013 [28]</td>
<td>VOICE CONVERSION</td>
<td>DNN</td>
<td>MCCs OF SOURCE VOICE</td>
</tr>
<tr>
<td>WU ET AL. 2013 [29]</td>
<td>VOICE CONVERSION</td>
<td>CRBM</td>
<td>MCCs OF SOURCE VOICE</td>
</tr>
<tr>
<td>XIA ET AL. 2013 [31]</td>
<td>SPEECH ENHANCEMENT</td>
<td>DAE</td>
<td>POWER SPECTRA OF CLEAN SPEECH</td>
</tr>
<tr>
<td>XU ET AL. 2014 [32]</td>
<td>SPEECH ENHANCEMENT</td>
<td>DNN</td>
<td>POWER SPECTRA OF NOISY SPEECH</td>
</tr>
</tbody>
</table>

* , @, and § denote the three categories described in the section “Acoustic Modeling Using Deep Learning Techniques for SPSG.”
* denotes cluster-to-feature mapping using deep generative models.
@ denotes input-to-feature mapping using deep joint models.
§ denotes input-to-feature mapping using deep conditional models.
from Table 5 that the best GMM and the best RBM had very close test-set log probabilities while modeling the MCCs. However, the RBMs gave much higher test-set log probabilities than the GMMs as shown in Table 5(b). These results can be attributed to the fact that mel-cepstral analysis decorrelates spectral parameters, whereas the advantage of RBMs is to analyze the latent patterns embedded in the high-dimensional raw data with strong interdimensional correlations, such as raw spectral envelopes.

**INPUT AND TARGET FEATURES**

In acoustic modeling for SPSG, the forms of input features are task dependent. The same is true for the acoustic modeling using deep learning techniques. As shown in Table 4, simple to rich linguistic context features are typically used as input features for speech synthesis [24]–[26], [33], whereas vectorspace representation of input texts has also been used [34]. Input features for voice conversion are typically spectral features extracted from a source voice [27]–[29]. Likewise, input features for speech enhancement are typically power spectra extracted from noisy speech [30]–[32]. Various output acoustic features for speech generation have been used, as listed in Table 4. The discussion in the section “Performance of RBMs as Density Models” shows that RBMs and other deep generative models are good at modeling the distribution of high-dimensional acoustic features with cross-dimensional correlations. Thus, some approaches took this into account when selecting their output acoustic features. The cross-dimensional correlations represented by the deep generative models exist in both the frequency domain, e.g., by using raw power spectra or spectral envelopes at each frame [24], [30]–[32], and the temporal domain, e.g., by concatenating the acoustic features of multiple frames [25]. In some speech generation tasks, such as speech synthesis, $F_0$ is another important acoustic feature to be predicted in addition to spectral parameters. $F_0$ together with other excitation-related acoustic features, including UV decisions and aperiodicity ratios, has also been used as a part of target features in some deep-learning-based acoustic modeling approaches [25], [26]. However, the prediction performance of log $F_0$ was not as good as that of spectral features as shown in the experimental results in [25] and [26].

**MODEL STRUCTURES AND MODEL TRAINING**

As shown in Table 4, different model structures have been adopted in these approaches. RBMs and DBNs were used to represent joint PDFs and to achieve cluster-to-feature [24], [27] or input-to-feature mapping [25]. On the other hand, DNNs, CRBsMs, and DAEs were adopted to represent conditional PDFs and to achieve direct input-to-feature mapping [26], [30]–[32]. The depth of architecture, i.e., the number of hidden layers, is an important characteristic of a deep model. In DBN-HMM-based speech synthesis [24], the experimental results in Table 1 show that increasing the number of layers did not improve the naturalness of synthetich speech because of the difficulty of estimating the mode of a DBN.

In other works [25], [26], [30], [32], the number of hidden layers was tuned to minimize the mean squared error between targets (data) and outputs (predicted acoustic features) on development sets. The results show that multiple hidden layers could achieve better prediction accuracy than a single hidden layer. However, the optimal depth is commonly not as deep as that used in DNN-HMM-based ASR. It is reasonable considering that the amount of training data for speech generation tasks is limited compared with ASR. In the DNN-based approaches, different initialization strategies have been employed, e.g., random initialization for speech synthesis [26], structured pretraining using DBNs and ANNs for voice conversion [28], and pretraining using stacked AEs or RBMs for speech enhancement [30], [32]. Considering the heavy computational cost of training RBMs, DNNs, and other deep models, graphics processing unit-based acceleration was applied to reduce the training time [25], [26].

**A COMPARISON BETWEEN SPEECH SYNTHESIS AND RECOGNITION BOTH USING DNN-HMMS**

The DNN-HMM is the dominant form of acoustic modeling with deep structures for ASR [22]. In this approach, a DNN is trained to map input acoustic features (e.g., mel-frequency cepstral coefficients, log-filterbank features, etc.) to posterior probabilities of leaf nodes of decision trees at each frame. HMMs are used to connect the hidden states with the higher-level linguistic representations for decoding with language models at recognition time. While there seems to be a converging deep learning

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>THE AVERAGE LOG PROBABILITIES ON THE TRAINING AND TEST SETS WHEN MODELING THE MEL-CEPSTRA AND SPECTRAL ENVELOPES OF A SPECIFIC STATE USING DIFFERENT MODELS [23].</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MEL-CEPSTRA COEFFICIENTS</strong></td>
<td><strong>AVERAGE LOG PROBABILITY</strong></td>
</tr>
<tr>
<td></td>
<td>TRAIN</td>
</tr>
<tr>
<td>GMM (1)-DIAG</td>
<td>$-58.176$</td>
</tr>
<tr>
<td>GMM (4)-DIAG</td>
<td>$-51.188$</td>
</tr>
<tr>
<td>GMM (16)-DIAG</td>
<td>$-40.869$</td>
</tr>
<tr>
<td>GMM (32)-DIAG</td>
<td>$-29.973$</td>
</tr>
<tr>
<td>GMM (1)-FULL</td>
<td>$-30.883$</td>
</tr>
<tr>
<td>RBM (1)</td>
<td>$-56.464$</td>
</tr>
<tr>
<td>RBM (10)</td>
<td>$-52.416$</td>
</tr>
<tr>
<td>RBM (50)</td>
<td>$-51.840$</td>
</tr>
<tr>
<td>RBM (200)</td>
<td>$-53.554$</td>
</tr>
<tr>
<td>RBM (1,000)</td>
<td>$-55.797$</td>
</tr>
<tr>
<td><strong>SPECTRAL ENVELOPES</strong></td>
<td><strong>AVERAGE LOG PROBABILITY</strong></td>
</tr>
<tr>
<td></td>
<td>TRAIN</td>
</tr>
<tr>
<td>GMM (1)-DIAG</td>
<td>$-727.915$</td>
</tr>
<tr>
<td>GMM (4)-DIAG</td>
<td>$-599.642$</td>
</tr>
<tr>
<td>GMM (16)-DIAG</td>
<td>$-485.072$</td>
</tr>
<tr>
<td>GMM (32)-DIAG</td>
<td>$-379.980$</td>
</tr>
<tr>
<td>GMM (1)-FULL</td>
<td>$-2,207.177$</td>
</tr>
<tr>
<td>RBM (1)</td>
<td>$-685.799$</td>
</tr>
<tr>
<td>RBM (10)</td>
<td>$-629.906$</td>
</tr>
<tr>
<td>RBM (50)</td>
<td>$-587.146$</td>
</tr>
<tr>
<td>RBM (200)</td>
<td>$-576.461$</td>
</tr>
<tr>
<td>RBM (1,000)</td>
<td>$-562.439$</td>
</tr>
</tbody>
</table>

The numbers in the brackets indicate the Gaussian mixture numbers for the GMMs and the hidden unit numbers or the RBMs. “DIAG” and “FULL” denote using diagonal and full covariance matrices, respectively.
architecture based on the DNN-HMM for the dominant use in ASR, there has been a greater variety of model structures proposed for SPSG using deep learning techniques, where the variety can be seen in Table 4. Among them, the DNN-based conditional modeling approach [26], [32] adopts a model structure quite similar to the DNN-HMM for acoustic modeling in ASR. One main difference is in the activation functions used at the DNN’s output layers: the softmax layer for multiclass classification in ASR versus the linear layer for regression in SPSG.

In DNN–HMM-based ASR, acoustic features are the input to a DNN for classification, while DNN-based SPSG predicts acoustic features for speech generation. Therefore, the acoustic features used in DNN-based SPSG should take into account the requirement of reconstructing speech waveforms. Some acoustic features that are not adopted in DNN–HMM-based ASR, such as excitation-related features [26] and power spectra [32], have been used in DNN-based SPSG.

CONCLUSIONS

This article provides an overview of the emerging speech generation approaches using deep learning techniques. Compared with the conventional acoustic modeling methods in SPSG based on the use of HMMs and GMMs, deep joint models (e.g., RBMs and DBNs) and deep conditional models (e.g., CRBMs and DNNs), which we reviewed in this article, are better able to describe the complex and nonlinear relationship between the inputs and targets of the SPSG system and, therefore, improve the naturalness, similarity to the target speaker, and quality of the generated speech. Various implementations of building acoustic models using deep learning for SPSG in the current literature have been reviewed and compared. To facilitate a review of the area and to offer insights into the different approaches reported in the literature, we categorize them into three classes, describe and analyze each, and make connections in a systematic manner.

Despite the empirical successes of a range of deep learning methods in SPSG as reviewed in this article, there remain important issues that need further investigation to make full use of the intrinsic strength of deep learning models and methods in SPSG. For example, current attempts have not achieved positive results in modeling and prediction of $F_0$ using deep generative models [25], [26]. Considering the different physiological mechanisms between the production of $F_0$ and of spectral features, deep model structures designed specifically for $F_0$ modeling and prediction may be necessary. Furthermore, few considerations have been made thus far in deep learning approaches to model the temporal dependencies among the sequence of acoustic features. We believe that a promising direction to pursue in the near future is to apply the deep generative models with better temporal modeling abilities, such as recurrent neural networks, to the SPSG tasks in the future.
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In pattern recognition and computer vision, one is often faced with scenarios where the training data used to learn a model have different distribution from the data on which the model is applied. Regardless of the cause, any distributional change that occurs after learning a classifier can degrade its performance at test time. Domain adaptation tries to mitigate this degradation. In this article, we provide a survey of domain adaptation methods for visual recognition. We discuss the merits and drawbacks of existing domain adaptation approaches and identify promising avenues for research in this rapidly evolving field.

Supervised learning techniques have made tremendous contributions to machine learning and computer vision leading to the development of robust algorithms that are applicable in practical scenarios. While these algorithms have significantly advanced the state of the art, their performance is often limited by the amount of labeled training data available. Labeling is expensive and time-consuming due to the great amount of human effort involved. However, collecting unlabeled visual data is becoming considerably easier due to the availability of low-cost consumer and surveillance cameras, and large Internet databases such as Flickr and YouTube. These data often come from multiple sources and modalities. Thus, when designing a classification or retrieval algorithm using these heterogeneous data, one has to constantly deal with the changing distribution of these data samples. Examples of such cases include: recognizing objects under poor lighting conditions and poses while algorithms are trained on well-illuminated objects at frontal pose, detecting and segmenting an organ of interest from magnetic resonance imaging (MRI) images when available algorithms are instead optimized for computed tomography and X-ray images, recognizing and detecting human faces on infrared images while algorithms are optimized for color images, etc.

This challenge is commonly referred to as covariate shift [1] or data set bias [2], [3]. Any distributional change or domain shift that occurs after training can degrade the performance at test time. For instance, in the case of face recognition, to achieve useful performance in the wild, face representation and recognition methods must learn to adapt to distributions specific to each application domain shown in Figure 1. Domain adaptation tackles this problem by leveraging domain shift characteristics...
In domain adaptation, the target distribution is generated under different names such as covariate shift [1], class imbalance [4], and sample selection bias [5], [6], it only started gaining significant interest very recently in computer vision. There are also some closely related but not equivalent machine-learning problems that have been studied extensively, including transfer learning or multitask learning [7], self-taught learning [8], semisupervised learning [9], and multiview analysis [10]. A review of domain adaptation methods from machine-learning [8], semisupervised learning [9], and multiview analysis [11]. Our goal in this article is to survey recent domain adaptation related to domain adaptation.

NOTATION AND FORMULATION

In this section, we introduce the notation and formulate the domain adaptation learning problem. Furthermore, we discuss the similarities and differences among the various learning problems related to domain adaptation.

NOTATION AND RELATED LEARNING PROBLEMS

We refer to the training data set with plenty of labeled data as the source domain and the test data set with a few labeled data or no labeled data as the target domain. Following [11], let \( X \) and \( Y \) denote the input (data) and the output (label) random variables, respectively. Let \( P(X, Y) \) denote the joint probability distribution of \( X \) and \( Y \). In domain adaptation, the target distribution is generally different than the source distribution and the true underlying joint distribution \( P(X, Y) \) is unknown. We have two different distributions: one for the target domain and the other for the source domain. We denote the joint distribution in the source domain and the target domain as \( P_1(X, Y) \) and \( P_2(X, Y) \), respectively. The marginal distributions of \( X \) and \( Y \) in the source and the target domains are denoted by \( P_1(X), P_1(Y), P_2(X), P_2(Y) \), respectively. Similarly, the conditional distributions in the two domains are denoted by \( P_1(X|Y), P_2(Y|X), P_2(X|Y), P_2(Y|X) \). The joint probability of \( X = x \) and \( Y = y \) is denoted by \( P(X = x, Y = y) = P(x, y) \). Here, \( x \in X \) and \( y \in Y \) denote the instance space and class label space, respectively.

Let \( S = \{(x^i, y^i)\}_{i=1}^N \), where \( x^i \in \mathbb{R}^\mathcal{D} \) denote the labeled data from the source domain. Here, \( x^i \) is referred to as an observation, and \( y^i \) is the corresponding class label. Labeled data from the target domain is denoted by \( T_t = \{(x^i_t, y^i_t)\}_{i=1}^M \), where \( x^i_t \in \mathbb{R}^\mathcal{D} \). Similarly, unlabeled data in the target domain is denoted by \( T_u = \{x^i_u\}_{i=1}^M \), where \( x^i_u \in \mathbb{R}^\mathcal{D} \). Unless specified otherwise, we assume \( N = M \). Let \( T = T_t \cup T_u \). As a result, the total number of samples in the target domain is denoted by \( N_t \), which is equal to \( N_T = N_t \). Denote \( S = [x^1, \ldots, x^N] \) as the matrix of \( N_t \) data points from \( S \). Denote \( T_t = [x^1_t, \ldots, x^M_t] \) as the matrix of \( N_t \) data from \( T_t \). \( T_u = [x^1_u, \ldots, x^M_u] \) as the matrix of \( N_u \) data from \( T_u \) and \( T = [T_t, T_u] = [x^1, \ldots, x^M] \) as the matrix of \( N_t \) data from \( T \).

It is assumed that both the target and source data pertain to \( C \) classes or categories. Furthermore, it is assumed that all categories have some labeled data. We assume that there is always a relatively large amount of labeled data in the source domain and a small amount of labeled data in the target domain. As a result, \( N_t \gg N_u \).

The goal of domain adaptation is to learn a function \( f(.) \) that predicts the class label of a novel test sample from the target domain. Depending on the availability of the source and target domain data, the domain adaptation problem can be defined in many different ways.

- In semisupervised domain adaptation, the function \( f(.) \) is learned using the knowledge in \( S \) and \( T_t \).
In unsupervised domain adaptation, the function 𝑓(·) is learned using the knowledge in 𝑆 and 𝑇.

In multisource domain adaptation, 𝑓(·) is learned from more than one domain in 𝑆 accompanying each of the first two cases.

Finally, in the heterogeneous domain adaptation, the dimensions of features in the source and target domains are assumed to be different. In other words, 𝑁 ≠ 𝑀.

RELATED APPROACHES

COVARIATE SHIFT
One variation of the domain adaptation problem is where, given an observation, the conditional distributions of 𝑌 are the same in the source and the target domains, but the marginal distributions of 𝑋 differ in the two domains. In other words, 𝑃(𝑌|𝑋 = 𝑥) = 𝑃(𝑌|𝑋 = 𝑥) for all 𝑥 ∈ 𝑋, but 𝑃(𝑋) ≠ 𝑃(𝑋). This resulting difference between the two domains is known as covariate shift [1] or sample selection bias [5], [6].

Instance weighting methods can be used to address this covariate shift problem in which estimated weights are incorporated into a loss function in an attempt to make the weighted training distribution look like the testing distribution [11]. To see this, let us briefly review the empirical risk minimization framework for supervised learning [12]. Let 𝑇 ∈ 𝜃 be a model family from which we want to select an optimal parameter 𝜃* for the inference. Let 𝑔(𝑥, 𝑦, 𝜃) be a loss function. We want to minimize the following objective function:

\[ 𝜃^* = \arg \min_{θ ∈ Θ} \frac{1}{N} \sum_{(x, y) ∈ X × Y} P(\cdot) g(x, y, \theta) \]

to obtain the optimal 𝜃* for the distribution 𝑃(𝑋, 𝑌). Since 𝑃(𝑋, 𝑌) is unknown, we use the empirical distribution \( \hat{P}(\cdot) \) to estimate 𝑃(𝑋, 𝑌). A good model \( \hat{θ} \) can be found by minimizing the following empirical risk:

\[ \hat{θ} = \arg \min_{θ ∈ Θ} \frac{1}{N} \sum_{(x, y) ∈ X × Y} \hat{P}(\cdot) g(x, y, \theta) \]

As a result, one can weigh each training instance with \( \hat{P}(\cdot)\hat{P}(\cdot) \). Shimodaira [1] explored this approach to reweight the log likelihood of each training instance using \( \hat{P}(\cdot)\hat{P}(\cdot) \) for covariate shift. Various methods can be used to estimate the ratio \( \hat{P}(\cdot)\hat{P}(\cdot) \).

CLASS IMBALANCE

Another special case of the domain adaptation formulation assumes that \( \hat{P}(\cdot)\hat{P}(\cdot) \) for all \( y ∈ 𝑌 \), but \( \hat{P}(\cdot)\hat{P}(\cdot) \). This difference is often known as class imbalance [4]. Under this assumption, the ratio in (1) can be rewritten as:

\[ \frac{\hat{P}(x, y)}{\hat{P}(x)} = \frac{\hat{P}(y)}{\hat{P}(x)} \frac{\hat{P}(x)}{\hat{P}(y)} = \frac{\hat{P}(y)}{\hat{P}(x)}. \]

As a result, one only needs to consider \( \hat{P}(y)\hat{P}(y) \) to weigh the instances [15].

Resampling can also be applied on the training instances from the source domain so that the resampled data roughly has the same class distribution as the target domain. In these methods, underrepresented classes are oversampled and overrepresented classes are undersampled [11].

TRANSFER LEARNING

Multitask learning or transfer learning is closely related to domain adaptation [7], [16]. In multitask learning, different tasks are considered, but the marginal distribution of the source and target data are similar. In other words, assuming 𝐿 tasks, the joint probability of each task \( P(\cdot, \cdot)_{1:L} \) is different, but there is only a single distribution \( P(\cdot) \) of the observation. When learning the class conditional models \( P(\cdot, \cdot)_{1:L} \) for 𝐿 tasks, it is assumed that the model parameters of the individual tasks are drawn from a common prior distribution \( \Theta_0(\cdot) \).
Since domain adaptation considers only a single task but different domains, it is a somewhat different problem than multitask learning. However, one can view domain adaptation as a special case of multitask learning with two tasks, one on the source domain and the other on the target domain. In fact, some domain adaptation methods are essentially solving transfer learning problems. We refer you to [16] for a comprehensive survey on various transfer learning methods.

SEMISUPERVISED LEARNING

The performance of a supervised classification algorithm is often dependent on the availability of a sufficient amount of training data. However, labeling samples is expensive and time-consuming due to the significant human effort involved. As a result, it is desirable to have methods that learn a classifier with high accuracy from only a limited amount of labeled training data. In semisupervised learning, unlabeled data are exploited to remedy the lack of labeled data. This in turn requires that the unlabeled data come from the same distribution as the labeled data. Hence, if we ignore the domain difference, and treat the labeled source instances as labeled data and the unlabeled target domain instances as unlabeled data, then the resulting problem is that of the semisupervised learning problem. As a result, one can apply any semisupervised learning algorithm [9] to the domain adaptation problem. The subtle difference between domain adaptation and semisupervised learning comes from the following two facts [11]:

- The amount of labeled data in semisupervised learning is small but large in domain adaptation.
- The labeled data may be noisy in domain adaptation if one does not assume \( P_r(Y|X=x) = P_r(Y|X=x) \) for all \( x \), whereas, in semisupervised learning, the labeled data are assumed to be reliable.

In fact, there have been several works in the literature that extend semisupervised learning methods to domain adaptation. A naive Bayes’ transfer classifier algorithm, which allows for the training and test data distributions to be different for text classification, was proposed in [17]. This algorithm first estimates the initial probabilities under a distribution of one labeled data set and then uses an expectation maximization (EM) algorithm to revise the model for a different distribution of the test data which are assumed to be unlabeled. This EM-based domain adaptation method can be shown to be equivalent to a semisupervised EM algorithm [18]. Some of the other methods that extend domain adaptation using semisupervised learning include [19] and [20].

SELF-TAUGHT LEARNING

Another problem related to domain adaptation and semisupervised learning is self-taught learning [8], [21]. In self-taught learning, we are given limited data for a classification task and also large amounts of unlabeled data that are only mildly related to the task. In particular, the unlabeled data may not arise from the same distribution or share the class labels. This assumption essentially differentiates self-taught learning from semisupervised learning. Self-taught learning is motivated by the observation that many randomly downloaded images contain basic visual features, such as edges and corners, that are similar to those in the training images. As a result, if one is able to learn to recognize such patterns from the unlabeled data, then these features can be used for the supervised learning task of interest [8].

A sparse coding-based approach was proposed in [8] for self-taught learning, where a dictionary is learned using unlabeled data. Then, higher-level features are computed by solving a convex 1-regularized least squares problem using the learned dictionary and the labeled training data. Finally, a classifier is trained by applying a supervised learning algorithm such as a support vector machine (SVM) on these higher-level labeled features. A discriminative version of this algorithm was also presented in [22]. Furthermore, an unsupervised self-taught learning algorithm called self-taught clustering was proposed in [23]. Self-taught clustering aims at clustering a small collection of target unlabeled data with the help of a large amount of auxiliary unlabeled data. It is assumed that the target and auxiliary data have a different distribution. It was shown that this algorithm can greatly outperform several state-of-the-art clustering methods when using irrelevant unlabeled data.

MULTIVIEW ANALYSIS

In many computer vision applications, data often come in multiple views or styles. For instance, in object recognition, one has to deal with objects in different poses (views) and lighting conditions. As a result, one is faced with the problem of classifying or retrieving objects where the source (gallery) and target (query) data belong to different views. A direct comparison of instances across different views is not meaningful since they lie in different feature spaces.

In a multiview (also known as cross-view or multimodal) learning setting, correspondences are assumed to be known between the two view samples. In other words, samples are often given in pairs corresponding to different views. This assumption essentially differentiates cross-view learning from domain adaptation, where no correspondences are assumed between the domain samples. One popular solution in multiview learning is to learn view-specific projection directions using the paired samples from different views (domains) into a common latent space [10]. Classification or retrieval can then be performed in the latent space, where both the target and source data share the same feature space. Other methods for multiview learning include [24]–[28].

VISUAL DOMAIN ADAPTATION APPROACHES

Domain adaptation is a fundamental problem in machine learning and has gained a lot of traction in natural language processing, statistics, machine learning, and, recently, in computer vision. Early visual domain adaptation methods were applied to domain shift in videos [29], [30]. In particular, Duan et al. [30] proposed to adapt video concept classifiers between news videos collected from different news channels. Since then, there have been a plethora of approaches proposed in the vision literature for object category adaptation. In what follows, we present a number of recent domain adaptation strategies for visual recognition.
FEATURE AUGMENTATION-BASED APPROACHES

One of the simplest domain adaptation approaches is the feature augmentation work of Daumé III [31]. The goal is to make a domain-specific copy of the original features for each domain. Each feature in the original domain of dimension $N$ is mapped onto an augmented space of dimension $3N$ simply by duplicating the feature vectors. The augmented feature maps for the source and target domains are defined as

$$
\Phi_i^s(x_i) = \begin{bmatrix} x_i^s \\ \theta_i \\ 0_N \end{bmatrix}, \quad \Phi_i^t(x_i^T) = \begin{bmatrix} x_i^T \\ \theta_i \\ 0_N \end{bmatrix},
$$

where $x_i^s \in S$, $x_i^T \in T$, and $0_N$ denotes a zero vector of dimension $N$. The first $N$-dimensional component of this augmented feature corresponds to commonality between source and target, the second $N$-dimensional component corresponds to the source, while the last component corresponds to the target domain. Both source and target domain features are transformed using these augmented feature maps, and the resulting feature is passed onto the underlying supervised classifier. It was shown in [31] that when linear classifiers are used, this feature augmentation method is equivalent to decomposing the model parameter $\theta_i$ for domain $i$ into $\theta_i + \theta_s$, where $\theta_s$ is shared by all domains. This “frustratingly easy” feature augmentation framework can be easily extended to a multdomain case by making more copies of the original feature space. Furthermore, a kernel version of this method is also derived in [31].

A feature augmentation-based method for utilizing the heterogeneous data from the source and target domains was recently proposed in [32]. The approach taken in [32] is to introduce a common subspace for the source and target data so that the heterogeneous features from two domains can be compared. In particular, both the source and target data of dimension $N$ and $M$, respectively, are projected onto a latent domain of dimension $I$ using two projection matrices $W_1 \in \mathbb{R}^{I \times N}$ and $W_2 \in \mathbb{R}^{I \times M}$, respectively. The augmented feature maps for the source and target domains in the common space are then defined as

$$
\Phi_i^s(x_i^s) = \begin{bmatrix} W_1 x_i^s \\ x_i^s \\ 0_M \end{bmatrix} \in \mathbb{R}^{I + N + M},
$$

$$
\Phi_i^t(x_i^T) = \begin{bmatrix} W_2 x_i^T \\ x_i^T \\ 0_N \end{bmatrix} \in \mathbb{R}^{I + N + M},
$$

where $x_i^s \in S$, $x_i^T \in T$, and $0_M$ is an $M$-dimensional zero vector. Once the data from both domains are transformed onto a common space, they can be readily passed onto a supervised classifier [32]. Figure 2 illustrates an overview of this method.

The general idea behind the frustratingly easy feature augmentation method of Daumé III [31] has been extended to consider a manifold of intermediate domains [33], [34]. Manifold-based methods for unsupervised visual domain adaptation were first proposed by Gopalan et al. [33]. Rather than working with the information conveyed by the source and target domains alone, [33] proposes using incremental learning by gradually following the geodesic path between the source and target domains. Geodesic flows are used to derive intermediate subspaces that interpolate between the source and target domains. Figure 3 shows an overview of this method.

Figure 2 illustrates an overview of this method. It is assumed that the dimension of features in both the source and target domains is the same, e.g., $N = M$. First, principal component analysis (PCA) is applied on $S$ and $T$, which generates two $I$-dimensional subspaces denoted by two matrices $S_1$ and $S_2$, respectively, where $I < N$. The space of $I$-dimensional subspaces in $\mathbb{R}^I$ containing origin can be identified with the Grassmann manifold $\mathcal{G}_{N,I}$. As a result, $S_1$ and $S_2$ can be viewed as points on $\mathcal{G}_{N,I}$. By viewing $\mathcal{G}_{N,I}$ as quotient space of $SO(N)$, where $SO(N)$ represents the special orthogonal group, which is the group of orthogonal $N \times N$ matrices with determinant 1, the geodesic path in $\mathcal{G}_{N,I}$ starting from $S_1$ is given by a one-parameter exponential flow $\Psi(t) = Q \exp(tB)J$, where $Q$ refers to the matrix exponential, $Q \in SO(N)$ such that $Q^T S_1 = J$ and

$$
J = \begin{bmatrix} I_{I-I,I} \\ 0_{N-I,I} \end{bmatrix}.
$$

By using two projection matrices $W_1$ and $W_2$, one can transform the heterogeneous samples from two domains into an augmented feature space [32].
An overview of the manifold-based unsupervised domain adaptation method [33]. With labeled data $S$ from source domain corresponding to two classes $+$ and $\times$, and unlabeled data $T_\ast$ from target domain belonging to class $\times$, generative subspaces $S_1$ and $S_2$ are derived using PCA. Then, by viewing $S_1$ and $S_2$ as points on the Grassmann manifold $\mathcal{G}_{NN}$ (green and red circles), points along the geodesic between them (dashed line) are sampled to obtain geometrically meaningful intermediate subspaces (yellow circles).

Here, $I_l$ is a $l \times l$ identity matrix and $B$ is a skew-symmetric, block-diagonal matrix of the form

$$B = \begin{bmatrix} 0 & A^T \\ -A & 0 \end{bmatrix},$$

where $(\cdot)^T$ denotes the transposition operation and the submatrix $A$ specifies the direction and the speed of geodesic flow. The geodesic flow between $S_1$ and $S_2$ is obtained by computing the direction matrix $A$ such that the geodesic along that direction, while starting from $S_1$, reaches $S_2$ in unit time. The matrix $A$ is computed using the inverse exponential mapping. Once $A$ is computed, the expression for $\Psi(t')$ is used to obtain the intermediate subspaces between $S_1$ and $S_2$ by varying the value of $t'$ between 0 and 1.

Let $S$ be the collection of subspaces $S_t$, $t \in \mathbb{R}, 1 \leq t \leq 2$, which includes $S_1$ and $S_2$ and all intermediate subspaces. Let $k$ denote the total number of such subspaces. The intermediate cross-domain data representations $U$ are obtained by projecting the source data $S$ and the target data $T_\ast$ onto $S$. The final feature representation of dimension $lk$ is obtained by projecting data onto $k$ different subspaces. A model on these extended features is learned using partial least squares (PLS), and the assignment of target labels is performed using the nearest neighbor method [33]. A nonlinear version of this method, as well as an extension to semisupervised domain adaptation, has also been presented in [34]. Furthermore, assuming that the domain to which samples belong has been identified a priori [35], [36], this method has been extended to multidomain adaptation in [34].

Recently, the approach of [33] was kernelized and extended to the infinite case, defining a new kernel equivalent to integrating over all common subspaces that lie on the geodesic flow connecting the source and target subspaces $S_1$ and $S_2$, respectively [37]–[39]. Furthermore, assuming that the data lie in a union of subspaces in both the source and target domains, a framework based on the parallel transport of a union of the source subspaces on the Grassmann manifold was proposed in [40]. It was shown that this way of modeling data with a union of subspaces instead of a single subspace significantly improves the recognition performance [40].

**FEATURE TRANSFORMATION-BASED APPROACHES**

One of the earliest object category adaptation methods was proposed by Saenko et al. [41]. The idea behind this method is to adapt features across general image domains by learning transformations. Given feature vectors $x' \in S$ and $x' \in T$, a linear transformation $W \in \mathbb{R}^{N \times N}$ from $T$ to $S$ is learned. The inner product similarity function between $x'$ and the transformed $x'$ is denoted by

$$\text{sim}_W = (x')^T W x'. \quad (5)$$

One can view this function as an inner product between the transformed target point $W x'$ and $x'$. The objective is to learn the linear transformation given some form of supervision and then to use the learned similarity function in a classification algorithm [41]. A regularization function for the matrix $W$ is introduced to avoid overfitting, which is denoted as $r(W)$. Assume that the supervision is a function of the learned similarity values $\text{sim}_W$, so a general optimization problem would seek to minimize the regularizer subject to supervision constraints given by functions $c_i$. The way of modeling data with a union of subspaces instead of a single subspace significantly improves the recognition performance.

Equation (6) can be written as an unconstrained problem

$$\min_W r(W) + \lambda \sum_i c_i (S^T W T). \quad (7)$$

The regularizer studied in [41] is

$$r(W) = \text{trace}(W) - \log \det(W), \quad (8)$$

and the resulting optimization problem is solved using an information-theoretic metric-learning [42] type of algorithm. One of the limitations of this method is that it can only be applied when the dimensionalities of the two domains are the same (e.g., $N = M$).

This work was extended in [43] by Kuil et al. to the more general case where the domains are not restricted to be the same dimensionality and arbitrary asymmetric transformations can be learned. Their method can deal with more general types of domain shifts and changes in feature type and dimension. Furthermore,
they show that the method in [41] is a special case of their general formulation, producing symmetric positive definite transformations [43]. It was shown that asymmetric indefinite transformations are more flexible for a variety of adaptation tasks than the symmetric transformations.

Recently, a low-rank approximation-based approach for semi-supervised domain adaptation was proposed in [44]. The basic goal of this method is to map the source data by a matrix $W \in \mathbb{R}^{N \times N'}$ to an intermediate representation where each transformed sample can be reconstructed by a linear combination of the target data samples

$$W_S = T_S Z,$$  \hspace{1cm} (9)

where $Z \in \mathbb{R}^{N \times N'}$ is the coefficient matrix. The following formulation is proposed to solve for the low-rank solution:

$$(W, \hat{Z}, \hat{E}) = \min_{W, \hat{Z}, \hat{E}} \text{rank}(Z) + \lambda ||E||_{2,1},$$  \hspace{1cm} (10)

where $\text{rank}(\cdot)$ denotes the rank of a matrix, $\lambda$ is a parameter, $E \in \mathbb{R}^{N \times N'}$ is the error term, and the $\ell_{2,1}$-norm is defined as $||E||_{2,1} = \sum_{i=1}^{N} \sqrt{\sum_{j=1}^{N'} E_{ij}^2}$. As a common practice in rank minimization problems, the rank of $Z$ is replaced by its nuclear norm in (10) [44]. The augmented Lagrange multiplier method is proposed to solve the optimization problem.

Once the solution $(\hat{W}, \hat{Z}, \hat{E})$ is obtained, the source data are transformed to the target domain as

$$W_S - \hat{E}.$$  \hspace{1cm} (11)

The transformed source data are mixed with the target samples as the augmented training samples for training the classifiers. The trained classifier is then used to perform recognition on the unseen test samples in the target domain [44]. An extension of this method for the multiple source domain adaptation problem has also been proposed in [44]. Other recent transformation-based visual domain adaptation methods include [45] and [46].

**PARAMETER ADAPTATION METHODS**

Several algorithms have been proposed in the literature that investigate modifying the SVM algorithms for the domain adaptation problem. In particular, Yang et al. proposed an adaptive SVM (A-SVM) [29] method in which the source classifier $(x^s, y^s)$ trained on the source data $S = \{(x^s_i, y^s_i)\}_{i=1}^{N_S}$ is adapted to a new classifier $f_T(x)$ for the unseen target data $T_u = \{(x^t_i, y^t_i)\}_{i=1}^{N_T}$. The decision function is formulated as

$$f_T(x) = f_S(x) + \delta f(x),$$  \hspace{1cm} (12)

where $\delta f(x)$ is the perturbation function. It was shown in [29] that the perturbation function can be formulated as $\delta f(x) = \theta^T \phi(x)$, where a feature map $\phi$ is used to project $x$ into a high-dimensional feature vector $\phi(x)$. The perturbation function $\delta f(x)$ is learned using the labeled data $T_i = \{(x^t_i, y^t_i)\}_{i=1}^{N_T}$ from the target domain. To learn the parameter $\theta$ of the perturbation function $\delta f(x)$, the following optimization problem is solved:

$$\min_{\theta} \frac{1}{2} ||\theta||^2 + \alpha \sum_{i=1}^{N_T} \xi_i,$$

s.t. $\xi_i \geq 0$,

$$y^t_i f_S(x^t_i) + y^t_i \theta^T \phi(x^t_i) \geq 1 - \xi_i, \forall (x^t_i, y^t_i) \in T_i,$$  \hspace{1cm} (13)

where $\xi_i$ is the penalizing variable and $\alpha$ is a parameter that determines how much error an SVM can tolerate. The first term in (13) tries to minimize the deviation between the new decision boundary and the old one, and the second term controls the penalty of the classification error over the training data in the target domain.

This work was improved in [47] for object category detection and in [48] for visual concept classification. Domain transfer SVM [49] attempts to reduce the mismatch in the domain distributions, measured by the maximum mean discrepancy (MMD) while also learning a target decision function. Other SVM-based domain adaptation methods include [50]–[54].

As discussed previously, several domain adaptation methods make use of the kernel methods. The classification performance of these kernel-based methods is highly dependent on the choice of the kernel. Multiple kernel learning (MKL) can be used to combine multiple kernel functions to obtain a better solution [55]. MKL has been shown to work well in many computer vision applications. However, these methods assume that both training and test data come from the same domain. As a result, MKL methods cannot learn the optimal kernel with the combined data from the source and target domains for the domain adaptation problem. Hence, training data from the auxiliary domain may degrade the performance of MKL algorithms in the target domain. To deal with this, several cross-domain kernel learning methods have been proposed in the literature [56]–[58].

In [56], adaptive MKL is used to learn a kernel function based on multiple base kernels. In [57], a kernel function and a classifier are simultaneously learned by minimizing both the structural risk functional and the distribution mismatch between the labeled and unlabeled samples from the auxiliary and target domains. It was shown in [56] and [57] that these domain-adaptive MKL methods can significantly outperform traditional MKL and cross-domain learning methods.

There are some limitations of the feature-based and parameter transfer-based visual domain adaptation methods reviewed in this survey. For instance, the transform-based approaches discussed in [41], [43], [45], and [46] are based on some notion of closeness between the transformed source samples and target samples. They do not optimize the objective function of a discriminative classifier directly. Also, the computational complexity of these methods is highly dependent on the total number of samples used for training. On the other hand, parameter adaptation-based methods such as [29] and [48] optimize the classifier directly but they are not able to transfer the adapted function to novel categories. To deal with this problem, several methods have been developed in the
literature that attempt to optimize both the transformation and classifier parameters jointly [59]–[61].

In particular, the max-margin domain transfer method was recently proposed by Hoffman et al. in [60], which uses an asymmetric transform \(W\) to map target features to a new representation where they are maximally aligned with the source and learns the transform jointly on all categories for which target labels are available. It provides a way to adapt max-margin classifiers in a multiclass setting by learning a common component of the domain shift as captured by \(W\).

The goal of this method is to jointly learn affine hyperplanes that separate the classes in the source domain and a transformation from the points in the target domain into the source domain such that the transformed target data lie on the correct side of the learned source hyperplanes. For simplicity, let us consider the optimization for the binary problem [60]

\[
\min_{W,b}\frac{1}{2}\|W\|_F^2 + \frac{1}{2}\|\theta\|_F^2 \\
\text{s.t. } y_i^{(T)}\Bigg(\begin{bmatrix} x_i & \theta \\ 1 \end{bmatrix} \Bigg) \geq 1 \forall i \in \{1, \cdots, N_t\} \\
y_i^{(D)}\Bigg(\begin{bmatrix} x_i & \theta \\ 1 \end{bmatrix} \Bigg) \geq 1 \forall i \in \{1, \cdots, N_s\},
\]

where \(\theta\) denotes the normal of the affine hyperplane and \(b\) is the bias term. This formulation can be easily extended to the multiclass case by adding a sum over the regularizers on all class-specifics parameters and adding the constraints for all categories. The resulting optimization problem is not convex. As a result, it is solved by alternating minimization on \(W\) and \((\theta, b)\) [60]. This work was extended in [61] to include Laplacian regularization using instance constraints that are encoded by an arbitrary graph.

Another approach to simultaneous learning of domain-invariant features and classifiers was proposed by Shi and Sha in [59]. Their framework is based on the notion of discriminative clustering in which both the source and target domains are assumed to be tightly clustered and clusters are assumed to correspond to class boundaries. It is assumed that for the same class, the clusters from the two domains are geometrically close to each other. Their formulation of learning the optimal feature space is based on maximizing the domain similarity that makes the source and the target domains look alike and minimizing the expected classification error on the target domain. An information-theoretic framework is proposed for solving their formulation [59].

**Dictionary-Based Approaches**

The study of sparse representation of signals and images has attracted tremendous interest over the last few years. This is partly because signals or images of interest, although high dimensional, can often be coded using few representative atoms in some dictionary. In their seminal work, Olshausen and Field [62] introduced the idea of learning a dictionary from data instead of using off-the-shelf bases. Since then, data-driven dictionaries have been shown to work well for both image restoration and classification tasks [63], [64]. The efficiency of dictionaries in these wide range of applications can be attributed to the robust discriminant representations that they provide by adapting to particular data samples. However, the learned dictionary may not be optimal if the target data have a different distribution than the data used for training. Several dictionary-learning-based methods have been proposed in the literature to deal with this domain shift problem [65]–[68].

A function learning framework for the task of transforming a dictionary learned from one visual domain to the other while maintaining a domain-invariant sparse representation of a signal was proposed in [65]. Domain dictionaries are modeled by a linear or nonlinear function. The dictionary function parameters and domain-invariant sparse codes are then jointly learned by solving an optimization problem. Motivated by the manifold-based incremental learning work of Gopalan et al. [33], [34], Ni et al. [67] proposed an unsupervised domain-adaptive dictionary-learning framework by generating a set of intermediate dictionaries, which smoothly connect the source and target domains. One of the important properties of this approach is that it allows the synthesis of data associated with the intermediate domains while exploiting the discriminative power of generative dictionaries. The intermediate data can then be used to build a classifier for recognition under domain shifts.

In [66], Shekhar et al. proposed a semisupervised domain-adaptive dictionary-learning framework for learning a single dictionary to optimally represent both source and target data. As the features may not be correlated well in the original space, they propose to project data from both the domains onto a common low-dimensional space while maintaining the manifold structure of the data. They argue that learning the dictionary on a low-dimensional space makes the algorithm faster and that irrelevant information in the original features can be discarded. Moreover, joint learning of dictionary and projections ensures that the common internal structure of data in both domains is extracted, which can be represented well by sparse linear combinations of dictionary atoms. Figure 4 shows an overview of this method [66].
Given source and target domain data \( S \in \mathbb{R}^{N \times D} \) and \( T \in \mathbb{R}^{N' \times D} \), respectively, Shekhar et al. learn a shared \( K \) atom dictionary, \( D \in \mathbb{R}^{D \times K} \), and mappings \( W_1 \in \mathbb{R}^{N \times D} \) and \( W_2 \in \mathbb{R}^{N' \times D} \) onto a common low-dimensional space, which will minimize the representation error in the projected space. Formally, the following cost is minimized:

\[
C_1(D, W_1, W_2, X_1, X_2) = \|W_1S - DX_1\|^2 + \|W_2T - DX_2\|^2.
\]

subject to sparsity constraints on \( X_1 \in \mathbb{R}^{K \times N} \) and \( X_2 \in \mathbb{R}^{K \times N'} \). It is assumed that rows of the projection matrices, \( W_1 \) and \( W_2 \), are orthogonal and normalized to unit norm. This prevents the solution from becoming degenerate, leads to an efficient scheme for optimization, and makes the kernelization of the algorithm possible. Note that this method does not require the data to be of the same dimension in the source and target domains. As a result, this method is applicable to heterogeneous domain adaptation problems [32].

To make sure that the projections do not lose too much information available in the original domains after projecting onto the latent space, a PCA-like regularization term is added, which preserves energy in the original signal, given as

\[
C_2(W_1, W_2) = \|S - W_1^T W_1 S\|^2 + \|T - W_2^T W_2 T\|^2.
\]

It is easy to show that the costs \( C_1 \) and \( C_2 \), after ignoring the constant terms in \( Y \), can be written as

\[
C_1(D, W, X) = \|WY - DX\|^2,
\]

\[
C_2(W) = -\text{trace}((W\tilde{Y})(W\tilde{Y})^T),
\]

where

\[
\tilde{W} = [W_1 \ W_2], \quad \tilde{Y} = \begin{bmatrix} S \\ 0 \end{bmatrix}, \quad \tilde{X} = [X_1 \ X_2].
\]

Hence, the overall optimization is given as

\[
\begin{align*}
\{D', \tilde{W}', \tilde{X}'\} &= \arg \min_{D, W, X} C_1(D, W, \tilde{X}) + \lambda C_2(\tilde{W}) \\
&\text{s.t. } W, W_1^T = I, \ i, j = 1, 2 \text{ and } \|\tilde{x}_j\| \leq T_j, \forall j,
\end{align*}
\]

where \( \lambda \) is a positive constant. An efficient two-step procedure is proposed for solving this optimization problem in [66]. Furthermore, this method has been extended to multiple domains and kernelized in [66]. Once the projection matrices and the dictionary are learned, given a novel test sample from the target and kernelized in [66]. An overview of the method is shown in Figure 5.

A variant of MMD is used to select samples from the source domain to match the distribution of the target domain. To identify landmarks, \( N_i \) indicator variables \( \alpha_i = \{\alpha_{i1}, \ldots, \alpha_{iM}\} \) are used, one for each data point in the source domain. If \( \alpha_{i1} = 1 \), then \( x_{i1}' \) is regarded as a landmark. The vector \( \alpha \) is identified by minimizing the MMD metric, defined with a kernel mapping function \( \phi(x) \),

\[
\begin{align*}
\min_{\alpha} & \quad \frac{1}{N} \sum_{i=1}^{N} \alpha_i \phi(x_i') - \frac{1}{N} \sum_{i=1}^{N} \alpha_i \phi(x_i) \\
\text{s.t.} & \quad \frac{1}{N} \sum_{i=1}^{N} \alpha_i y_{i1} = \frac{1}{N} \sum_{i=1}^{N} \alpha_i y_{i2},
\end{align*}
\]

where \( y_{i1} \) and \( y_{i2} \) are indicator variables for \( y_{i1} = 1 \) and \( y_{i2} = -1 \), respectively. The right-hand side of the constraint is simply the prior probability of the class \( c \), estimated from the source domain.

The geodesic flow kernel computed between the source \( S \) and the target \( T \) is used to compose the kernel mapping function \( \phi(x) \) [70]

\[
\phi(x)^T \phi(x') = K(x_i, x_j) = \exp(-\|x_i - x_j\|^2G(x_i, x_j)/\sigma^2),
\]

where G is computed using the singular value decomposition of \( S^T S \). Here, \( S_1 \) and \( S_2 \) are the matrices obtained by applying PCA on \( S \) and \( T \), respectively [37].

A set of factors \( \{\alpha_i \in [0, 1]\} \), is used to select the scale factor \( \sigma \) in (19). For each \( \alpha_i \), (18) is solved to obtain the corresponding landmarks \( L^*_i \) whose \( \alpha_i \) is equal to one. For each set of landmarks, a new domain pair is constructed by moving the landmarks from the original source to the target domains. It was argued that each auxiliary task is easier to adapt than the original pair \( S \) and \( T^n \).

**Dominant Resampling**

An unsupervised domain adaptation method was recently proposed in [70] and [71] based on the notion of landmarks. Landmarks are a subset of labeled data instances in the source domain that are distributed most similarly to the target domain [70]. The key insight of their method is that not all instances are created equally for adaptation. As a result, they pick out and exploit the most desirable instances to facilitate adaptation. An overview of this method is shown in Figure 5.

**[FIG5]** An overview of the landmark-based method proposed in [70]. (a) The original domain adaptation problem where the instances in red are from the target and those in blue are from the source. (b) Landmarks, shown inside the green circles, are data instances from the source that can be regarded as samples from the target. (c) Multiple auxiliary tasks are created by augmenting the original target with landmarks, which switches their color from blue to red. Each task gives rise to a new feature representation. These representations are combined discriminatively to form domain-invariant features for the original domain adaptation problem [70].
The coefficients $\beta_i$ are optimized on a labeled training set $\sum_i \mathcal{L}_i$ composed of all landmarks selected at different granularities. Finally, F is used in an SVM classifier whose accuracy is optimized with the standard MKL algorithm to learn $\beta_i$ [70], [71]. Since $\sum_i \mathcal{L}_i$ consists of landmarks that are distributed similarly to the target, it is expected that the classification error on $\sum_i \mathcal{L}_i$ will be a good proxy to that of the target domain [70].

**OTHER METHODS**

Deep neural networks have had tremendous success achieving a state-of-the-art performance on a number of machine-learning and computer vision tasks [72]. This is due in part to the fact that deep networks are able to learn extremely powerful hierarchical nonlinear representations of the inputs [73], [74]. Motivated by recent works on deep learning, several hierarchical domain adaptation approaches have been proposed in the literature [75]–[79].

In [78], multiple intermediate representations are explored along an interpolating path between the target and source domains. Starting with all the source data samples $\mathcal{S}_i$, intermediate sampled data sets are generated. For each successive data set, the proportion of samples randomly drawn from $\mathcal{T}$ is increased and the proportion of samples drawn from $\mathcal{S}$ is decreased. Let $i \in [1, \cdots, k]$ be an index set over $k$ intermediate data sets. Then, $\mathcal{S}_i = \mathcal{S}$ for $i = 1$, $\mathcal{S}_i = \mathcal{T}$, for $i = k$. For $i \in [2, \cdots, k - 1]$, data sets $\mathcal{S}_i$ and $\mathcal{S}_{i+1}$ are created in a way so that the proportion of samples from $\mathcal{T}$ in $\mathcal{S}_i$ is less than in $\mathcal{S}_{i+1}$. Each of these data sets can be thought of as a single point on a particular kind of interpolating path between $\mathcal{S}$ and $\mathcal{T}$.

For each intermediate data set $\mathcal{S}_i$, a deep nonlinear feature extractor is trained. Once feature extractors corresponding to all points on the path are trained, any input sample can be represented by concatenating all of the outputs from the feature extractors together to create path features for the input. The hope is that this path representation will be more effective at domain adaptation because it is constructed to capture information about incremental changes between the source and target domains similar to [33] and [37]. After creating the path representation of the inputs, a classifier is trained on the data generated from the source domain data by minimizing an appropriate loss function [78].

Another recent work for visual domain adaptation using hierarchical networks was recently proposed by Nguyen et al. [77]. Their method jointly learns a hierarchy of features together with transformations that address the mismatch between different domains. This method was motivated by [80] in which multilayer sparse coding networks are proposed for building feature hierarchies layer by layer using sparse codes and spatial pooling. Figure 6 shows an overview of the sparse hierarchical domain adaptation method [77]. The network contains multiple layers, each of which contains three sublayers. The first sublayer performs contrast normalization and dimensionality reduction on the input data. Sparse coding is carried out in the second sublayer. In the final sublayer, adjacent features are max-pooled together to produce a new feature. The output from one layer becomes the input to the next layer. This method can be viewed as a generalization of the domain-adaptive dictionary learning framework [66] using hierarchical networks. An extension of this method to multiple source domains has also been presented in [77].

Visual attributes are human understandable properties to describe images such as blue, dark, and two-legged. They are valuable as a semantic cue in various vision problems. Recent research
explores a variety of applications for visual attributes including face verification [81], object recognition [82]–[84], and facilitating transfer learning [85]. The existing methods [82], [84], [85] assume that one model of an attribute is sufficient to capture all user perceptions. However, there are some real perceptual differences between annotators. Consider the example shown in Figure 7: five users confidently declared that the shoe on the left is formal, while five confidently declared the opposite. These differences stem from several factors such as the words for attributes are imprecise, their meaning often depends on context and culture, and they often stretch to refer to quite distinct object categories [86].

To capture the inherent differences in perception, [86] proposes to model attributes in a user-specific way. In particular, attribute learning is posed as an adaptation problem. First, they leverage any commonalities in perception to learn a generic prediction function using a large margin learning algorithm and data labeled with a majority vote from multiple annotators. Then, they use a small number of user-labeled examples to adapt the parameters of the generic model into a user-specific prediction function while not straying too far from the prior generic model. Essentially, this amounts to imposing regularizers on the learning objective favoring user-specific model parameters that are similar to the generic ones while still satisfying the user-specific label constraints [86]. The impact of this attribute adaptation work is that one can capture a user’s perception with minimal annotation effort. It was shown that the resulting personalization can make attribute-based image searches more accurate [86].

Tommasi and Caputo [87] very recently proposed a naive Bayes’ nearest neighbor-based domain adaptation method that iteratively learns a Mahalanobis class-specific metric while inducing for each sample a large margin separation among classes. Both semisupervised and unsupervised domain adaptation scenarios are presented.

In [88], Jain and Farfade proposed an approach for adapting a cascade of classifiers to perform classification in a similar domain. They are composed of stage classifiers \( f_1, \ldots, f_m \) that are applied in a sequential manner. They are commonly used for anomaly detection and one-class classification. It was shown that, by adapting classification cascades to new domains, one can obtain huge gains in performance in detecting faces of human babies and human-like characters from movies.

**APPLICATIONS**

In this section, we illustrate through different application examples the uses and capabilities of various visual domain adaptation methods. In particular, we focus on object recognition and face recognition applications.

**FACE RECOGNITION**

Face recognition is a challenging problem that has been actively researched for more than two decades [89]. The current systems work very well when training, and test images are captured under controlled conditions. However, their performance degrades significantly when the test images contain variations that are not present in the training images. One of these variations is change in pose. Along with the frontal images with different illumination (source images), if we are also given a few images at different poses (target images), then the resulting face recognition problem can be viewed a domain adaptation problem [65], [66], [90].

Face recognition experiments were conducted on the Carnegie Mellon University (CMU) multipose, illumination, and expression (PIE) data set [91] with images of 129 subjects in a frontal pose as the source domain, and five other off-frontal poses as the target domain. Images under five illumination conditions across source and target domains were used for training with which images from the remaining 15 illumination conditions in the target domain were recognized. The results provided in Table 1 show that the dictionary-based adaptation method [66] compares favorably with some of the recently proposed multiview recognition algorithms [10] as well as many other nonadaptation techniques and gives the best performance on average. Note that the discriminative dictionary-learning algorithm, Fisher discrimination dictionary learning (FDDL) [92], does not provide the best results here as it is not able to efficiently represent the nonlinear changes introduced by the pose variation.

Furthermore, the learned dictionaries were also used for pose alignment where the goal is to align faces from one pose to a different pose. This is a challenging problem since actual pose variations...
are three dimensional (3-D), whereas the image evidence one has is two dimensional (2-D). Sample results are shown in Figure 8. One of the interesting features of the dictionary-based adaptation methods is that they allow the synthesis of data associated with different domains while exploiting the generative power of dictionary-based representations. This is essentially what is highlighted in the last two rows of Figure 8. The dictionary-based method is robust at high levels of noise and missing pixels. It produces denoised and inpainted synthesized images. Additional results on various face recognition tasks using domain adaptation can be found in [65] and [67].

OBJECT RECOGNITION
In this section, we compare the performance of various visual domain adaptation methods on a benchmark object recognition data set that was introduced in [41]. The data set consists of images from three sources: Amazon (consumer images from online merchant sites), digital single-lens reflex (DSLR) images from a DSLR camera, and Webcam (low-quality images from Webcams). In addition, algorithms are tested on the Caltech-256 data set [93], taking it as the fourth domain. Figure 9 shows sample images from these data sets and clearly highlights the differences between them.

Three setups are followed for comparing the performance of various algorithms. In the first setup, ten classes: “Backpack,” “Touring Bike,” “Calculator,” “Headphones,” “Computer Keyboard,” “Laptop 101,” “Computer Monitor,” “Computer Mouse,” “Coffee Mug,” and “Video Projector” common to all the four data sets are used. In this case, there are a total of 2,533 images. Each category has eight to 151 images in a data set. In the second setup, all 31 classes from Amazon, Webcam, and DSLR are used to evaluate various algorithms. Finally, in the third setup, methods for adaptation are evaluated using multiple domains. In this case, the first data set is used, and the methods are tested on all 31 classes in it. For both cases, we use 20 training samples per class for Amazon/Caltech, eight samples per class for DSLR/Webcam when used as source, and three training samples for all of them when used for the target domain. The rest of the data in the target domain is used for testing. The experiment is run multiple times for random train/test splits, and the result is averaged over all the runs. For the unsupervised case, the same setting as semisupervised adaptation described earlier is followed but without using any labeled data from the target domain. (Several recent methods explore both source and target data at once in a transductive manner rather than splitting the data sets into multiple training/testing partitions; see [70] for details on the evaluation protocol using this setting.)

SEMISUPERVISED ADAPTATION
RESULTS USING A SINGLE SOURCE
The semisupervised adaptation recognition results of different algorithms on eight pairs of source–target domains and on all 31 classes are shown in Tables 2 and 3, respectively. The baseline results obtained using the hierarchical matching pursuit (HMP) method [80] as well as the FDDL method [92], which learn the dictionaries separately for the source and target domains without performing domain adaptation, are also included.

Compared to the metric-learning-based approach [41], manifold-based feature concatenation methods [33], [37] provide better results. This makes sense because, by finding intermediate domain
representations, one is able to learn a feature vector that is more robust than a feature vector that results by learning a single transformation that minimizes the effect of the domain shift. The SDDL method can be viewed as an extension of the FDDL method, which simultaneously learns discriminative dictionaries on a latent space where both the source and the target data are forced to have similar sparse representation. As a result, one can clearly see the performance gain of the SDDL method over the FDDL method as well as the manifold-based methods in Tables 2 and 3.

The HMP method [80] builds a feature hierarchy layer by layer using an efficient matching pursuit encoder. It consists of three

---

**TABLE 2** THE SEMISUPERVISED DOMAIN ADAPTATION RESULTS OF DIFFERENT APPROACHES ON FOUR DOMAINS WITH TEN COMMON CLASSES (C: CALTECH, A: AMAZON, D: DSLR, W: WEBCAM).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SGF [33]</td>
<td>33.7 ± 0.8</td>
<td>35 ± 1.1</td>
<td>27.3 ± 0.7</td>
<td>36 ± 1</td>
<td>21.7 ± 0.5</td>
<td>32.3 ± 0.8</td>
<td>30.3 ± 0.8</td>
<td>55.6 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>GFK [37]</td>
<td>46.1 ± 0.6</td>
<td>55 ± 0.9</td>
<td>39.6 ± 0.4</td>
<td>56.9 ± 1</td>
<td>22.9 ± 2.6</td>
<td>42.1 ± 3.6</td>
<td>36.7 ± 2.5</td>
<td>65.9 ± 4.9</td>
<td></td>
</tr>
<tr>
<td>FDDL [92]</td>
<td>39.3 ± 2.9</td>
<td>55 ± 2.8</td>
<td>24.3 ± 2.2</td>
<td>50.4 ± 3.5</td>
<td>24.9 ± 2.1</td>
<td>61.5 ± 3.8</td>
<td>64.7 ± 2</td>
<td>76.0 ± 4</td>
<td></td>
</tr>
<tr>
<td>HMP [80]</td>
<td>67.7 ± 2.3</td>
<td>70.2 ± 5.1</td>
<td>51.7 ± 4.3</td>
<td>70 ± 4.2</td>
<td>46.8 ± 2.1</td>
<td>61.5 ± 3.8</td>
<td>64.7 ± 2</td>
<td>76.0 ± 4</td>
<td></td>
</tr>
<tr>
<td>SDDL [66]</td>
<td>49.5 ± 2.6</td>
<td>76.7 ± 3.9</td>
<td>27.4 ± 2.4</td>
<td>72 ± 4.8</td>
<td>29.7 ± 1.9</td>
<td>49.4 ± 2.1</td>
<td>48.9 ± 3.8</td>
<td>72.6 ± 2.1</td>
<td></td>
</tr>
<tr>
<td>DASH-N [77]</td>
<td>71.6 ± 2.2</td>
<td>81.4 ± 3.5</td>
<td>54.9 ± 1.8</td>
<td>75.5 ± 4.2</td>
<td>50.2 ± 3.3</td>
<td>70.4 ± 3.2</td>
<td>68.9 ± 2.9</td>
<td>77.1 ± 2.8</td>
<td></td>
</tr>
</tbody>
</table>

Boldface indicates the top-performing algorithm in each experiment.

**TABLE 3** SINGLE-SOURCE SEMISUPERVISED DOMAIN ADAPTATION RESULTS ON ALL 31 CLASSES.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>A – W</th>
<th>D – W</th>
<th>W – D</th>
</tr>
</thead>
<tbody>
<tr>
<td>METRIC [41]</td>
<td>44</td>
<td>31</td>
<td>27</td>
</tr>
<tr>
<td>RDALR [44]</td>
<td>50.7 ± 0.8</td>
<td>36.9 ± 19.9</td>
<td>32.9 ± 1.2</td>
</tr>
<tr>
<td>SGF [33]</td>
<td>57 ± 3.5</td>
<td>36 ± 1.1</td>
<td>37 ± 2.3</td>
</tr>
<tr>
<td>GFK [37]</td>
<td>46.4 ± 0.5</td>
<td>61.3 ± 0.4</td>
<td>66.3 ± 0.4</td>
</tr>
<tr>
<td>HMP [80]</td>
<td>55.7 ± 2.5</td>
<td>50.5 ± 2.7</td>
<td>56.8 ± 2.6</td>
</tr>
<tr>
<td>SDDL [66]</td>
<td>60.1 ± 2.5</td>
<td>51.2 ± 2.1</td>
<td>50.6 ± 2.6</td>
</tr>
<tr>
<td>DASH-N [77]</td>
<td>60.6 ± 3.5</td>
<td>67.9 ± 1.1</td>
<td>71.1 ± 1.7</td>
</tr>
</tbody>
</table>

Boldface indicates the top performing algorithm in each experiment.

RDALR: Robust domain adaptation with low-rank reconstruction.
main components: batch tree orthogonal matching pursuit, spatial pyramid matching, and contrast normalization. As a result, it is robust to some of the variations present in the images such as illumination changes, pose variations, and resolution variations. The DASH-N method essentially extends the SDDL and HMP methods by learning features directly from data for domain adaptation. As a result, it provides a more robust and discriminative representation of the data and performs the best on this data set on both settings. The dictionary learning-based methods [92], [80] essentially find the common internal structure of the data. They inherently have the denoising capability and provide robust representation of the data. This is one of the reasons why in some cases the FDDL and the HMP methods provide better results than metric-learning- and manifold-based methods.

**SEMISUPERVISED ADAPTATION RESULTS USING MULTIPLE SOURCES**

As some of the methods reviewed in this paper can also handle multiple domains, we report results of different algorithms on multi-source adaptation. Table 4 shows the results for three possible combinations. Again, the sparse hierarchical network-based adaptation method [77] performs the best. The incremental learning motivated manifold method [34] also provides good results on multidomain adaptation using this data set. It is interesting to see that increasing the number of domains can be helpful, especially when compared to a single source and single target. Many multidomain adaptation methods in Table 4 outperform a single source and a single target in many cases, although, in a small number of cases, they do not outperform a single source and a single target. As a result, a better strategy to deal with multiple domains is required in these cases.

**UNSUPERVISED DOMAIN ADAPTATION RESULTS**

The results of three source–target combinations of the Amazon, DSLR, and Webcam data sets are shown in Table 5. The manifold-based approach [34] outperforms the existing unsupervised domain adaptation methods in two of the three source–target combinations. The information–theoretic learning method [59] for unsupervised domain adaptation also performs well on this data set. By comparing the results in Tables 2 and 3 with the results in Table 5, we see that the semisupervised adaptation results are generally better than in the unsupervised case. Using labels in both the intermediate data generation and classification stage generally produces better results than using labels only during classification [34]. Also, it is interesting to see that, since the introduction of this data set in [41], the recognition performance has significantly improved in the last few years.

**COMPUTATIONAL COMPLEXITY**

The main processing steps involved in manifold-based adaptation techniques [33], [34], [37] are computing the geodesic between the source and target domains, and then sampling points along the geodesic to infer intermediate domains that account for the domain shift. This involves mapping entities on the manifold to the locally Euclidean tangent plane and warping the results from the tangent plane back onto the manifold. Computationally efficient algorithms for these steps have been discussed in the literature for Grassmann manifolds [94]. For orthogonal matrices of dimensions $N_1 \times N_2$, the geodesic computation has a complexity of $O(N_1^2 N_2)$ along with an $O(N_1 N_2)$ cost for sampling each point along the geodesic.

For deep learning approaches [77], [78], the complexity depends, among others, on the number of layers used in the hierarchy to learn feature correlation for adaptation. While the deep network circuits can have different architectures, such as autoencoders and restricted Boltzmann machines, there is an active stream of work in making the training procedure of these circuits computationally tractable. See [72] for a more detailed discussion on the complexity of deep architectures.

A major computationally heavy step of dictionary-based domain adaptation methods is dominated by sparse coding. Efficient batch methods have been proposed to learn dictionaries for large-scale problems. For instance, a batch orthogonal matching pursuit-based RSVD algorithm for learning dictionaries was proposed in [95]. It was shown that the operation count per training iteration for learning a dictionary of size $I \times K$ with $R$ number of training signals are $R(T_0^2 K + 2IK)$, where $T_0$ is the target sparsity. One can also adapt fast $l_1$ solvers for sparse coding [96], [97] rather than using greedy orthogonal matching pursuit algorithms.

For the low-rank approximation-based methods, the major computation is in finding the SVD of a matrix. As a result, these methods tend to be time-consuming if the matrix is large. However, efficient methods do exist for finding the low-rank approximation of large matrices [98]–[100].
Many parameter adaptation methods such as A-SVM [29] are large-scale quadratic programming problems for which efficient implementations do exist in the literature (see [101] for more details).

CONCLUSIONS AND FUTURE DIRECTIONS

This article attempted to provide an overview of recent developments in domain adaptation for computer vision, with an emphasis on applications to the problems of face and object recognition. We believe that the availability of massive data has brought substantial opportunities and challenges to the analysis of data sets bias or covariant shifts and domain adaptation problems. We hope that the survey has helped to guide interested readers among the extensive literature to some degree, but obviously it cannot cover all of the literature on domain adaptation, and we have chosen to focus on a representative subset of the latest progress made in computer vision.

Domain adaptation promises to be an active area of research, especially as one of the possible ways to quickly propagate semantic annotations to the large-scale visual data being acquired every minute. In computer vision, researchers have identified specific challenges that do not belong to machine learning: a major question among them is that rarely addressed in traditional domain adaptation research is one of adapting structured (nonvector) data representations. In machine learning or natural language processing, an input sample is usually represented as a vector in Euclidean space, different samples are treated as independent observations, and the task is typically classification. This is, however, not the case in computer vision where the representations to be potentially adapted include shapes and contours, deformable and articulated 2-D or 3-D objects, graphs, and random fields, intrinsic images, as well as visual dynamics, none of which is directly supported by vectorial domain adaptation techniques. In addition to recognition and detection, models and algorithms for segmentation, reconstruction, and tracking are waiting mechanisms that do not yet exist to be adapted toward emerging new domains. All of these challenges necessitate continuous efforts to characterizing visual domain shift and a paradigm of effective and efficient adaptation methods that are dedicated to visual data.

In the meantime, it is generally accepted that domain shifts in computer vision are usually due to causes from the imaging process that can be explained physically, such as illumination changes, sensor changes, and viewpoint changes. We believe that incorporating these physical priors into strong statistical adaptation approaches will not only lead to a performance increase but also to other insights in understanding the imaging process. This calls for a physically informed adaptation paradigm that better exploits knowledge about image formation and better integrates other domain-specific knowledge implied by the diverse set of partial, noisy, and multimodal information accompanying the visual data, such as imagery obtained from online social media. We hope that by appropriately incorporating a physically informed adaptation paradigm, distributional changes across different sensors (electro-optical/synthetic aperture radar, infrared/synthetic aperture radar, electro-optical/infrared, etc.) can be handled.

Finally, we expect that studies on data characteristics and adaptations will produce stronger guidance to developing more desirable data sets for evaluating research in a wider spectrum of computer vision problems.
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Two decades ago, with the publication of [1], we witnessed the rebirth of particle filtering (PF) as a methodology for sequential signal processing. Since then, PF has become very popular because of its ability to process observations represented by nonlinear state-space models where the noises of the model can be non-Gaussian. This methodology has been adopted in various fields, including finance, geophysical systems, wireless communications, control, navigation and tracking, and robotics [2]. The popularity of PF has also spurred the publication of several review articles [2]–[6].

Using the PF method, we aim to track various distributions that arise in dynamic state-space models. The tracking is carried out by exploring the space of the states with randomly generated samples (also called particles). The distributions of interest are approximated by the generated particles as well as weights assigned to the particles.

There are many PF methods, and almost all of them are based on three operations: 1) particle propagation, 2) weight computation, and 3) resampling. Particle propagation and weight computation amount to the generation of particles and assignment of weights, whereas resampling replaces one set of particles and their weights with another set.

Particle generation and weight computation are computationally the most intensive steps. However, they are application dependent and can be easily implemented in parallel if parallel hardware is available. The resampling step is universal and generally state-dimension-free but is not naturally suitable for parallel processing. The resampling is essential for PF; without this step, PF will quickly produce a degenerate set of particles, i.e., a set in which a few particles dominate the rest of the particles with their weights. This means that the obtained estimates will be
inaccurate and will have unacceptably large variances. With resampling, such deteriorations are prevented, which is why it is highly important to PF. Consequently, resampling has been extensively researched, and, as a result, various resampling schemes have been proposed [7]–[10].

Surveys of resampling methods can be found in [11]–[14]. These papers, however, only cover a small number of basic resampling methods and have become somewhat outdated. Furthermore, no classification has been made in these papers. This has been a disadvantage to researchers in getting a better grasp of the overall picture of resampling and of being able to readily choose the scheme that would fit their needs. This article aims to correct these shortcomings. More specifically, the main goal of this article is to introduce a new classification of resampling algorithms and provide a qualitative comparison of them. An additional goal is to set the grounds for further developments in resampling.

We divide the resampling algorithms into sequential and distributed/parallel algorithms. The most common are the sequential algorithms, where resampling is carried out from the approximating distribution using the latest weights. We also refer to these algorithms as traditional. However, researchers have explored other solutions, such as resampling that takes into account the history of the weights, resampling from approximate distributions, and resampling from only a part of the sampling space. In addition, approaches based on different ways of grouping particles have been proposed where grouping can be implemented, e.g., by using thresholds or by combining adjacent particles. These approaches might be of use when it is important to reduce the number of operations or to reduce communication between processing elements (PEs) in parallel implementations. We also discuss the frequency of resampling.

With multicore processors, the existence of general-purpose graphical processing units (GP-GPUs) in almost every computer and the emergence of embedded multicore and GP-GPU hardware, parallel processing can be readily implemented. The implementations of parallel resampling, however, can vary, which, in turn, reflect on their accuracy and speed. Some of the efforts in this area are described in this article.

In our view, future research efforts will be directed to specific implementations and theoretical analysis of the methods. The former include simplifying the resampling algorithms, development of better schemes with the ultimate goal of improving filtering performance, parallelization, and real-time implementations. The latter addresses the effects of the resampling algorithms on convergence and accuracy of approximation. As this article focuses mainly on providing guidelines to the readers and on qualitative description of the solutions, we do not explore issues such as robustness and do not provide theoretical proofs of any sort.

BACKGROUND OF PF AND RESAMPLING

A BRIEF REVIEW OF PF

We start with a brief review of PF and introduce the notation. There is a state-space model described by

\begin{align}
  x_t &= g(x_{t-1}, u_t), \\
  y_t &= h(x_t, v_t),
\end{align}

where \( t \) is a time index and \( t = 1, 2, \ldots \); \( x_t \in \mathbb{R}^d \) is the state of the model that is hidden (not observed); \( y_t \in \mathbb{R}^dy \) is the observation; \( u_t \in \mathbb{R}^du \) and \( v_t \in \mathbb{R}^dv \) are white noises that are independent of each other; and \( g: \mathbb{R}^d \times \mathbb{R}^du \to \mathbb{R}^d \) and \( h: \mathbb{R}^d \times \mathbb{R}^dv \to \mathbb{R}^d \) are known functions. An alternative representation of these equations is by the probability distributions of the state, \( p(x_t | x_{t-1}) \), and of the probability \( p(y_t | x_t) \), which can be obtained from (1) and (2) and the probability distributions of \( u_t \) and \( v_t \), respectively.

The interest is in nonlinear models and where the noises in (1) and (2) are not necessarily Gaussian.

The objective of PF is the sequential estimation of distributions of the state, including the filtering distribution \( p(x_t | y_{1:t}) \), the predictive distribution \( p(x_{t+1} | y_{1:t}) \), or the smoothing distribution \( p(x_{1:t} | y_{1:T}) \), where \( t < T \). Here, we focus on the filtering distribution. This distribution can be expressed in terms of the filtering distribution at time instant \( t-1 \), \( p(x_{t-1} | y_{1:t-1}) \), i.e., in a recursive form by

\begin{equation}
  p(x_t | y_{1:t}) \propto \int p(y_t | x_t) p(x_t | x_{t-1}) p(x_{t-1} | y_{1:t-1}) \, dx_{t-1},
\end{equation}

where the symbol \( \propto \) signifies “proportional to.” This update cannot be implemented analytically except in a very few cases, and, therefore, one resorts to approximations.

We reiterate that with PF, the underlying approximation is to represent continuous distributions by discrete random measures composed of particles \( x_{t-1}^{(m)} \), which are possible values of the unknown state \( x_t \) and weights \( w_{t-1}^{(m)} \) assigned to the particles. The distribution \( p(x_{t-1} | y_{1:t-1}) \) is approximated by a random measure of the form \( X_{t-1} = \{ x_{t-1}^{(m)}, w_{t-1}^{(m)} \}_{m=1}^M \), where \( M \) is the number of particles, i.e.,

\begin{equation}
  p(x_{t-1} | y_{1:t-1}) \approx \sum_{m=1}^M w_{t-1}^{(m)} \delta(x_{t-1} - x_{t-1}^{(m)}),
\end{equation}

where \( \delta(\cdot) \) is the Dirac delta impulse and all the weights sum up to one. With this approximation, the integral in (3) can readily be solved, and we can write

\begin{equation}
  p(x_t | y_{1:t}) \propto \prod_{m=1}^M w_{t-1}^{(m)} p(x_t | x_{t-1}^{(m)}),
\end{equation}

where \( \propto \) means “approximate proportionality.”

The last expression shows how we can obtain the approximation \( X_t \) of the filtering distribution recursively in time. At time instant \( t = 1 \), one sets the construction of \( X_1 \) by generating particles \( x_0^{(m)} \), which are used for representing \( p(x_1 | y_{1:1}) \). This step of PF is referred to as particle propagation because a particle \( x_0^{(m)} \) is moved forward in time and is a parent of \( x_1^{(m)} \). For particle propagation and weight computation, we employ the concept of importance sampling [15]. Ideally, the propagated particles should be drawn from \( p(x_t | y_{1:t}) \), and then they will all have equal weights. However, this is infeasible in most cases, and,
therefore, one uses an instrumental function \( \pi(x_t) \). For example, in [1], this function is \( p(x_t | x_{t-1}) \).

The second basic step of PF is the computation of the particle weights. To have correct inference from the generated particles, the theory shows that the generated particles from \( \pi(x_t) \), which is different from \( p(x_t | y_{1:t}) \), have to be weighted [15]. Under mild conditions, one can show that these weights can be recursively computed according to

\[
\tilde{w}_t^{(m)} \propto \frac{p(y_t | x_t^{(m)}) p(x_t^{(m)} | x_{t-1}^{(m)})}{\pi(x_t^{(m)})}.
\]

Often, the computation of the expression to the right of the proportionality sign is followed by normalization of the weights (so that they sum up to one).

Ideally, the weights of the particles should all be equal. On the other extreme, it is most undesirable if all the particles have weights equal to zero or one or a few particles have most of the weight and the rest of the particle weights are negligible. This is commonly called degeneracy and is exactly what eventually happens when PF is realized by using only the aforementioned two steps. Then, as the processing of the observations proceeds, the variance of the weights increases and reaches a point at which the random measure is a very poor approximation of the filtering distribution. For this reason, PF needs a third step, referred to as resampling.

**THE BASICS OF RESAMPLING**

With resampling, one aims to prevent the degeneracy of the propagated particles by modifying the random measure \( \tilde{X}_t \) to \( X_t \) and improving the exploration of the state space at \( t + 1 \). While alleviating degeneracy during resampling, it is important that the random measure approximates the original distribution as well as possible and prevents bias in the estimates [16]. Although the approximation by \( \tilde{X}_t \) is very similar to that of \( X_t \), the set of particles of \( \tilde{X}_t \) is significantly different from that of \( X_t \). Resampling means that the particles from \( \tilde{X}_t \) with large weights are more likely to dominate \( \tilde{X}_t \) than particles with small weights, and, consequently, in the next time step, more new particles will be generated in the region of large weights. This is the reason for the improvement in exploration after resampling. The focus of exploration is shifted to the parts of the space with large probability masses. Because of resampling, the propagated particles from \( \tilde{X}_t \) will have weights that are less discriminate than if the propagation was from the particles of \( X_t \). This is an intuitive idea with important practical and theoretical implications.

Formally, resampling is a process in which one samples from the original random measure \( \tilde{X}_t = (x_t^{(m)}, \tilde{w}_t^{(m)})_{m=1}^{M} \) to create a new random measure \( X_t = (x_t^{(m)}, w_t^{(m)})_{m=1}^{M} \). Then, the random measure \( \tilde{X}_t \) is replaced with \( X_t \). In the process, some of the particles of \( \tilde{X}_t \) are replicated, and, most likely, they are the particles with large weights. The particles of \( \tilde{X}_t \) are used for propagation of new particles, and thus, they are the parents of \( x_t^{(m)} \). We note that for the approximation of \( p(x_t | y_{1:t}) \), it is better to use \( X_t \) than \( \tilde{X}_t \). We also observe that the number of resampled particles \( N \) is not necessarily equal to the number of propagated particles. Traditional resampling methods keep them constant, and, usually, \( M = N \). Finally, in most of the resampling methods, the weights of the particles after resampling are all equal.

Resampling, however, may introduce undesired effects. One of them is sample impoverishment. With resampling, low-weighted particles are most likely removed, and, thereby, the diversity of the particles is reduced [1], [9], [12]. For example, if a few particles of \( X_t \) have most of the weight, many of the resampled particles will be the same, i.e., the number of different particles in \( X_t \) will be small. The other effect is on the speedup of implementation of PF. We recall that PF is often used for signal processing when observations have to be processed in real time. A good solution for gaining in speed is to parallelize the PF. As will be shown, parallelizing the resampling is rather challenging.

The undesired effects of resampling have pushed researchers to investigate advanced methods for resampling. These methods have many features, including a variable number of particles, the removal of the restriction of equal weighting of the resampled particles, the avoidance of discarding low-weighted particles, and the introduction of parallel frameworks for resampling.

When implementing resampling, several decisions must be made. They include choosing the distribution for resampling, specifying the sampling strategy, determining the resampled size, and selecting the frequency of resampling.

**CLASSIFICATION OF RESAMPLING SCHEMES**

Our high-level classification of resampling methods with representative references is shown in Table 1. We first group the methods based on their implementation as sequential and parallel. We note that the parallel implementations represent two or more sequential implementations executed simultaneously. The sequential strategies are further classified based on whether the resampling is from a single distribution or from two or more distributions obtained from grouping of the particles (compound sampling). We also have a third category, referred to as special strategies. As the name suggests, the special strategies have features that separate them from single and compound sampling. Next, we make several remarks, of which the first four are also reflected in Table 1 (R1–R4).
REMARK 1
One classification is based on the used distribution for resampling. Mainly, this is the distribution represented by \( \mathcal{X}_t \). Other approaches include sampling from an approximate distribution. We will point out cases in which resampling is not performed from \( \mathcal{X}_t \).

REMARK 2
Resampling can be performed in the same way on all of the particles, or it is possible to resample in different ways in different parts of the sampling space.

REMARK 3
There are methods that group the particles in some way before resampling is performed. In that respect, we distinguish among single-distribution sampling schemes (no grouping of particles), techniques that combine adjacent particles (which is the common approach in parallel implementations of resampling), and techniques that group particles for resampling based on some predefined criteria (referred to as compound sampling).

REMARK 4
Resampling can also be classified based on whether only particles from the current time step are involved in resampling, which is a common approach, the particles from previous time instants are considered [17], or some future particles are generated and taken into account for resampling [18]. Also, resampling can be classified based on whether only the weight is taken into account, which is the standard approach, or the state and the weight of particles are considered together [16].

REMARK 5
Resampling may be applied not in all but only in selected time steps. Compensations such as roughening [1] may be implemented with resampling for performance improvement.

REMARK 6
There are deterministic and stochastic resampling methods. The deterministic methods lead to a set of particles that are always the same for the same input set of particles.

IMPLEMENTATION OF RESAMPLING SCHEMES
In the following sections, we will explain various resampling methods and provide pseudocodes for selected algorithms. The pseudocodes are presented in a simple and unified way but not in forms that optimize the implementation of the algorithms. In practical implementations on a specific platform, programming techniques are required to maximally speed up the computation. For example, the cumulative sum calculation in code 1 can be implemented in MATLAB using vectors, which would be faster than the iterative calculation shown by code 1. Traditional sampling methods have already been described elsewhere; we present them here for completeness and because they are used in the compound, special, and parallel methods described later. We assume that the weights \( w_{mt}^i \) are normalized before resampling, i.e., \( \sum_{m=1}^{M_t} w_{mt}^i = 1 \).

### SINGLE-DISTRIBUTION SAMPLING METHODS
In this category, all the particles are resampled by using a single-distribution sampling procedure. The expected number of times \( N_t^m \) that the \( m \)th particle is resampled is proportional to \( w_{mt}^i \), i.e.,

<table>
<thead>
<tr>
<th>CLASSIFICATIONS</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SINGLE DISTRIBUTION SAMPLING [1], [7], [8], [10]</td>
<td>YES</td>
<td>YES/NO</td>
<td>YES/NO</td>
<td>YES/NO</td>
</tr>
<tr>
<td>COMPOUND-SAMPLING</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>• RESAMPLING THAT TAKES INTO ACCOUNT THE STATE [16]</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>SPECIAL STRATEGIES</td>
<td>YES</td>
<td>NO</td>
<td>YES/NO FOR [18]</td>
<td>YES</td>
</tr>
<tr>
<td>• VARIABLE-SIZE RESAMPLING [27]</td>
<td>YES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• ROUGHENING [1]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAPPING TO SPECIFIC HARDWARE PLATFORMS [31]–[33], [35]–[38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DISTRIBUTED RESAMPLING [32], [40]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NORMALIZATION-FREE RESAMPLING [38], [39], [41]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Multinomial/stratified/systematic resampling.

\[ Q_t^{(m)} = w_t^{(m)} \]

\( m = 2:M \)

\[ Q_t^{(m)} = Q_t^{(m-1)} + w_t^{(m)} \]

END

**Code 2:** Deterministic replication of particles.

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Replication}(\{ x_t^{(n)} \}_{n=0}^N) \]

\( n = 0 \)

FOR \( m = 1:M \)

FOR \( h = 1:N_t \)

\( n = n + 1 \)

\[ x_t^{(n)} = x_t^{(h)} \]

END

END

**Code 3:** Multinomial/stratified/systematic resampling.

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Resample}(\{ x_t^{(n)} \}_{n=0}^N) \]

\[ \{ Q_t^{(m)} \}_{m=0}^M = \text{CumulativeSum}(\{ w_t^{(m)} \}_{m=0}^M) \]

\( n = 0 \)

\text{Systematic/stratified} choice runs:

\( m = 1 \)

\text{Systematic choice runs}

\[ u = U(0, 1/N) \]

\text{WHILE} \( (u < N) \)

\text{Stratified choice runs}

\[ u = U(0, 1/N) \]

\text{Systematic/stratified} choice runs

\[ u = u + n/N \]

\text{Multinomial} choice runs

\[ u = U(0, 1), \quad m = 1 \]

\text{WHILE} \( (Q_t^{(m)} < u) \)

\( m = m + 1 \)

END

\( n = n + 1 \)

\[ x_t^{(n)} = x_t^{(m)} \]

END

**Code 4:** Residual resampling/residual systematic resampling (RSR).

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Resample}(\{ x_t^{(n)} \}_{n=0}^N, N) \]

\text{RSR choice runs}

\[ \Delta u = U(0, 1/N) \]

\text{FOR} \( m = 1:M \)

\text{Residual choice runs the following two lines}

\[ N_t^{(m)} = \text{Floor}(N \times w_t^{(m)}) \]

\[ w_t^{(m)} = w_t^{(m)} - N_t^{(m)} \]

\text{RSR choice runs the following two lines}

\[ N_t^{(m)} = \text{Floor}(N \times (w_t^{(m)} - \Delta u)) + 1 \]

\[ \Delta u = \Delta u + N_t^{(m)} / N - w_t^{(m)} \]

END

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Replication}(\{ x_t^{(n)} \}_{n=0}^N) \]

\text{Residual choice runs the following four lines}

\text{FOR} \( m = 1:M \)

\text{Residual} choice runs

\[ N_t^{(m)} = \text{Floor}(N \times w_t^{(m)}) \]

\text{END}

\text{END}

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Resample}(\{ x_t^{(n)} \}_{n=0}^N, N_t^{(m)}, N - N_t^{(m)}) \]

\text{RSR choice runs the following two lines}

\[ N_t^{(m)} = \text{Floor}(N \times w_t^{(m)}) \]

\text{Residual} choice runs

\[ N_t^{(m)} = \text{Floor}(N \times (w_t^{(m)} - \Delta u)) + 1 \]

\[ \Delta u = \Delta u + N_t^{(m)} / N - w_t^{(m)} \]

END

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Replication}(\{ x_t^{(n)} \}_{n=0}^N) \]

**Code 5:** Branch-kill/rounding-copy resampling.

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Resample}(\{ x_t^{(n)} \}_{n=0}^N) \]

\text{FOR} \( m = 1:M \)

\text{Branch-kill choice runs the following five lines}

\[ u = U(0, 1/N_w) \]

\text{IF} \( (u \times N_w \leq w_t^{(m)}) \)

\[ N_t^{(m)} = \text{Floor}(N_w \times w_t^{(m)}) \]

\text{END}

\text{Rounding-copy choice runs}

\[ N_t^{(m)} = \text{Round}(N_w \times w_t^{(m)}) \]

\text{END}

\[ \{ x_t^{(n+1)} \}_{n=0}^N = \text{Replication}(\{ x_t^{(n)} \}_{n=0}^N) \]

Note: The different methods are described with different colors, and the black text is common for all of them in each group, except where otherwise stated. Code 3 presents resampling methods based on the cumulative sum of the normalized weights (obtained by code 1). Codes 4 and 5 are methods that use deterministic replication (implemented by code 2). All of these codes produce resampled particles with equal weights.

\[
E(N_t^{(m)} | w_t^{(m)}) = Nw_t^{(m)}. \quad (7)
\]

This constraint is known as the unbiasedness or proper-weighting condition [10].

**TRADITIONAL METHODS**

**Multinomial Resampling**

The core idea of multinomial resampling [1] is to generate independently \( N \) random numbers, \( u_t^{(m)} \) from the uniform distribution on \((0, 1)\) and use them to select particles from \( X_t \). In the \( m \)th selection, the particle \( x_t^{(m)} \) is chosen when the following condition is satisfied:

\[
Q_t^{(m-1)} < u_t^{(n)} \leq Q_t^{(m)}, \quad (8)
\]

where

\[
Q_t^{(m)} = \sum_{k=1}^{m-1} u_t^{(k)}. \quad (9)
\]

Thus, the probability of selecting \( x_t^{(m)} \) is the same as that of \( u_t^{(m)} \) being in the interval bounded by the cumulative sum of the normalized weights as shown in (8). This sampling scheme satisfies the unbiasedness condition. The pseudocode of the cumulative sum of normalized weights is shown by code 1 in Table 2.

Multinomial resampling (see code 3 in Table 2) is also referred to as simple random resampling. Since the sampling of each particle is random, the upper and lower limits of the number of times a given particle is resampled are zero (not sampled) and \( N_t \) (sampled \( N_t \) times), respectively. This yields the maximum variance of the resampled particles.
The computational complexity of multinomial resampling is of order $O(M^h)$, where the $M$ factor arises from the search of the required $m$ in (8). It is known that multinomial resampling is not efficient [8], and this has motivated a search for faster methods. The binary search is explored to execute the search of $m$ in (8), which reduces the computational complexity from $M$ to $\log(M)$ [8]. The variance of the number of times a particle is resampled can be reduced by, for example, stratification and deterministic sampling.

**Stratified/Systematic Resampling**

Stratified resampling [7] divides the whole population of particles into $N$ disjoint subintervals $(0, 1/N] \cup \ldots \cup (1 - 1/N, 1]$. The random numbers $\{u_i^{(n)}\}_{n=1}^N$ are drawn independently in each of these subintervals, i.e.,

$$u_i^{(n)} - U\left(\frac{n-1}{N}, \frac{n}{N}\right), \quad n = 1, 2, \ldots, N,$$

and then the bounding method based on the cumulative sum of normalized weights as shown in (8) is used.

Systematic resampling [7], [8] also exploits the idea of systematic resampling (proceeded in the same loop with the integer replication).

**Branch-kill**: If the residual $\geq \frac{1}{2N}$, take it as an integer and replicate it once. Otherwise, abandon it.

**Rounding-Copy**: If the residual $\geq \frac{1}{N}$, take it as an integer and replicate it once. Otherwise, abandon it.

**Parallel Processing of Each Particle**

Do Not Preserve Constant Sample Size

[FIG1] A description of the traditional resampling methods. (a) A multinomial, stratified, and systematic resampling based on the cumulative sum of the normalized particle weights. The arrows represent sampling locations, and a particle is sampled if it is targeted by an arrow. (b) Methods based on residual resampling. They include two parts. The particles from the first part are obtained by replicating $x^{(n)}|Nw^{(m)}| \times n$ times if $|Nw^{(m)}| \geq 1$, and the particles from the second part are generated based on the residual weights.
Both the stratified and the systematic procedures are presented in Table 2. Their complexity is of order $O(N)$. Note that the systematic method is computationally more efficient than the stratified method because of the smaller number of random numbers that are generated. A visual description of the multinomial, stratified, and systematic resampling methods is displayed in Figure 1(a).

The upper and lower limits of the times the $m$th particle is resampled in the systematic method are $\lfloor N w_i^{(m)} \rfloor$ and $\lceil N w_i^{(m)} \rceil + 1$, respectively, where $\lfloor x \rfloor$ denotes the floor operation (the largest integer not exceeding $x$). By contrast, for stratified resampling, they are $\max(\lfloor N w_i^{(m)} \rfloor - 1, 0)$ and $\lceil N w_i^{(m)} \rceil + 2$, respectively, because the variables $\left\{w_i^{(n)}\right\}_{n=1}^N$ are not equidistant, and instead $\Delta u = u_i^{(m)} - u_i^{(n-1)}$ for $n = 2, 3, \ldots, N$ varies between 0 and $2/N$. When $\Delta u$ is close to 0, a particle with a very small weight (close to 0 but bigger than $\Delta u$) can be resampled twice and when $\Delta u$ is bigger than $2/N$, a particle with weight between $1/N$ and $\Delta u$ can be discarded. This indicates that the variance of the number of a resampled particle by the systematic method is smaller than that of the stratified method.

### VARIATIONS OF TRADITIONAL RESAMPLING

The aforementioned four traditional methods are probably the best known and most used. They have been modified in various ways. For example, one of them removes the computationally expensive multinomial resampling part in residual resampling and implements resampling in a single loop (see code 4 in Table 2). The method is called residual systematic resampling (RSR) [12], [19]. RSR accumulates the fractional contributions of each particle in the searching sequence until it is large enough to generate a sample (which is equivalent to the accumulation idea used in systematic resampling). Then, no additional procedure is required for the residuals. Thus, one can have one iteration loop, and the complexity is of order $O(N)$.

If it is not mandatory to keep the particle size $M$ constant at every time step and instead, the size is allowed to vary, we have simple ways of dealing with the particles in parallel and in one loop. We describe here two approaches. In the first approach, the number of replicated particles of $x_i^{(m)}$ is equal to $N_i^{(m)} = \lceil N w_i^{(m)} \rceil$ with probability $1-p$ or equal to $N_i^{(m)} = \lfloor N w_i^{(m)} \rfloor + 1$ with probability $p$, where $p = N w_i^{(m)} - \lfloor N w_i^{(m)} \rfloor$. This method is called the branch-kill procedure [20] or branching [21]. In the second approach, $N_i^{(m)}$ is the nearest integer of $N w_i^{(m)}$, i.e., the rounding result of $N w_i^{(m)}$. We refer to this method as rounding-copy resampling [22]. Both methods (see code 5 in Table 2) require no additional operation and satisfy the unbiasedness condition but generate a varying sample size. The upper and lower limits of the number of replications of the $m$th particle in the branch-kill, rounding-copy, and RSR methods are all $\lceil N w_i^{(m)} \rceil$ and $\lfloor N w_i^{(m)} \rfloor + 1$, respectively.
A succinct comparison of the properties of the aforementioned methods is given in Table 3. The computational speeds of the methods are presented in [14] and [22].

**COMPOUND SAMPLING**

The resampling methods addressed so far are based on an approach where all the particles are sampled in the same way. This entails obtaining relatively similar resampling results. In all of the methods, the condition of unbiasedness is satisfied, and the resampled particles are equally weighted. In the following, we describe methods where resampling is realized without attempting to satisfy the conditions of unbiasedness and equal-weighting. This may entail risks of which the practitioner must be aware.

The compound sampling methods are based on grouping the particles by using predefined criteria prior to applying resampling. The groups are nonoverlapping, and they represent a partition of the whole particle population. The criterion for grouping is usually based on weight thresholds so that particles with similar weights are put in the same group, and then resampling is performed of each group in different ways. The reasons for applying compound resampling include decreasing the execution time and preserving particle diversity.

Compound resampling has its roots in stratified sampling. We will classify the methods based on whether the grouping is performed using a predefined threshold, which is either a constant or a function of the weights, or it is based on the particle values. We note that particles are often grouped when we implement parallel resampling. However, in parallel resampling, the groups are most commonly formed just by clustering index-neighboring particles.

**THRESHOLD-/GROUPING-BASED RESAMPLING**

In this category, particles are placed into different groups based on weight thresholds, and one uses different sampling strategies for each group to provide more flexibility for resampling. The threshold can be dynamic/adaptive or fixed, and there can be one or more thresholds.

**Dynamic Threshold**

The optimal resampling from [24] automatically sets a threshold value \( c_t \), where \( c_t \) is a unique solution of

\[
N = \sum_{n=1}^{N} \min \left( \frac{w_t^{(m)}}{c_t}, 1 \right),
\]

(13)

where \( N \) is given, and \( N < M \). All the particles whose weights are above this threshold are entirely preserved rather than replicated. Thus, there are no multiple copies of these particles in the final set of \( N \) particles. The other particles are resampled with a probability corresponding to their weights and assigned a weight \( c_t \). We see that the resampled particles do not have equal weights (see code 6). The main advantage of the method is that, among the unbiased resampling methods, it is optimal in terms of minimizing the squared error-loss function

\[
E \left( \sum_{n=1}^{N} (\tilde{w}_t^{(m)} - w_t^{(m)})^2 \right),
\]

(14)

where \( \tilde{w}_t^{(m)} \) is the new weight of \( x_t^{(m)} \) when it is resampled; otherwise, \( \tilde{w}_t^{(m)} \) is equal to zero. The method is appropriate for PF that uses increased number of propagated particles, and optimal resampling reduces the number to \( N < M \). A disadvantage of the method is the need for calculating the value of \( c_t \) at each iteration. Also, the resampled particles may still suffer from degeneracy as the variance of the weights remains high.

**Code 6: Optimal resampling.**

\[
\{ (\tilde{x}_t^{(m)}, \tilde{w}_t^{(m)})_{m=1}^{N} \} = \text{(Optimal)Resample}\{ (x_t^{(m)}, w_t^{(m)})_{m=1}^{N}, N \}
\]

Compute \( c_t \) satisfying (13)

\[
n = 0; \ h = 0
\]

FOR \( m = 1: M \)

IF \( w_t^{(m)} \geq c_t \)

\[
\begin{align*}
\tilde{x}_t^{(m)} &= x_t^{(m)}; \ \tilde{w}_t^{(m)} &= w_t^{(m)} \\
& \text{ELSE}
\end{align*}
\]

\[
\begin{align*}
h &= h + 1 \\
A^{(h)} &= x_t^{(m)}; \ B^{(h)} &= w_t^{(m)}
\end{align*}
\]

END

END

\[
N_t = n
\]

\[
\{ (\tilde{x}_t^{(m)}, \tilde{w}_t^{(m)})_{m=n-N_t+1}^{N} \} = \text{(Stratified)Resample}\{ (A^{(n)}, B^{(m)})_{m=n-N_t+1}^{N}, N - N_t \}
\]

FOR \( n = N_t + 1: N \)

\[
\tilde{w}_t^{(m)} = c_t
\]

END

There are similarities between optimal resampling, rejection control (RC) [17] and partial RC (PRC) [11]. In RC, a control threshold \( c_t \) is computed, which may be a quantity given in advance, e.g., the median or a quantile of the weights, and the \( m \)th particle is accepted with a probability

\[
p = \min \left( 1, \frac{w_t^{(m)}}{c_t} \right).
\]

(15)

In PRC, the particles with weights that are greater than or equal to \( c_t \) are automatically accepted, whereas other particles are accepted with probability \( p \). This can be viewed as a combination of the rejection method and importance sampling. An accepted particle \( x_t^{(m)} \) is reweighted with a new weight \( \max (c_t, w_t^{(m)}) \), and the rejected particles are replaced by particles regenerated from particles from previous time instances. These two forms of RC differ primarily in how far one goes back to regenerate particles. The RC does it to the earliest time, \( t = 0 \), while the PRC only regenerates particles from time instant \( t - 1 \) so that one saves on computations. These methods cannot be considered as candidates for real-time implementation because they have nondeterministic execution time and large memory requirements.

**Fixed Threshold**

A partial deterministic reallocation approach is proposed in [11] based on a fixed threshold, say \( 1/N \), where \( N \) is the desired sample size. The \( m \)th particle with a weight larger than \( 1/N \), is replicated \( \lfloor N w_t^{(m)} \rfloor \) (or \( \lfloor N w_t^{(m)} \rfloor + 1 \) times, and the weights
after resampling are $w_{i}^{(m)}/[Nw_{i}^{(m)}]$ (or $w_{i}^{(m)}/(\lfloor Nw_{i}^{(m)} \rfloor + 1)$ (this is referred to as particle splitting in the article). The $m$th particle with weight smaller than $1/N$ is sampled with probability $Nw_{i}^{(m)}$ and is weighted as $1/N$ (see code 7). The resampled particles are not equally weighted, and, notably, their weight sum is not one (a normalization step is additionally required). The sampling method is biased.

**Code 7: Reallocation resampling.**

$$\{\{x_{i}^{(m)}, u_{i}^{(m)}\}_{i=1}^{N}\} = \text{(Reallocation)Resample} \{\{x_{i}^{(m)}, w_{i}^{(m)}\}_{i=1}^{N}\}$$

**FOR** $m = 1: M$

**IF** $w_{i}^{(m)} \geq 1/N$

$$N_{j}^{(m)} = \text{Floor} (N \times w_{i}^{(m)}),(\text{or} N_{j}^{(m)} = \text{Floor} (N \times w_{i}^{(m)}) + 1)$$

**FOR** $h = 1: N_{j}^{(m)}$

$$n = n + 1$$

$$\bar{x}_{i}^{(m)} = x_{i}^{(m)}; \bar{u}_{i}^{(m)} = u_{i}^{(m)} / N_{j}^{(m)}$$

**END**

**ELSE**

$$u = U(0, 1/N)$$

**IF** $w_{i}^{(m)} \geq u$

$$n = n + 1$$

$$\bar{x}_{i}^{(m)} = x_{i}^{(m)}; \bar{u}_{i}^{(m)} = 1/N$$

**END**

**END**

$N' = n$

To reduce the complexity of hardware realization and the required power consumption, resampling is performed on only some of the particles. This is the idea behind partial resampling (PR) [12]. PR consists of two steps: in the first, the particles are classified as moderate, negligible, or dominating; and in the second, different resampling strategies are applied to each group of particles. In [17], three different resampling functions are proposed for determining which particles are resampled/discarded and how to allocate the weights, and, to that end, two thresholds are used. To further increase the processing speed, the classification of the particles can be overlapped with the weight computation (overlapped PR).

Grouping strategies may also be applied to alleviate the impoverishment that is practically inevitable in all the resampling methods presented so far. For example, the double systematic resampling approach from [25] partitions the particles into two groups, in low- and high-weighted particles and where the number of particles to be resampled from each group is specified. In this way, the low-weighted particles are resampled independently from the group of high-weighted particles. Obviously, this may lead to biased sampling.

There are several other methods from the literature that are built on similar ideas. Before their adoption, however, their features need to be better understood and firm guidelines for use provided.

**RESAMPLING THAT TAKES INTO ACCOUNT PARTICLE VALUES**

All of the above resampling methods are based on the particle weights. A possible way to improve resampling is to exploit the particle values (the state information they contain) during resampling. The particle distribution in the state space exhibits their diversity and, therefore, is the key for monitoring impoverishment. In this category of resampling methods, the particles are grouped with respect to not only their weights but also their values.

Particles in close proximity in values may represent a similar state, and, thus, they can be merged to reduce the number of particles with different values. This is the basis of deterministic resampling [16], which replaces the second stage of residual resampling by merging particles using their residuals. This aims at preserving the diversity of the particles so that no particles are discarded at all, which is helpful when the number of particles is small. Contrary to particle merging, particle splitting replaces a particle with a large weight (larger than a threshold) with a set of particles with the same values and whose sum of weights is equal to the original weight (see Figure 2). Particle merging is implemented before the weight-updating step to reduce the sample size to save computation, while particle splitting is applied after weight updating as an alternative to resampling to reduce the weight variance and to recover the sample size [23]. A main disadvantage of these methods is that the dimensionality-free property of resampling is destroyed.

![FIG2](https://example.com/fig2.png) Particle merging and splitting in a two-dimensional state space. The size of the circles represents the weight of particles.
COMPARISON OF SEVERAL COMPOUND SAMPLING METHODS

We emphasize that the core idea of compound sampling is to deal with particles from different groups differently. In Figure 3, we provide a succinct overview of different compound sampling methods, where the following terms for particles are used:

- **Discarded**: Particles that are discarded and not resampled.
- **Preserved**: Particles that are preserved with their weights being kept unless otherwise stated.
- **Merged**: Particles (in a specified space) that are merged to one particle with a state value equal to the weighted mean of the states of merged particles and with a weight equal to the sum of the original weights of the merged particles.
- **Split**: A particle that is divided into several copies. The split copies have the same state and weight, and their sum of weights is equal to the weight of the original particle.
- **Replicated**: A particle that is replicated, and each copy has the same value as the original particle as well as the same weight, unless otherwise stated.

Furthermore, in Table 4, we provide features of some of the compound sampling methods. They include optimal resampling [24], (partial) RC [17], reallocation [11], partial resampling [12], deterministic resampling [16], and double systematic resampling [25].

SPECIAL STRATEGIES

As previously mentioned, the key to combating degeneracy while avoiding impoverishment by resampling is the introduction of a compromise between concentration (the replication of large-weighted particles) and diversification (the discarding of negligible particles). To that end, several strategies have been proposed, including modified resampling, variable-size resampling, and roughening.

![FIG3] A comparison of several compound sampling methods.
In brief, the idea behind modified resampling is to draw particles from a distribution derived from the weights of the particles. The variable-size resampling, as the name suggests, provides a different number of samples with time so that a predefined criterion is satisfied (e.g., to reduce computational requirements, one uses a smaller number rather than a large number of particles, or to improve accuracy of tracking, one draws a larger number of particles). Roughening entails perturbing the locations of the resampled particles so that we reduce impoverishment, and, thus, it is performed once the resampling is completed. Next, we describe each of the strategies in more detail.

MODIFIED RESAMPLING
In generalized resampling [11], particles are resampled according to the probabilities \( p_t^{(m)} \). The latter are usually equal to the particle weights \( w_t^{(m)} \), but more generally, one can draw particles with probabilities that are functions of the weights, i.e.,

\[
p_t^{(m)} \propto (w_t^{(m)})^\alpha,
\]

where \( \alpha > 0 \). When \( 0 < \alpha < 1 \), the low-weighted particles get boosted, and the large-weighted particles have suppressed probabilities, and, thereby, the particle diversity improves. By contrast, \( \alpha > 1 \) entails increased preference for higher-weighted particles.

Knowledge about the next observation before resampling can be implemented via auxiliary weights [18]. In that way, the particles that are likely to have higher likelihoods have a better chance of surviving. There, the step of generating the auxiliary variable, which represents the fitness of the particle, can be viewed as a resampling step that takes into account both the immediate future and present states when carrying out selection. It is an appealing idea to fuse the information from the newest observations with the current weights while making a decision on the selection of particles.

VARIABLE-SIZE RESAMPLING
The use of a constant number of particles is not always the best choice because the complexity of the distributions of interest can vary drastically over time. In obtaining the number of particles that is both efficient and sufficient for approximating the distribution of interest, the underlying idea is to choose a small number of particles if the distribution is focused on a small part of the state space and to adopt a large number of particles if the distribution is much more spread out. This is the core rationale of the Kullback–Leibler divergence (KLD)-sampling approach [26], which determines the needed number of particles based on the KLD between the sample-based maximum likelihood estimate and a distribution of interest.

The required number \( N \) of particles can be determined so that, with the probability \( 1 - \rho \), the KLD between the sample-based maximum likelihood estimate of a desired distribution and that distribution is less than a prespecified error bound threshold \( \epsilon \). In [26], it is found that

\[
N = \frac{1}{2\epsilon} q,
\]

where

\[
q = F^{-1}(1 - \rho),
\]

with \( F^{-1}(\cdot) \) being the inverse of the cumulative chi-squared distribution with \( k - 1 \) degrees of freedom, and \( k \) the number of bins [nonoverlapping (multi)dimensional intervals] used for sorting the particles. The value of \( N \) in (17) could be approximately computed [26]. In practice, the number of particles for resampling may be hard-limited to be not less than a minimum threshold.

Ideally, one would want to use as a desired distribution the posterior of the state. In [26], the posterior is approximated by the predictive distribution. Theoretically, it is more rigorous and flexible to apply (17) during resampling than in sampling, which leads to KLD-resampling [27]. There, the particles are resampled one by one until the required amount given by (17) is reached. Obviously, the disadvantage of the KLD-based method is that the particles need to be sorted out in bins defined on the state space, which can be very computationally costly.

ROUGHENING STRATEGIES
In obtaining an optimal set of particles, instead of designing the optimal proposal distribution, one can employ compensation. If impoverishment has already occurred after resampling, one approach to reducing it is to spread the overcentralized particles by roughening or jittering their values. This simply means that we add random noise (roughening noise) to the resampled particles. The roughening noise is normally Gaussian with zero mean and constant covariance. In [1], it is suggested that the noise covariance is diagonal with \( d \) standard deviation for a particular state component given by \( \sigma = K D N^{-1/4} \), where \( D \) is the difference between the maximum and minimum values of the state component, \( K \) is a positive tuning constant chosen by the user, \( N \) is the number of particles, and \( d \) is the dimension of the state. The roughening may be applied 1) only at selected steps, 2) only to selected particles that are resampled from the same particle, and

**TABLE 4** THE SPECIAL PROPERTIES OF SEVERAL COMPOUND RESAMPLING METHODS.

<table>
<thead>
<tr>
<th>BIASED SAMPLING</th>
<th>UNEQUAL WEIGHTED</th>
<th>VARYING NUMBER OF PARTICLES</th>
<th>STATE CONSIDERED</th>
<th>UNIQUE/OUTSTANDING HIGHLIGHTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>[11], [12], [17], [23]</td>
<td>[11], [12], [16], [17], [24],</td>
<td>[11], [16], [24]</td>
<td>[16]</td>
<td>[11]: PARTICLE SPLITTING IS APPLIED; THE WEIGHT SUM OF THE RESAMPLED PARTICLES IS NOT ONE</td>
</tr>
<tr>
<td>[12]: TWO (OR MORE) THRESHOLDS ARE USED</td>
<td></td>
<td></td>
<td></td>
<td>[16]: AVOIDS DISCARDING ANY PARTICLE</td>
</tr>
<tr>
<td>[17]: PREVIOUS PARTICLES ARE CONSIDERED; REJECT METHOD IS USED</td>
<td></td>
<td></td>
<td></td>
<td>[24]: MINIMIZE THE SQUARED ERROR LOSS FUNCTION</td>
</tr>
<tr>
<td>[25]: LOW-WEIGHTED PARTICLES ARE PROTECTED</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Recently, new chips with embedded multiple processors and GP-GPUs have appeared from various companies. They support the same programming models as GP-GPUs, including CUDA and Open Computing Language (OpenCL). They are intended for high-performance embedded applications and have much lower power consumption than GP systems. Furthermore, many-core chips that have more than 16 processors on a single chip have appeared and have started to be used for high-performance computing.
embedded applications. As far as we know, PF has not yet been implemented on these embedded platforms.

CHALLENGES
The particle generation and weight updating are computationally the most intensive steps and can be implemented in parallel if parallel processing hardware is available. Resampling, normalization, and computing estimates are inherently sequential, and they limit the speedup that can be achieved with parallel processing. An additional step, called particle allocation, is usually needed for efficient parallel implementation. We describe this step with an example. Assume that parallel processing is performed using a generic architecture with three PEs. Let each PE perform sampling and weight computation of an equal number of particles equal to $M/3$, where $M$ is an integer. After resampling, some particles are replicated, and some are discarded. Now consider a situation where all the particles in PE1 and PE3 are discarded, and the majority of the particles in PE2 are replicated. When the next observation comes, there will be no particles in PE1 and PE3 for processing, and almost all the processing will occur sequentially in PE2, resulting in low PE utilization and load imbalance. To avoid this situation, particles from PE2 need to be redistributed (allocated) to the other PEs so that all the PEs have an equal amount of particles before the next step. The particle allocation can be done by sending particles and their weights in message-passing architectures or by reallocating particles (or their indexes) in the global memory in shared-memory architectures. Particle allocation requires additional time, and, consequently, it affects the speedup.

Major challenges for the parallel implementation of PF include:

- There might be computationally complex operations in the sampling and weight-computation steps, including random number generation. Some of these operations might not be supported by all parallel processing architectures.
- Operations such as normalization, computation of output estimates, and computation of cumulative sums in some resampling algorithms are sequential and require particles from all PEs.
- Particle allocation requires frequent communication with the global shared memory in shared-memory systems, which is a bottleneck. Similarly, the communication between the PEs in message-passing systems consumes significant time.
- Platform-specific challenges are related to the fact that every platform requires modifications or implementations that are platform specific. For example, design of a hardware random number generator is required in FPGA platforms, while an efficient parallel software algorithm for random number generation is needed for GPUs.

PERFORMANCE METRICS AND TERMINOLOGY
The major objective of parallel implementation is to reduce the execution time, and the most commonly used metric is speedup [34], [35]. We define the execution time of particle filters as the time they need to process one observation [31], [32], [36]. The speedup is defined as the ratio of the execution time of the best possible serial algorithm (on a single processor) to the execution time of the chosen algorithm on a parallel system based on multiple processors. The efficiency is defined as the speedup divided by the number of processors [33]. System utilization indicates the percentage of resources that was kept busy during the execution of a parallel program. Communication overhead is defined as the percentage of time spent on interprocess communication and all noncomputing operations [33]. The degree of parallelism is a measure of the numbers of threads of computation that can be carried out simultaneously. Data dependencies are the result of precedence constraints between operations, and they prevent concurrent execution. For example, the degree of parallelism for the weight-computation step is equal to the number of particles. A number of papers have been devoted to increasing the degree of parallelism and system utilization during resampling to decrease execution time.

Other types of performance metrics are related to tracking the performance of the parallel particle filter. Researchers mainly rely on examples to monitor the change of the mean square error [32], [34] or the effective sample size [33], [40] of the parallel versus sequential implementation of PF. Theoretical work on the performance or loss of performance of PF due to parallel implementation is still missing. One attempt is made in [45], where the analysis of the sample variance of the weights, the distortion of the probability measure, and the variance of estimators of a distributed PF are given. In [33], the mean and standard deviation of the log likelihood are calculated to validate that the resampling procedure does not affect the performance of the particle filter.

DISTRIBUTED RESAMPLING
Much work has been focused on parallelization of traditional resampling, referred to as distributed resampling. Two main classes of approaches have been applied: 1) the algorithm is modified in a way that the result of resampling is not changed in comparison with the sequential algorithm, and 2) the algorithm is modified, and it has been shown that, mainly through simulations, its parallel implementation provides similar results to the original sequential resampling. The majority of the algorithmic modifications is performed to reduce the communication overhead mainly during the particle allocation step.

An example of an algorithm that does not change the result of standard resampling is distributed resampling with proportional allocation [32]. Here, the resampling step is divided into two steps. In the first step, each PE is considered as a particle whose weight is the cumulative weight of all the particles of this PE. The resampling is performed only on the cumulative weights to determine how many particles each PE needs to generate. Next, local resampling is performed in parallel in each PE. In this way, the degree of
parallelism for the resampling step is equal to the number of PEs. Subsequently, the particle allocation step is performed, in which the excess of particles after resampling from some PEs is communicated or made available to the PEs with the deficiency of particles. Central (sequential) processing is still needed for the first step of resampling, normalization, and computing the output estimate. A number of variations of this method have been devised wherein load unbalance and the amount of central processing are reduced. The load balancing solution for the GP-GPU platform has been proposed in [36] using CUDA. All the particles are stored in a global GP-GPU memory, which is a shared memory, and writing to it is slow. During the particle-allocation step, the same replicated particles are written many times to the memory. After the particle allocation, each set of particles from the global memory is apportioned to different parallel threads. The optimization performed here is architecture (GP-GPU) specific.

The aforementioned methods require some central (sequential) processing to perform resampling. To further improve the speed of resampling, it is desirable to perform local particle allocation without having a central unit. Localized particle allocation produces different results than traditional resampling algorithms, but it reduces communication overhead, making it concurrent. In localized resampling, only a subset of the particles is exchanged between neighboring PEs/threads, and the exchange is preferably performed in parallel. The resampling and all the other operations are also performed in parallel. Various solutions have been proposed that depend on different parameters, including the number of PEs, the number of particles to be exchanged, the types of particles to be exchanged, and the selection of PEs where the particles are sent. Resampling with nonproportional allocation (RNA) [32] allows for each PE to perform local resampling and to exchange some fixed number of particles with one neighboring PE. The platform where PF was implemented in [32] was an FPGA. RNA-based implementation of parallel resampling is carried out in one of the first implementations of PF on GP-GPU [37]. In other implementations, one or several of the largest particles are exchanged with neighboring PEs. As an example, [38] presents a GP-GPU implementation where local sorting is performed to order the particles for achieving the mixing of the posterior distributions among adjacent PEs, so as to preserve particle diversity.

NORMALIZATION-FREE RESAMPLING
Serial computation and global communication are inevitable in weight normalization, and, therefore, alternatives that are free of normalization become attractive. In this category, resampling is performed free of weight normalization, differing from all the resampling methods presented so far. In brief, the particles are (re-)sampled based on their relative magnitude of the (nonnormalized) weights, e.g., the ratios between the weights globally, or the absolute weight comparison between local neighboring (two or three) particles. The former is globally unbiased sampling, while the latter is local sampling that is almost surely biased.

Ratios Between Weights
Metropolis [38] and independent Metropolis–Hastings sampling [39] require only ratios between weights that do not need to be normalized and therefore threads can process in parallel, see code 8, for example. The solution presented in [38] addresses GP-GPU implementation where the amount of parallel computational resources is abundant, and it stresses that even though Metropolis sampling is more computationally intensive than traditional resampling algorithms, it is as fast on a GP-GPU because there are no dependent operations on the weights. There, sampling from \( U(1,\ldots,M) \) returns a value randomly selected from the set \( \{1,\ldots,M\} \).

Code 8 is an iterative process of sampling based on constructing a Markov chain. More specifically, it uses a Metropolis–Hastings move step for searching in a particle set for a particle with a large weight to replace the current particle. The depth of the search (burn-in) is denoted by \( B \). It is desirable that the number of times a particle is sampled is proportional to its weight. As in most MCMC algorithms, deeper searching will provide better results (closer to the desired distribution).

The selection of \( B \) is a tradeoff between speed and reliability. While runtime is reduced with fewer steps, the sample will be biased if \( B \) is too small to ensure convergence. Similarly, a number of additional particles for burn-in (the time during which the Markov chain is in a transient state) is needed. The particles that are generated in the burn-in period are discarded. A disadvantage of this method is that, in most cases, it is difficult to estimate the required burn-in period.

\[
\{\tilde{x}_t^{(m)}, \tilde{w}_t^{(m)}\}_{m=1}^M = \text{(Metropolis)Resample}\{x_1^{(m)}, w_1^{(m)}\}_{m=1}^M, B
\]

FOR \( m = 1: M \) (can be in parallel)
\[
k = m
\]
FOR \( n = 1: B \)
\[
u = U(0,1]; l = U(1,\ldots, M)
\]
IF \( u \leq w_l^{(m)} / \tilde{w}_t^{(m)} \)
\[
k = l
\]
END
END
\[
\tilde{x}_t^{(m)} = x_l^{(m)}; \tilde{w}_t^{(m)} = 1/M
\]
END

Local Neighbor-Comparison Methods
Now, we consider more straightforward local methods that include local Monte Carlo [10] and Local Selection (LS) methods [41].
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Before concluding the subsec- tion on parallel processing, we list some topics for further research on it. They include:

1. Applying PF to real-world applications by implementing them on embedded multicore, embedded GPUs, and many-core chips and guaranteeing real-time performance (for example, current GPUs do not incorporate hard real-time features).
2. Deriving optimization criteria that allow for evaluation of the quality of the localized distributed resampling algorithms versus sequential traditional resampling algorithms. Evaluating the practical benefit of parallel processing in terms of not only computing speed but also filtering accuracy. Some initial comparisons of parallel implementations of resampling that offer theoretical analysis and simulations are available. For example, analysis of resampling via RNA and LS in terms of reduction of the sample variance of the weights, the distortion of the probability measure, and the variance of estimators is given in [45].
3. Devising new parallel algorithms for specific architectures—for example, communication is very expensive in GP- GPUs, and therefore, one research direction is deriving algorithms with reduced communication between the PEs that can even be more computationally intensive.

THE RESAMPLING PROCESS REPRESENTS A BOTTLENECK IN PARALLEL IMPLEMENTATIONS.

We note that although weight normalization is avoided in these normalization-free resampling approaches, it is still necessary for computing the filtering estimates.

OTHER TYPES OF PARALLELIZATION OF PF
We reiterate that the resampling process represents a bottleneck in parallel implementations. For this reason, there have been efforts to develop PF methods that do not require resampling [see first item below] and overlap the operations of multiple PF or the steps of the same PF so that all the operations are sequential but are executed concurrently (second and fourth items below). More specifically, these efforts include the following:

1. Removing the resampling step from PF, such as in nonresampling PF detector [42] and Gaussian PF (GPP) [43], which are resampling-free.
2. Running several PFs independently on separate processors or a set of agents in a distributed network [30]. Some or all of the agents perform local PF and interact with other agents to calculate a global state estimate. These decentralized agent networks do not include a central unit.
3. Decomposing the state into two parts and considering the filtering problem as two nested subproblems. These two problems are then handled by separate PFs. This is also referred to as decentralized PF [44].
4. Pipelining the sampling and resampling; when a particle is resampled, it processes the sampling (particle propagation and weight updating) ahead that does not need to wait for other particles, i.e., the sampling in the next iteration will be produced before the resampling is finished.

FREQUENCY OF RESAMPLING
The benefits of resampling are accompanied with potential side effects such as sample impoverishment and prevention of parallel processing as explained above. Thus, resampling should only be applied when necessary and therefore it is important to have a method for determining how frequently or when to implement resampling. Two schedules for resampling have been proposed: deterministic and adaptive. In a deterministic schedule, one does resampling at fixed times; i.e., the sampling in each iteration will be produced before the resampling is finished.

As a key to adaptive schedules, the criterion for implement- ing resampling is usually based on the variation of the weights,
which reflects the degree of weight degeneracy. One such criterion is the effective sample size (ESS) $N_{\text{eff}}$ defined by [46]

$$N_{\text{eff}} = \frac{M}{1 + \text{Var}(w^i)}$$

where $w^i$ is a nonnormalized weight, and the variance is computed with respect to the sampling distribution. Typically, obtaining $N_{\text{eff}}$ from (19) is impossible [46]. Instead, one may employ the rule of thumb estimate given by

$$N_{\text{eff}} = \left(\sum_{m=1}^{M} (w^i)^2\right)^{-1}$$

An application of the Cauchy–Schwarz inequality leads to the (intuitive) conclusion that $N_{\text{eff}} \leq M$. It is also clear that $1 \leq N_{\text{eff}} \leq M$. Resampling occurs when the ESS falls below a selected threshold, $\gamma$. If $\gamma$ is set to $\gamma = 0$, resampling never takes place, and $\gamma = M$, meaning that resampling occurs at every time step. Several different criteria to calculate the ESS have also been proposed; see, e.g., [8], [47], and [48]. It is necessary to note that criteria based on (20) are primarily used in tracking low-dimensional states. In high-dimensional problems, other metrics may be more appropriate.

**CONCLUSIONS**

In this article, the state of the art of resampling methods was reviewed. The methods were classified and their properties were compared in the framework of the proposed classifications. The emphasis in the article was on the classification and qualitative descriptions of the algorithms. The intention was to provide guidelines to practitioners and researchers.

Some final comments:

- The resampling methods can hardly output much different results if they satisfy the unbiasedness condition, preserve a constant number of particles, and equally weight the resampled particles.
- If these restrictions are removed, some benefits may be obtained, e.g., adaptive adjustment of the number of particles, preservation of particle diversity, and alleviation of impoverishment.
- Compound sampling and special strategies, such as modified resampling and variable-size resampling, and compensations after resampling provide more flexibility. They balance the necessity for diversity and the need for concentration that lies in the center of sample degeneracy and impoverishment. They may offer better approximation and benefits in practice, but often at the price of higher computational costs.
- The normalization of weights and load imbalance of particles after resampling are main barriers for parallelization of resampling. Ways to carry out normalization, to output filter estimate, and to manage communication between PEs distinguish existing parallel PF algorithms.
- An issue that we have not discussed is the theoretical effects of resampling on the convergence of the PF estimates. The resampling step is crucial for uniform convergence results, and some recent theoretical results on this and related to deterministic and random resampling can be found in [49].

The research on the resampling of particle filters is going in multiple directions:

- implementation specific
  - simplifying resampling algorithms for real-time implementation
  - adjustment of the algorithms to specific hardware/processing architectures
  - parallelization of the resampling
  - application and acceleration of resampling to non-PF-based problems such as importance sampling and the forward-backward algorithm [50]
- theoretical analysis
  - analysis of the features of resampling algorithms without considering them as a part of PF
  - analysis of the effects of different resampling algorithms on the PF convergence and accuracy of tracking.
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The problem of phase retrieval, i.e., the recovery of a function given the magnitude of its Fourier transform, arises in various fields of science and engineering, including electron microscopy, crystallography, astronomy, and optical imaging. Exploring phase retrieval in optical settings, specifically when the light originates from a laser, is natural since optical detection devices [e.g., charge-coupled device (CCD) cameras, photosensitive films, and the human eye] cannot measure the phase of a light wave. This is because, generally, optical measurement devices that rely on converting photons to electrons (current) do not allow for direct recording of the phase: the electromagnetic field oscillates at rates of $\sim 10^{15}$ Hz, which no electronic measurement device can follow. Indeed, optical measurement/detection systems measure the photon flux, which is proportional to the magnitude squared of the field, not the phase. Consequently, measuring the phase of optical waves (electromagnetic fields oscillating at $10^{15}$ Hz and higher) involves additional complexity, typically by requiring interference with another known field, in the process of holography.

Interestingly, electromagnetic fields do have some other features that make them amenable for algorithmic phase retrieval: their far field corresponds to the Fourier transform of their near field. More specifically, given a mask that superimposes an image on a quasi-monochromatic coherent field at some plane in space, the electromagnetic field distribution at a large enough distance from that plane is given
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by the Fourier transform of the image multiplied by a known quadratic phase factor. Thus, measuring the far field, magnitude, and phase would facilitate recovery of the optical image (the wave field). However, as noted before, the optical phase cannot be directly measured by an electronic detector. Here algorithmic phase retrieval comes into play, offering a means for recovering the phase given the measurement of the magnitude of the optical far field and some prior knowledge.

This review article provides a contemporary overview of phase retrieval in optical imaging, linking the relevant optical physics to the signal processing methods and algorithms. Our goal is to describe the current state of the art in this area, identify challenges, and suggest future directions and areas where signal processing methods can have a large impact on optical imaging and on the world of imaging at large with applications in a variety of fields ranging from biology and chemistry to physics and engineering.

HISTORICAL BACKGROUND
Algorithmic phase retrieval offers an alternative means for recovering the phase of optical images without requiring sophisticated measuring setups as in holography. These approaches typically rely on some advanced information to facilitate recovery. In 1952, Sayre envisioned, in the context of crystallography, that the phase information of a scattered wave may be recovered if the intensity pattern at and between the Bragg peaks of the diffracted wave is finely measured [1]. In crystallography, the material structure under study is usually periodic (a crystal); hence, the far-field information contains strong peaks reflecting the Fourier transform of the usually periodic information. Measuring the fine features in the Fourier transform enabled the recovery of the phase in some simple cases. In 1978, 26 years later, Fienup developed algorithms for retrieving phases of two-dimensional (2-D) images from their Fourier modulus and constraints such as nonnegativity and a known support of the image [2] (see Figure 1).

In the early 1980s, the idea of phase retrieval created a flurry of follow-up work, partly because those times signified great hope for realizing an optical computer, of which phase retrieval was supposed to be a key ingredient. However, in the late 1980s and early 1990s, with the understanding that an optical computer is unrealistic, the interest in algorithmic phase retrieval diminished. Toward the end of the millennium, optical phase retrieval started to come back into contemporary optics research with the interest arising from a completely different direction: the community of researchers experimenting with X-ray imaging, where new X-ray sources (undulators and synchrotrons) were developed. The widespread interest in this field was mainly generated by the first experimental recording and reconstruction of a continuous diffraction pattern (Fourier magnitude squared) of a noncrystalline (nonperiodic) test object by Miao et al. in 1999 [3].

The reasons for the revival of optical phase retrieval in 1999 were actually quite subtle. One goal of optical imaging systems is to increase resolution, i.e., to image smaller and smaller features. However, as proved by Abbe’s work in 1873, the highest attainable resolution in diffraction imaging (the so-called diffraction limit) is comparable to the wavelength of the light. For visible light, this diffraction limit corresponds to fractions of microns. Consequently, features on the molecular scale cannot be viewed with visible light in a microscope. One could argue then, why not simply use electromagnetic waves of a much shorter wavelength, say, in the hard X-ray regime, where the wavelength is comparable to atomic resolution? The reason is that lens-like devices and other optical components in this spectral region suffer from very large aberrations and are very difficult to make because refractive indices of materials in this wavelength regime are close to one. On the other hand, algorithmic phase retrieval is of course not limited by the quality of lenses; however, it requires very low noise detectors.

An additional problem is that as resolution is improved (i.e., as voxel elements in the recovered image are smaller in size), the number of photons per unit area must obviously increase to provide a reasonable signal-to-noise ratio (SNR). This means that the required exposure time to obtain a given signal level must increase as $(1/d)^4$, with $d$ being the resolution length, assumed...
to be larger than atomic scales [4]. This, in turn, creates another problem: X-ray photons are highly energetic. The atomic cross section for photoabsorption is usually much higher than for elastic scattering, meaning that for every photon that contributes to the diffraction pattern (the measured Fourier magnitude), a considerable greater number of photons are absorbed by the sample. This energy dissipates in the sample first by photoionization and the breakage of chemical bonds, followed by a cascade of collisional ionization by free electrons and, at longer timescales, a destruction of the sample due to radiolysis, heating, or even ablation of the sample. Such radiation damage hinders the ability to recover the structure of molecules: the measured far-field intensity (Fourier magnitude) would reflect the structural damages, rather than providing information about the true molecular structure.

A solution to this problem was suggested by Solem and Chapline in the 1980s. They proposed to record images with pulses that are shorter than the timescale for the X-ray damage to occur. They predicted that picosecond pulses would be required to image at nanometer-length scales [5]. Toward the late 1980s, with the growing promise in constructing X-ray lasers that generate ultrashort pulses on the femtosecond scale, it was suggested that such pulses could even outrun damage processes at atomic length scales [6]. However, forming a direct image in this way would still require high-quality optical components (lenses and mirrors) in the X-ray regime, which do not currently exist. This is because creating lenses for the hard X-ray wavelength regime requires fabrication at picometer resolution, much smaller even than the Bohr radius of atoms. Likewise, while mirrors for X-rays do exist, their best resolution is on the scale of many nanometers, much larger than the features one would want to resolve in the imaging of molecules, for example.

The difficulties outlined earlier in direct X-ray imaging leave no choice but to use alternative methods to recover the structure of nanometric samples. Here is where phase retrieval can make its highest impact. Placing an area detector far enough from the sample to record the far-field diffraction intensity (which is approximately proportional to the squared magnitude of the Fourier transform of the wave at the object plane with appropriate spatial scaling).

In the basic CDI setup (forward scattering), an object is illuminated by a quasi-monochromatic coherent wave and the diffracted intensity is measured (Figure S1). When the object is small and the intensity is measured far away, the measured intensity is proportional to the magnitude of the Fourier transform of the wave at the object plane with appropriate spatial scaling.

A forward-scattering CDI setup: a coherent wave diffracts from an object (the sought information) and produces a far-field intensity pattern corresponding to the magnitude of the Fourier transform of the object.

In optics terms, when the Fresnel number is small \(N_F = \frac{a^2}{2d} < 1\), where \(a\) is a radius confining the object in the object plane, \(d\) is the distance between the object and the measured intensity plane, and \(\lambda\) is the wavelength of the light, the relationship between the measured intensity \(I_{\text{out}}\) and the wave at the object plane \(E_{\text{in}}\) is given by [37]

\[I_{\text{out}}(x, y) \propto |\mathcal{F}(E_{\text{in}})|^2\]

with \(\mathcal{F} = \mathcal{F}(E_{\text{in}})\) and \(\mathcal{F}\) denoting the Fourier transform. Once the far-field intensity is measured, the goal is to recover \(E_{\text{in}}\) (which is equivalent to recovering the object) from \(I_{\text{out}}\). This requires solving the phase-retrieval problem, which is attempted using an algorithm such as the ones described in this article.

Recent reviews on the development and implementation of phase-retrieval algorithms for the specific application of CDI were written by Marchesini [9], Thibault and Elser [25], and Nugent [26]. Presently, one of the most challenging problems in CDI is three-dimensional (3-D) structural determination of large protein molecules [6]. There has been ongoing progress toward this goal over the past decade; see, e.g., [16], [17], [27], and [28].

Another research field where phase retrieval plays an important role is astronomy, where the objects are usually distant stars, which are optically incoherent sources. In such cases of incoherent waves, the phase is stochastic; hence, the optical signal is the
intensity of the light (amplitude of the complex field squared). This has important implications on algorithmic phase retrieval in terms of the assumptions that can be made on the signal (e.g., nonnegativity). One application of phase retrieval in astronomical measurements is for adaptive optics-based aberration correction, caused either by atmospheric turbulence or by imperfections in the optical imaging system [29]–[31]. Phase retrieval is also used in speckle interferometry [32], [33], a method to obtain information and later images [34], [35] beyond the diffraction limit of the (telescopic or alike) imaging system. As phase retrieval plays a major role in astronomy, there exist several detailed reviews from this perspective [31], [33], [36].

From a theoretical and algorithmic point of view, phase retrieval is a difficult problem, in many cases lacking a unique solution. Furthermore, even with the existence of a unique solution, there is not necessarily a guarantee that it can be found algorithmically. Nevertheless, as reasoned earlier, phase-retrieval algorithms and applications have benefited from a surge of research in recent years, in large part due to various new imaging techniques in optics. This trend has begun impacting the signal processing community as well—the past few years have witnessed growing interest within this community in developing new approaches to phase retrieval by using the tools of modern optimization theory [38], [39]. More recent work has begun exploring connections between phase retrieval and structure-based information processing [40]–[45]. For example, it has been shown that, by exploiting the sparsity of many optical images, one can develop powerful phase-retrieval methods that allow for increased resolution considerably beyond Abbe’s diffraction limit, resolving features smaller than one-fifth of the wavelength [45]. The relationship between the fields of sparsity and optical imaging has led to an important generalization of the basic principles of sparsity-based reconstruction to nonlinear measurement systems [41], [44], [46]–[53]. Here too, optics played an important role in signal processing; since the phase-retrieval problem is inherently nonlinear (i.e., the signal is related to the measurements nonlinearly), employing sparsity-based concepts in phase retrieval required modifications to the linear sparsity-based algorithms known from the field of compressed sensing [54]. We believe that this field will grow steadily in the next few years, with rapid development of coherent X-ray sources worldwide [55], [56] and more researchers contributing to the theory, algorithms, and practice of nonlinear sparse recovery.

**MATHEMATICAL FORMULATION**

**PROBLEM FORMULATION**

Consider the discretized one-dimensional (1-D) real-space distribution function of an object: \( x \in \mathbb{C}^N \) (extension of the formulation to higher dimensions is straightforward). In CDI, for example, this corresponds to the transmittance function of the object. The fact that \( x \) is generally complex corresponds physically to the fact that the electromagnetic field emanating from different points on the object has not only magnitude but also phase (as is always the case, for example, when 3-D objects are illuminated and light is reflected from points at different planes). The 1-D discrete Fourier transform (DFT) of \( x \) is given by

\[
X[k] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi kn/N}, \quad k = 0, 1, \ldots, N-1. \tag{1}
\]

The term *oversampled DFT* used in this article will refer to an \( M \) point DFT of \( x \in \mathbb{C}^N \) with \( M > N \)

\[
X[k] = \sum_{n=0}^{M-1} x[n] e^{-j2\pi kn/M}, \quad k = 0, 1, \ldots, M-1. \tag{2}
\]

The recovery of \( x \) from measurement of \( X \) can be achieved by simply applying the inverse-DFT operator. Writing \( X[k] = |X[k]| \cdot e^{i\phi[k]} \), the Fourier phase-retrieval problem is to recover \( x \) when only the magnitude of \( X \) is measured, i.e., to recover \( x[n] \) given \( |X[k]| \). Since the DFT operator is bijective, this is equivalent to recovering the phase of \( X[k] \), i.e., \( \phi[k] \)—hence the term *phase retrieval*. Denote by \( \tilde{x} \) the vector \( x \) after padding with \( N - 1 \) zeros. The autocorrelation sequence of \( \tilde{x} \) is then defined as

\[
g[m] = \sum_{i=\max(1,n+1)}^{\min(N,m+1)} \tilde{x}_i \tilde{x}_{i-m}, \quad m = -(N-1), \ldots, N-1. \tag{3}
\]

It is well known that the DFT of \( g[m] \), denoted by \( G[k] \), satisfies \( G[k] = |X[k]|^2 \). Thus, the problem of recovering a signal from its Fourier magnitude is equivalent to recovering a signal from its autocorrelation sequence.

Continuous phase retrieval can be defined similarly to its discrete counterpart as the recovery of a 1-D signal \( f(x) \) from its continuous Fourier magnitude

\[
P(\nu) = \int_{-\infty}^{\infty} f(x) \exp(-j2\pi\nu x)dx |. \tag{4}
\]

Many objects of interest, such as electromagnetic fields, are usually described by continuous functions. However, since the data acquisition is digitized (by CCD cameras and alike), and the processing is done digitally, we mostly treat the discrete case here.

The Fourier phase-retrieval problem is as a special case of the more general phase-retrieval problem, where we are given measurements

\[
y_k = |\langle a_k, x \rangle|^2, \quad k = 1, \ldots, M, \tag{4}
\]

with \( a_k \) denoting the measurement vectors. In discrete 1-D Fourier phase retrieval, the measurement vectors correspond to \( a_k[n] = e^{-j2\pi kn/M} \). For mathematical analysis, it is often easier to
The importance of Fourier phase. Two images, a cameraman and Lenna, are Fourier transformed. After swapping their phases, they are inverse Fourier transformed. The result clearly demonstrates the importance of phase information for image recovery.

 treat the case where the measurements are random (i.e., as are random vectors), as this allows uniqueness guarantees that are otherwise hard to obtain [38], [50], [57]–[59]. Nevertheless, more structured measurements have also been investigated [60].

Before proceeding to the mathematical methodology, it is important to highlight the significance of knowing the Fourier phase. In fact, it is well known that knowledge of the Fourier phase is crucial in recovering an object from its Fourier transform [61]. Many times the Fourier phase contains more information than the Fourier magnitude, as can be seen in the synthetic example shown in Figure 2. The figure shows the result of the following numerical experiment: two images (that of a cameraman and a woman named Lenna) are Fourier transformed. The phases of their transforms are swapped and, subsequently, they are inverse Fourier transformed. It is evident, for this quite arbitrary example, that the Fourier phase contains a significant amount of information about the images. In crystallography, this phenomenon is the source of genuine concern.

In the remainder of this section, we discuss uniqueness of the phase-retrieval problem, i.e., under what conditions the solution to the phase problem is unique. It is worth noting that, while the discussion of theoretical uniqueness guarantees is important and interesting, the lack of such guarantees does not prevent practical applications from producing excellent reconstruction results in many settings.

UNIQUENESS

FOURIER MEASUREMENTS

The recovery of a signal from its Fourier magnitude alone, in general, does not yield a unique solution. This section will review the main existing theoretical results regarding phase-retrieval uniqueness.

First, there are so-called trivial ambiguities that are always present. The following three transformations (or any combination of them) conserve Fourier magnitude:

1) global phase shift: \( x[n] = x[n] \cdot e^{j\phi} \)
2) conjugate inversion: \( x[n] = x[-n]\)
3) spatial shift: \( x[n] = x[n + m] \).

Second, there are nontrivial ambiguities, the situation of which varies for different problem-dimensions. In the 1-D setting, there is no uniqueness—i.e., there are multiple 1-D signals with the same Fourier magnitude. Even if the support of the signal is bounded within a known range, uniqueness does not exist [62]. Any pair of 1-D signals having the same autocorrelation function yields the same Fourier magnitude, as the two are connected by a Fourier transform. Consider, for example, the two vectors \( u = [10 - 2 0 - 2] \) and \( v = [(1 - \sqrt{3}) 0 1 0 (1 + \sqrt{3})]^T \). Both of these vectors have the same support and yield the same autocorrelation function \( g[m] = [-2, 0, 2, 0, 9, 0, 2, 0, -2] \). Therefore, they are indistinguishable by their Fourier magnitude, even though they are not trivially equivalent.

For higher dimensions (2-D and above), Bruck and Sodin [63], Hayes [64], and Bates [65] have shown that, with the exception of a set of signals of measure zero, a real \( d \geq 2 \) dimensional signal with support \( N = [N_1, \ldots, N_d] \), i.e., \( x[n_1, \ldots, n_d] = 0 \) whenever \( n_k < 0 \) or \( n_k \geq N_k \) for \( k = 1, \ldots, d \) is uniquely specified by the magnitude of its continuous Fourier transform, up to the trivial ambiguities mentioned earlier. Furthermore, the magnitude of the oversampled M point DFT sequence of the signal, with \( M \geq 2N - 1 \) (where the inequality holds in every dimension), is sufficient to guarantee uniqueness. The problematic set of signals that are not uniquely defined by their Fourier magnitudes are those having a reducible Z transform: denoting the \( d \)-dimensional \( Z \) transform of \( x \) by \( X(z_1, \ldots, z_d) = \sum_{n_1} \cdots \sum_{n_d} x[n_1, \ldots, n_d] z_1^{n_1} \cdots z_d^{n_d} \), \( X(z) \) is said to be reducible if it can be written as \( X(z) = X_1(z) X_2(z) \), where \( X_1(z) \) and \( X_2(z) \) are both polynomials in \( z \) with degree \( p > 0 \). It is important to note that, in practice, for typical images, a number of samples smaller than \( 2N - 1 \) is many times sufficient (even \( M \geq 2^{10}N \) can work, where \( D \) is the dimension [66]); however, the exact guarantees relating the number of samples to the type of images remains an open question.
Additional prior information about the signal, other than its support, can be incorporated and will naturally improve the conditioning of the problem. For example, knowledge of the Fourier phase sign (i.e., a single bit of phase information) has been shown [67] to yield uniqueness with some restrictions on the signal (specifically that the signal is real and its Z transform has no zeros on the unit circle). A different, popular, type of prior knowledge that has been used recently in various applications [54], [68] is that the signal \( x \in \mathbb{C}^N \) is sparse—i.e., contains only a small number \( k \) of nonzero elements, with \( k \ll N \). The exact locations and values of the nonzero elements are not known a priori. In this case, it has been shown [69] that knowledge of the full autocorrelation sequence of a 1-D \( k \)-sparse real signal \( x \) is sufficient to uniquely define \( x \) as long as \( k \neq 6 \) and the autocorrelation sequence is collision free. A vector \( x \) is said to have a collision-free autocorrelation sequence if \( x[i] - x[j] \neq x[k] - x[l] \), for all distinct \( i, j, k, l \in \{1, ..., N\} \) that are the locations of distinct nonzero values in \( x \). In addition, under these conditions, only \( M \) Fourier magnitude measurements are sufficient to uniquely define the autocorrelation sequence and, therefore, the signal \( x \), as long as \( M \) is prime and \( M \geq k^2 - k + 1 \) [70]. An interesting perspective relating phase retrieval to the Turnpike problem, for example, reconstructing a set of integers from their pairwise distances, is presented in [71]. Using this approach, the authors prove uniqueness with high probability for random signals having a nonperiodic support.

### General Measurements

Considering inner products with general non-Fourier (typically random) measurement vectors allows simpler derivation of theoretical guarantees. There have been several theoretical results relating the number and the nature of the measurements that are required for uniqueness, mostly dealing with random measurement vectors. The work of Balan [40] implies that, for real signals in \( \mathbb{R}^N \), \( 2N - 1 \) random measurements are needed, provided that they are full spark, i.e., that every subset of \( N \) measurement vectors spans \( \mathbb{R}^N \) [43]. This result was later extended to the complex case [43], where it is conjectured that \( 4N - 4 \) generic measurements, as defined in [43], are sufficient for bijectivity. In terms of stability, i.e., when the measurements are noisy, it is shown in [50] that on the order of \( N \log(N) \) measurements [or \( k \log(N) \) measurements in the \( k \)-sparse case] are sufficient for stable uniqueness. Furthermore, minimizing the (nonconvex) least-squares objective: \( \sum |y_i^2 - (a_i, x)|^2 \), with \( 1 < p \leq 2 \), yields the correct solution under these conditions [50]. For the noiseless case, any \( k \)-sparse vector in \( \mathbb{R}^N \) has been shown to be uniquely determined by \( 4k - 1 \) random Gaussian intensity measurements with high probability [70].

To study the injectivity of general (i.e., not necessarily random) measurements, the complement property was introduced in [40] for the real case. An extension was presented in [43] for the complex setting. A set of measurement vectors \( \{a_i\}_{i=1}^N \) with \( a_i \in \mathbb{R}^N \) satisfies the complement property if for every \( S \subseteq \{1, ..., M\} \), either \( \{a_i\}_{i \in S} \) or \( \{a_i\}_{i \not\in S} \) span \( \mathbb{R}^N \). It has been shown in [40] that the mapping constructed by \( y_i = \langle a_i, x \rangle \), \( i = 1, ..., N \) is injective if and only if the measurement set satisfies the complement property. This poses a lower limit on the number of necessary measurements \( M > 2N - 1 \).

The results reviewed in this section are summarized in Table 1. In addition, there is a large amount of work on phase-retrieval uniqueness under different conditions, e.g., when the phase is known only approximately [72] or from redundant masked Fourier measurements [42], [73].

### Algorithms

Despite the uniqueness guarantees, no known general solution method exists to actually find the unknown signal from its Fourier magnitude given the other constraints. Over the years, several approaches have been suggested for solving the phase-retrieval problem, with the popular ones being alternating projection algorithms [2], [74], [75]. In addition, to help regularize the phase-retrieval problem, different imaging techniques were suggested that yield better behaved imaging models. For example, using exposures with different masks (e.g., the phase diversity method for aberration correction by adaptive optics [29], and also more recently [73]), or obtaining images at different propagation planes [31], [76], [77]. Another method to obtain additional information is scanning CDI (also termed ptychography) [78]–[80], which uses several different illumination patterns to obtain coherent diffraction images. Using such a modified imaging setup is then followed by applying an appropriate algorithm, performing the phase retrieval.

There are many existing approaches for phase retrieval. In this section, we focus on common general algorithms (see the

### Table 1: Phase Retrieval—Uniqueness

<table>
<thead>
<tr>
<th>Fourier Measurement</th>
<th>1-D</th>
<th>No Uniqueness [62]</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 2D</td>
<td>Uniqueness for Real Nonreducible Signals. Requires Oversampling by ( -2 ) [64]</td>
<td></td>
</tr>
<tr>
<td>( k )-Sparse 1-D</td>
<td>Uniqueness for Signal with Collision-Free Autocorrelation, (and ( k = 6 )) [69]</td>
<td></td>
</tr>
<tr>
<td>( M ) Fourier Magnitude Measurements are sufficient, for a prime ( M \geq k^2 - k + 1 ) [70]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>General Measurements</th>
<th>Real Signal ( \mathbb{R}^N )</th>
<th>Satisfying the Complement Property is Necessary and Sufficient. ( 2N - 1 ) Full-Spark Random Measurements Guarantee Uniqueness with High Probability [40]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Signal ( \mathbb{R}^N ) (Noisy)</td>
<td>( N \log(N) ) Measurements, or ( \log(N) ) Measurements in the ( k )-Sparse Case are Sufficient for Stable Uniqueness [50]</td>
<td></td>
</tr>
<tr>
<td>Complex Signal ( \mathbb{C}^N )</td>
<td>Conjecture: ( 4N - 4 ) Generic Measurements are Sufficient [43]</td>
<td></td>
</tr>
</tbody>
</table>
“General Algorithms” section) and sparsity-based methods, i.e., techniques exploiting prior knowledge in the form of signal sparsity (see the “Sparsity-Based Algorithms” section). We also discuss the transport-of-intensity equation (TIE) [81]–[83], which considers the recovery of an object’s phase from several defocused intensity images.

**GENERAL ALGORITHMS**

The general phase-retrieval problem we wish to solve can be formulated as the following least-squares problem or empirical risk minimization:

$$\min_x \frac{1}{N} \sum_{k=1}^{N} (y_k - \langle a_k, x \rangle)^2,$$

(5)

with $y$ being the measurements and $a_k$ being the measurement vectors defined in (4). In general, we can replace the square in the objective by any power $p$. Unfortunately, this is a nonconvex problem, and it is not clear how to find a global minimum even if one exists. In this section, we describe several approaches that have been suggested to deal with this problem and types of prior information that can be incorporated into these methods to increase the probability of convergence to the true solution.

**ALTERNATING PROJECTIONS**

The most popular class of phase-retrieval methods is based on alternating projections. These methods were pioneered by the work of Gerchberg and Saxton (GS) [74], dealing with the closely related problem of recovering a complex image from magnitude measurements at two different planes—the real (imaging) plane and Fourier (diffraction) plane. The original GS algorithm consists of iteratively imposing the real- and Fourier-plane constraints, such as the measured real-space magnitude $|x[n]|$, and Fourier magnitude $|X[k]|$, as illustrated in Figure 3(a). The GS iterations are described in Algorithm 1. The recovery error, defined as $E_i = \sum_k \|Z_i[k] - |X[k]|\|_2$, is easily shown to be monotonically nonincreasing with $i$ [75]. Despite this fact, recovery to the true solution is not guaranteed, as the algorithm can converge to a local minimum.

**Algorithm 1: The GS algorithm.**

**Input:** $|x[n]|$, $|X[k]|$, $\epsilon$

|x[n] |-Real-space magnitude

|X[k]| -Fourier magnitude

$\epsilon$-Error threshold

**Output:** $z[n]$ - a vector that conforms with both magnitude constraints, i.e., $|z[n]| = |x[n]|$, and $|Z[k]| = |X[k]|$, where $Z[k]$ is the DFT of $z[n]$

**Initialization:** Choose initial $z_0[n] = |x[n]| \exp(\phi[n])$ (e.g., with a random $\phi[n]$)

**General Step:** ($i = 1, 2, \ldots$):

1) Fourier transform $z[i/n]$ to obtain $Z[i/k]$

2) Keep current Fourier phase, but impose Fourier magnitude constraint: $Z_i[k] = |X[k]| \cdot Z_i[k] / |Z_i[k]|$

3) Inverse Fourier transform $Z_i[k]$ to obtain $z_i[n]$

4) Keep current real-space phase, but impose real-space magnitude constraint: $z_{i+1}[n] = |x[n]| \cdot z_i[n] / |z_i[n]|$

5) Go to 1

Until $E_i = \sum_k \|Z_i[k] - |X[k]|\|_2 \leq \epsilon$

Extending the GS projection ideas further, in 1978 Fienup [2] suggested a modified version, in which the real-space magnitude constraints are replaced by other types of constraints, in addition to consistency with the measured Fourier magnitude. The real-space constraints may be, e.g., nonnegativity, a known signal support, i.e., $x[i] = 0$ for all $i > N_0$ where $N_0$ is known (or approximately known), or both. The basic framework of the Fienup methods is similar to GS—in fact, the first three steps are identical. Step 4, however, replaces imposing the real-space magnitude constraint by applying a correction to the real-space magnitude.
estimate. Some possible variants to this step were also suggested [75]. Here, we describe the one most commonly used, referred to as the hybrid input-output (HIO) method, which consists of the following correction step:

4) Obtain \( z_{i+1}[n] \) by applying a correction to the real-space image estimate:

\[
\begin{align*}
    z_{i+1}[n] &= \begin{cases} 
        z_i[n], & n \notin \gamma, \\
        z_i[n] - \beta z_i[n], & n \in \gamma, 
    \end{cases} \\
    z_{i+1}[n] &= \begin{cases} 
        z'_i[n], & n \notin \gamma \\
        z'_i[n] - \beta z'_i[n], & n \in \gamma, 
    \end{cases}
\end{align*}
\]  

(6)

with \( \beta \) being a small parameter and \( \gamma \) being the set of indices for which \( z'_i[n] \) violates the real-space constraints.

The real-space constraint violation may be a support violation (e.g., a signal is nonzero where it should be zero) or a nonnegativity violation.

The Fienup algorithm is represented schematically in Figure 3(b). There is no proof that the HIO algorithm converges. It is also known to be sensitive to the accuracy of the prior information (e.g., the real-space support needs to be tightly known, especially in the complex signal case [84]). Nonetheless, in practice, the simple HIO-based techniques are commonly used in optical phase-retrieval applications such as CDI [85], [86]. Other variants of the correction step include the input–output method, and the output–output method [75], corresponding respectively to

\[
\begin{align*}
    z_{i+1}[n] &= \begin{cases} 
        z_i[n], & n \notin \gamma, \\
        z_i[n] - \beta z_i[n], & n \in \gamma, 
    \end{cases} \\
    z_{i+1}[n] &= \begin{cases} 
        z'_i[n], & n \notin \gamma \\
        z'_i[n] - \beta z'_i[n], & n \in \gamma, 
    \end{cases}
\end{align*}
\]  

(7)

An important feature of the HIO algorithm is its empirical ability to avoid local minima and converge to a global minimum for noise-free oversampled diffraction patterns. However, when there is high noise present in the diffraction intensity, HIO suffers from several limitations. First, the algorithm sometimes becomes stagnant and fails to converge to a global minimum. Second, a support has to be predefined. Third, the image becomes stagnant and fails to converge to a global minimum. Fourth, a support has to be predefined. As an example, the recently proposed OSS algorithm exhibits improved performance over HIO and its variants in many settings. OSS is based on Fienup iterations with an added smoothing Gaussian filter applied to the off-support region in the real-space object in each iteration. The fourth step in HIO is replaced by

\[
\begin{align*}
    z^*[n] &= \begin{cases} 
        z_i[n], & n \notin \gamma \\
        z_i[n] - \beta z_i[n], & n \in \gamma, 
    \end{cases} \\
    z_{i+1}[n] &= \begin{cases} 
        z'_i[n], & n \notin \gamma \\
        F'[Z^*[k] W[k]], & n \in \gamma, 
    \end{cases}
\end{align*}
\]  

where \( W[k] \) is a Gaussian function with its variance decreasing with iterations. A quantitative comparison for a specific example between OSS and HIO can be found in the section “Quantitative Comparison of Alternating-Projection Algorithms.” For a comparison and numerical investigation of several alternate projection algorithms, see, e.g., [9] and [12].

The performance of Fienup methods is dependent on the initial points. Therefore, it is possible and recommended to try several initializations. In [58], the authors consider a clever method for initial point selection and show that for the random Gaussian measurement case, the resulting iterations yield a solution arbitrarily close to the true vector.

Analyses of iterative phase-retrieval algorithms from a convex optimization perspective can be found in [10] and [89]–[93]. In [91], the authors study the ER algorithm by viewing it as an iterated projections algorithm onto nonconvex sets. In [10] and [92], it is shown that the HIO method can be interpreted within different optimization frameworks depending on the constraints enforced. For example, given a support constraint, HIO coincides with the Douglas–Rachford algorithm for \( \beta = 1 \) [94], [95]. In [10], it is shown that under the same constraint, in the more general case of \( \beta \neq 1 \), HIO can be formulated in terms of projections and reflections. This representation, however, no longer holds when nonnegativity restrictions are added.

**SEMIDEFINITE PROGRAMMING ALGORITHMS**

An alternative recently developed to solve the phase-retrieval problem is based on semidefinite relaxation [39], [46], [57], [96]. The method relies on the observation that (4) describes a set of quadratic equations that can be rewritten as linear equations in a higher dimension. Specifically, define the \( N \times N \) matrix \( X = x x^* \). The measurements (4) are then linear in \( X \)

\[
y_k = |(a_k, x)|^2 = x^* a_k a_k x = x^* A_k x = \text{Tr}(A_k X),
\]

(8)

where \( A_k = a_k a_k^* \). Our problem is then to find a matrix \( X = x x^* \) that satisfies (8). The constraint \( X = x x^* \) is equivalent to the requirement that \( X \) has rank 1, and is positive semidefinite, which we denote by \( X \succeq 0 \). Therefore, finding a vector \( x \) satisfying (4) can be formulated as

\[
\begin{align*}
    \text{find } & X \\
    \text{s.t. } & y_k = \text{Tr}(A_k X), & k = 1, \ldots, M, \\
    & X \succeq 0, \\
    & \text{rank}(X) = 1.
\end{align*}
\]

(9)

Equation (9) is equivalent to the following rank minimization problem:

\[
\begin{align*}
    \min & \text{rank}(X) \\
    \text{s.t. } & y_k = \text{Tr}(A_k X), & k = 1, \ldots, M, \\
    & X \succeq 0.
\end{align*}
\]

(10)

Unfortunately, rank minimization is a hard combinatorial problem. However, since the constraints in (10) are convex (in fact linear), one might try to relax the minimum rank objective, for
example, by replacing it with minimization of $\text{Tr}(X)$. This approach is referred to as PhaseLift [39]. Alternatively, one may use the log-det reweighted rank minimization heuristic suggested in [97], which is the approach followed in [38] and [46]. In [38], it is shown that PhaseLift yields the true vector $x$ with large probability when the measurements are random Gaussian and $M = O(N \log N)$.

An interesting approach is taken in [57], where $x$ is separated into an amplitude component and a phase component, and only the phase is optimized. This approach yields several variations of existing methods, notably PhaseCut [57], which is a relaxation of the MaxCut algorithm [98] obtained by dropping the rank constraint.

The semidefinite programming (SDP) approach requires matrix lifting, i.e., replacing the sought vector with a higher-dimensional matrix, followed by solving a high-dimensional problem. It is, therefore, in principle, more computationally demanding than the alternating projection approaches, or greedy methods, which will be discussed in the section “Greedy Methods with Sparsity Prior.” In addition, in general, there is no guarantee that the rank minimization process will yield a rank-1 matrix or that the true solution will be found even if there is a unique solution.

TRANSPORT OF INTENSITY

The TIE approach is a method that solves the known propagation equation of the electromagnetic field to recover the phase at some plane $z_0$, from several intensity measurements in the vicinity of that plane. Specifically, in the case of light propagation under the paraxial approximation (i.e., only small angles from the optical axis are considered, implying that the light field varies slowly on the scale of the optical wavelength), the TIE is

$$\frac{2\pi}{\lambda} \frac{\partial I}{\partial z} = -\nabla I \cdot \nabla \phi - I \Delta \phi,$$

(11)

where $I(x, y, z_0)$ is the intensity distribution in plane $z_0$, $\lambda$ is the wavelength of a monochromatic field, $\nabla = (\partial_x, \partial_y)$ is the transverse gradient, $\Delta = \nabla^2 = \partial_x^2 + \partial_y^2$ is the 2-D Laplacian, and $\phi(x, y, z_0)$ is the phase to be recovered. Recovering $\phi$ amounts to solving the partial differential equation (11). This can be achieved by first numerically estimating the derivative on the left-hand side of (11) using the measured intensity at two (or more) planes, e.g., $I(z_0)$ and $I(z_0 + dz)$, for a small $dz$. Then, after plugging in $I(z_0)$ into the right-hand side of (11), a variety of methods can be applied to solve for $\phi$ using appropriate

SPARSE LINEAR PROBLEMS

Finding sparse solutions to sets of equations is a topic that has drawn much attention in recent years [54], [68], [105], [106]. Consider the linear system

$$y = Ax \quad (S1)$$

with $y$ being a set of $M$ linear measurements, $A$ being an $M \times N$ measurement matrix, and $x$ being the unknown length—$N$ vector. When the system is underdetermined (i.e., $M < N$), there are infinitely many possible solutions $x$. A key result of the theory of sparse recovery is that adding the constraint that $x$ is sparse, i.e., contains only a few nonzero entries guarantees a unique solution to (S1), under general conditions on $A$. One such condition is based on the coherence of $A$ [107]

$$|x_i| \leq \frac{1}{2}\left(1 + \frac{1}{\mu}\right) \quad (S2)$$

with $|x_i|$ being the number of nonzero entries in $x$, and the coherence defined by

$$\mu = \max_{i,j} \frac{|A_i^T A_j|}{\|A_i\| \|A_j\|} \quad (S3)$$

Here, we denote by $A_i$ the $i$th column of $A$, and by $\|A_i\|$ its Euclidean norm.

Under (S2), one can find the unique solution to (S1) by solving

$$\min_{\|x\|_1} \text{s.t. } y = Ax \quad (S4)$$

Unfortunately, (S4) is an NP-hard combinatorial problem. However, many methods have been developed to approximately solve (S4). One class of such methods consists of greedy algorithms such as orthogonal matching pursuit [108]. Another popular method is based on convex relaxation of the $l_0$ norm to an $l_1$ norm [109], which yields the convex problem

$$\min_{\|x\|_1} \text{s.t. } y = Ax \quad (S5)$$

In fact, under the condition (S2), it has been shown [107] that the solution to (S5) is equal to that of (S4).

Another important criterion to evaluate the recovery ability in sparse linear problems of the form (S1) is the restricted isometry property (RIP) [110] of $A$. For an $M \times N$ matrix $A$ (with $M < N$), define the restricted isometry constant $\delta_k$ as the smallest value such that for every submatrix $A_k$ composed of $k$ columns of $A$

$$(1 - \delta_k)\|x\|_2^2 \leq \|A_k x\|_2^2 \leq (1 + \delta_k)\|x\|_2^2, \quad \forall x \in \mathbb{R}^N. \quad (S6)$$

The RIP is therefore a measure of whether $A$ preserves the energy of any $k$-sparse signal—which is the case if $\delta_k$ is small. In the context of sparse recovery, it is used to prove uniqueness and noise-robustness results. For example, if $A$ is such that $\delta_2k < \sqrt{2} - 1$, then solving (S5) will yield the unique sparse solution to (S1). In practice, it is combinatorially difficult to calculate the RIP of a given matrix. However, certain random matrices can be shown to have good RIP with high probability. For example, an $M \times N$ independent and identically distributed Gaussian matrix obeys the $k$-RIP with high probability, for $M = O(k \log (N/k))$ [105]. This is one of the reasons that random matrices are favorable for sparse sensing.
boundary conditions and further assumptions (a common one is that \( I \) is constant in \( x, y \), so that \( \forall t = 0 \) inside some boundary) [81]–[83], [99], [100].

The TIE approach requires acquisition of several images at different (and close) planes. It is relatively simple to implement when applicable and can produce phase measurements when the coherence of the light is not sufficient for interferometric measurements [101]. However, the necessity of multiple closely spaced imaging planes can naturally pose a limitation on possible applications, such as applications requiring a fast acquisition time or a high SNR. This is because multiple imaging planes require the use of beamsplitters, which leads to signal loss. Some tradeoffs between different parameters in the TIE approach, e.g., the amount of defocus (\( dz \)) versus recovery accuracy, are discussed in [102].

**SPARSITY-BASED ALGORITHMS**

A specific kind of prior knowledge that can be incorporated into the phase-retrieval problem to help regularize it is the fact that the sought real-space object is sparse in some known representation (see “Sparse Linear Problems”). This means that the object \( x \) can be written as

\[
x = \Psi \alpha
\]

with \( \Psi \) being a representation matrix (the sparsity basis), and \( \alpha \) being a sparse vector, i.e., a vector containing a small number of nonzero coefficients. The simplest example is when the object is composed of a small number of point sources, in which case \( \Psi \) is the identity matrix. Equipped with such prior knowledge, one can hope to improve the performance of phase-retrieval algorithms by limiting the search for the true vector to the set of sparse vectors. There are several different ways that sparsity can be incorporated, which are described in this section.

**ALTERNATING PROJECTIONS WITH SPARSITY PRIOR**

The Fienup algorithm described in the section “Alternating Projections” allows, in principle, for the incorporation of various types of general knowledge about the object, including sparsity [41], [103]. Sparsity was shown to be a useful prior in phase-retrieval algorithms already in 2004 [104] in the iterative charge-flipping algorithm, although it was not exploited directly (the electron density in [104] is assumed to have extended regions of zeros). More explicitly, the method in [103], for example, is based on the Fienup iterations, with the first three steps remaining unchanged.

Step 4 is replaced by projection and thresholding. Assuming an invertible \( \Psi \) and a \( k \)-sparse vector \( \alpha \) such that \( x = \Psi \alpha \):

4) Obtain \( z_{k+1}^l \) by projecting \( z_l^l / \| z_l^l \| \) onto \( \Psi \), thresholding, and projecting back.

- Calculate \( \alpha = \Psi^{-1} z_l^l \).
- Keep only the \( k \) largest elements of \( |\alpha| \), setting the rest to zero.
- Set \( z_{k+1}^l = \Psi \alpha \).

Similar to the GS iterations, the error here can be shown to be nonincreasing so that convergence to a local minimum is guaranteed [103].

Note that, while this method is suggested in [103] for an orthonormal basis \( \Psi \), it can be easily modified to accommodate a noninvertible \( \Psi \). This can be done by replacing the first two parts with finding a sparse solution \( a \) to \( z_l^l = \Psi \alpha \), using any sparse solution approach [54].

**SDP-BASED METHODS WITH SPARSITY PRIOR**

SDP methods can also be modified to account for prior knowledge of signal sparsity. The incorporation of sparsity may be performed in several different ways. The first work to suggest sparsity-based SDP phase retrieval came from the domain of optics and dealt with partially spatially incoherent illumination [46]. This work actually considered a theoretical problem of greater complexity, combining phase retrieval with subwavelength imaging. Experimental results on subwavelength CDI can be found in [45], where the sought signal is an optical image with subwavelength features, and the measured data correspond to the Fourier magnitude sampled by a camera at the focal plane of a microscope lens.

The method suggested in [46], dubbed *quadratic compressed sensing* (QCS), is based on adding sparsity constraints to the rank minimization problem (10). When \( x \) is sparse, the result of the outer product \( X = xx^\top \) is a sparse matrix as well, as shown in Figure 4. Therefore, one strategy might be to minimize the \( l_1 \) norm of the matrix \( X \). Alternatively, it is possible to further exploit the structure of \( X \) by noticing that the number of rows in \( X \) with a nonzero norm is equal to the number of nonzero values in \( x \).

This means that the sparsity of \( x \) also implies a small number of nonzero rows in \( X \). Consider the vector \( p \) containing the \( l_1 \) norm of the rows of \( X \), i.e., \( p_j = \left( \sum_k |X_{jk}| \right)^{1/2} \) (note that the \( l_2 \) norm can be replaced by any other norm). Since \( p \) should be sparse, one might try to impose a low \( l_1 \) norm on \( p \), in the spirit of \( l_1 \) minimization for the sparse linear problem. This yields the constraint

\[
\| p \|_1 = \sum_j |p_j| = \sum_j \left( \sum_k |X_{jk}| \right)^{1/2} \leq \eta,
\]

where \( \epsilon \) is a noise parameter and \( \eta \) is a sparsity parameter, enforcing row sparsity of \( X \).

\[
\min \quad \text{rank}(X)
\]

s.t. \( |\text{Tr}(\Delta_i X) - y_i| \leq \epsilon, \quad k = 1, \ldots, M, \)
\[
\sum_k \left( \sum_k |X_{jk}| \right)^{1/2} \leq \eta.
\]

\[
(13)
\]

Since finding a rank-1 matrix $X$ satisfying the constraints is NP hard, the solution to (13) is approximated in [46] using the iterative log-det heuristic proposed in [97], with an additional thresholding step added at each iteration, to further induce signal sparsity. Once a low-rank matrix $X$ that is consistent with the measurements and the sparse prior is found, the sought vector $x$ is estimated by taking the best rank-1 approximation of $X$ using the singular value decomposition: Decomposing $X$ into $X = USU^*$, the rank-1 approximation of $X$ is taken as $X_k = S_{1:1}U_{1:1}$, where $S_{1:1}$ represents the largest singular value, and $U_1$ is the corresponding column of $U$.

Similar ideas that add sparse priors to SDP methods have been later suggested in [47], [57], and [112]. In [47], the rank minimization objective is relaxed to a convex trace minimization, with an additional $l_1$ regularization term to induce sparsity. This formulation yields

$$\min \text{ Tr}(X) + \lambda \|X\|_1 \quad \text{s.t.} \quad \|\text{Tr}(A_kX) - y_k\| \leq \epsilon, \quad k = 1, \ldots, M, \quad X \geq 0.$$  (14)

The solution of (14) is shown [47] to be unique in the noiseless case ($\epsilon = 0$), under the following condition: $\|X\|_1 \leq (1/2)(1 + (1/\mu))$, where $X = \hat{x}\hat{x}^*$, with $\hat{x}$ being the true solution to (4). The mutual coherence $\mu$ is defined by $\mu = \max_{i,j} |\langle B_i, B_j \rangle| / \sqrt{\|B_i\| \cdot \|B_j\|}$, with $B$ being the matrix satisfying $y = BX$, where $X^*$ is the vector obtained from stacking the columns of $X$. The same work also relates other recovery guarantees to the RIP criterion.

In [59] it is shown that for $a_i$ that are independent, zero-mean normal vectors, on the order of $k^2 \log n$ measurements are sufficient to recover a $k$-sparse input from measurements of the form (4), using SDP relaxation. In [112], an algorithm is suggested to solve the sparse 1-D Fourier phase-retrieval problem based on a two-step process, with each step cast separately as an SDP problem: first, the support of $x$ is determined from its autocorrelation sequence, and then $x$ is found, given the support. This approach is shown experimentally to recover $k$-sparse signals from $O(k^2)$ measurements.

**GREEDY METHODS WITH SPARSITY PRIOR**

Since matrix-lifting algorithms involve a dimension increase, they are not ideally suited for large vectors, where the computational cost can become significant. In addition, they are generally not guaranteed to converge to a correct solution. An alternative is to use sparsity-based greedy methods [48], [51], [113]. One approach that is both fast and accurate is greedy sparse phase retrieval (GESPAR) [51]. GESPAR attempts to solve the least squares sparse quadratic problem (5). That is, it seeks a $k$-sparse vector $x$ consistent with the quadratic measurements $y$. It is a fast, local search method, based on iteratively updating the signal support, seeking a vector that corresponds to the measurements under the current support constraint. A local search method is repeatedly invoked, beginning with an initial random support set. Then, at each iteration, a swap is performed between a support and an off-support index. Only two elements are changed in the swap (one in the support and one in the off-support), following the so-called two-opt method [114]. Given the support of the signal, the phase-retrieval problem is then treated as a nonconvex optimization problem, approximated using the damped Gauss Newton method [115]. See Algorithm 2 for a general description.

**Algorithm 2: GESPAR—Main steps.**

**Input:** $A_i, y_i, \tau, \text{ITER}.$

$A_i \in \mathbb{R}^{N \times N}, i = 1, 2, \ldots, M$ - symmetric matrices.

$y_i \in \mathbb{R}, i = 1, 2, \ldots, M.$

$\tau$-threshold parameter.

**ITER** - Maximum allowed total number of swaps.

**Output:** $x$ an optimal (or suboptimal) solution of (5).

**Initialization:** Set $T = 0$, $j = 0$.

1. Generate a random index set $S_0$ ($|S_0| = s$)

2. Invoke the damped Gauss–Newton method with support $S_0$ and obtain an output $x_0$. Set $x_0 = U_{S_0}z_0$, where $U_{S_0} \in \mathbb{R}^{N \times s}$ is the matrix consisting of the columns of the identity matrix $I_N$ corresponding to the index set $S_0$.

**General step:** ($j = 1, 2, \ldots$):

3. Update support: Let $p$ be the index from $S_{j-1}$ corresponding to the component of $x_{j-1}$ with the smallest absolute value. Let $q$ be the index from $S_{j-1}$ corresponding to the component of $\nabla f(x_{j-1})$ with the highest absolute value, where $\nabla f(x)$ is the gradient of the least-squares objective function from (5), i.e., $\nabla f(x) = 4 \sum_k (x^* A_k x - y_k) A_k x$. Increase $T$ by 1, and make a swap between the indices $p$ and $q$, i.e., set $S$ to be $S = (S_{j-1}(p) \cup \{q\}$.

4. Minimize with given support: Invoke the damped Gauss–Newton method [115] with input $S$ and obtain an output $z$. Set $x = U_{S}z$, where $U_S \in \mathbb{R}^{N \times s}$ is the matrix consisting of the columns of the identity matrix $I_N$ corresponding to the index set $S$. If $f(x) < f(x_{j-1})$, then set $S_j = S$, $x_0 = x$, and go to Step 3. If none of the swaps resulted with a better objective function value, go to Step 1.

Until $f(x) < \tau$ or $T > \text{ITER}$.

The output is the solution $x$ that yields the minimum value for the least-squares objective.

GESPAR has been shown to yield fast and accurate recovery results (see “Sparse Phase-Retrieval Algorithms—A Comparison” and Figure S2) and has been used in several phase-retrieval optics applications, including CDI of 1-D objects [116], efficient CDI of sparsely temporally varying objects [52], and phase retrieval via waveguide arrays [53]. A similar approach has been applied to treat the combined phase-retrieval and subwavelength imaging problem [45] (see the section “Subwavelength CDI Using Sparsity”).

**APPLICATIONS IN LENSLESS IMAGING**

In this section, we present several CDI applications with connection to the phase-retrieval algorithms described previously. The
SPARSE PHASE-RETRIEVAL ALGORITHMS—A COMPARISON

We simulate sparse-Fienup [103] and GESPAR [51] for various values of $N \in [64, 2048]$, and $M = 2N$. The recovery probability versus sparsity $k$ for different vector lengths is shown in Figure S2(a) and (b). In both cases, the recovery probability increases with $N$, while GESPAR clearly outperforms the alternating iteration method. We then simulate the recovery success rate of three sparsity-based phase-retrieval algorithms. We choose $x$ as a random vector of length $N = 64$. The vector contains uniformly distributed values in the range $[-4, -3] \cup [3, 4]$ in $k$ randomly chosen elements. The $M = 128$ point DFT of the signal is calculated, and its magnitude-square is taken as $y$, the vector of measurements. To recover the unknown vector $x$, three methods are used: a greedy method (GESPAR [51]), an SDP-based method [112, Algorithm 2], and an iterative Fienup algorithm with a sparsity constraint [103]. The sparse-Fienup algorithm is run using 100 random initial points, out of which the chosen solution is the one that best matches the measurements. $\tilde{x}$ is selected as the $s$-sparse output of the sparse-Fienup algorithm with the minimal cost $f(x) = \sum_{i=1}^{N} (|F_x|^2 - y_i)^2$ out of the 100 runs. The probability of successful recovery is plotted in Figure 6(c) for different sparsity levels $k$. The success probability is defined as the ratio of correctly recovered signals $\tilde{x}$ out of 100 simulations. In each simulation, both the support and the signal values are randomly selected. The three algorithms (GESPAR, SDP, and sparse-Fienup) are compared. The results clearly show that GESPAR outperforms the other methods in terms of probability of successful recovery—more than 90% successful recovery up to $k = 15$, versus $k = 8$ and $k = 7$ in the other two techniques. For more extensive comparisons, we refer the reader to [51].

A major advantage of greedy methods over other techniques (e.g., SDP based) is their low computational cost; GESPAR may be used to find a sparse solution to the 2-D Fourier phase retrieval—or phase retrieval of images. Figure S3 shows a recovery example of a sparse $195 \times 195$-pixel image comprised of $s = 15$ circles at random locations and random values on a grid containing 225 points, recovered from its 38,025 2-D Fourier magnitude measurements using GESPAR. The dictionary used in this example contains 225 elements consisting of nonoverlapping circles located on a $15 \times 15$-point Cartesian grid, each with a 13-pixel diameter. The solution took 80 s. Solving the same problem using the sparse-Fienup algorithm did not yield a successful reconstruction, and using the SDP method is not practical because of the large matrix size.

[FIGS2] A comparison of sparsity-based phase-retrieval algorithms. (a) The sparse-Fienup recovery probability versus sparsity $k$, for various signal length $N$, and with $M = 2N$. (b) GESPAR recovery probability versus sparsity $k$ for various signal length $N$, and with $M = 2N$. (c) The recovery probability for three algorithms: sparse-Fienup, SDP, and GESPAR for $N = 64$ and $M = 128$ [51].

[FIGS3] A 2-D Fourier phase-retrieval example. (a) A true $195 \times 195$ sparse circle image ($s = 15$ circles). (b) The measured 2-D Fourier magnitude (38,025 measurements, log scale). (c) The true and recovered coefficient vectors corresponding to circle amplitudes at each of the 225 grid points [51].
concept of phase retrieval in optical imaging arises from the attempt to recover images from experimental measurements. To this end, it is essential to emphasize that, compared to numerical simulations or signal processing of digital data, phase retrieval of experimentally obtained patterns has several additional challenges. First, the far-field intensity distribution (Fourier magnitude) is corrupted by various types of noise, such as Poisson noise, detector readout noise, and unwanted parasitic scattering from the optics components in the system. Second, in single-shot experiments, the measured far-field intensity distribution is usually incomplete, including a missing center (i.e., the very low spatial frequency information cannot be directly recorded by a detector) [85]. Third, when the far-field intensity distribution is measured by a detector, each pixel integrates the total number of photons within the solid angle subtended by the pixel, which is not exactly equivalent to uniform sampling of the diffraction signal [117]. Additionally, many experiments are carried out using incoherent (but bright) sources. Spatial optical coherence [to distinguish from the term coherence in signal processing, as defined by (S3)] is achieved by propagating a long distance from the source, but often the experiment is constrained to be carried out with a partially incoherent beam [118].

All of these issues add complications to algorithmic phase retrieval. However, notwithstanding these challenges, successful phase retrieval of experimental data in optical imaging has been widely achieved [3], [13], [16], [17], [23], [28], [80], [119], [120]. Next we show several examples.

**QUANTITATIVE COMPARISON OF ALTERNATING-PROJECTION ALGORITHMS**

Quantitative comparisons between the OSS, HIO, ER-HIO, and NR-HIO algorithms have been performed using both simulated and experimental data [12]. Figure 5 shows a noise-free oversampled diffraction pattern (Fourier magnitude squared) calculated from a simulated biological vesicle [Figure 5(c)]. High Poisson noise was then added to the diffraction intensity [Figure 5(b)]. Figure 5(d)–(g) shows the final reconstructions by HIO, ER-HIO, NR-HIO, and OSS, respectively. Visually, OSS produced the most faithful reconstruction among the four algorithms [see the insets of Figure 5(d)–(g)]. The recovery error was quantified using consistency with the measurements

$$E = \left| \sum_n z_r[n] - z_m[n] \right| / \sum_n |z_m[n]|,$$

where $z_r[n]$ is the final reconstruction and $z_m[n]$ is the model structure. The value for $E$ of the HIO, ER-HIO, NR-HIO, and OSS reconstructions is 0.28, 0.24, 0.16, and 0.07, respectively.

Next, the four algorithms were compared using an experimental diffraction pattern measured from a Schizosaccharomyces

**FIGS** A quantitative comparison between the HIO, ER-HIO, NR-HIO, and OSS algorithms. (a) A noise-free oversampled diffraction pattern calculated from simulated biological vesicle. (b) The high Poisson noise added to the oversampled diffraction pattern. (c) The structure model of the biological vesicle and its fine features (inset). (b) The final reconstruction of the noisy diffraction pattern in (b) by (d) HIO, (e) ER-HIO, (f) NR-HIO, and (g) OSS [12].
pombe (*S. pombe*) yeast spore cell [12]. The experiment was conducted on an undulator beamline at a third-generation synchrotron radiation facility (Spring-8) in Japan. A coherent wave of 5 keV X-rays was incident on a fixed, unstained *S. pombe* yeast spore. An oversampled X-ray diffraction pattern was acquired by a CCD detector. Figure 6(a) shows the experimental diffraction pattern in which the centrosquare represents the missing low spatial resolution data [86]. By using a loose support, phase retrieval was performed on the measured data with the HIO, ER-HIO, NR-HIO, and OSS algorithms. For each algorithm, five independent trials were conducted, each consisting of 100 independent runs with different random initial phase sets. In each trial, the reconstruction with the smallest error metric $R_F$ was chosen as a final image, where $R_F$ is defined as

\[
R_F = \left( \sum_k \left| Z_k \right|^2 \right) \cdot \frac{\sum_k |Z_0[k]|}{\sum_k |Z_0[k]|}.
\]  

Here, $|Z_0[k]|$ is the measured Fourier magnitude, $|Z_m[k]|$ is the recovered Fourier magnitude, and $\zeta$ is a scaling factor.

For each algorithm, the mean and average of the five final images were used to quantify the reconstruction. Figure 6(c)–(j) shows the average and variance of five final images obtained by HIO, ER-HIO [75], NR-HIO [88], and OSS [12], respectively. The average $R_F$ and the consistency of five independent trials are shown in Figure 6(b). Both visual inspection and quantitative results indicate that OSS produced the most consistent reconstructions among all four algorithms.

**XFEL CDI**

The majority of imaging experiments at XFEL sources use the method of CDI. The lensless nature of CDI is actually an advantage when dealing with extremely intense and destructive pulses, where one can only carry out a single pulse measurement with each object (say, a molecule) before the object

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average $R_F$ (%)</th>
<th>Consistency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIO</td>
<td>13.57</td>
<td>94.6</td>
</tr>
<tr>
<td>ER-HIO</td>
<td>7.97</td>
<td>94.8</td>
</tr>
<tr>
<td>NR-HIO</td>
<td>11.96</td>
<td>95.9</td>
</tr>
<tr>
<td>OSS</td>
<td>9.74</td>
<td>96.4</td>
</tr>
</tbody>
</table>

[FIG6] The phase retrieval of an experimental diffraction pattern from a biological sample. (a) An oversampled X-ray diffraction pattern measured from an *S. pombe* yeast spore cell. (b) The average $R_F$ and the consistency of five independent trials of phase retrieval using four different algorithms. The average reconstruction of five independent trials using (c) HIO, (d) ER-HIO, (e) NR-HIO, and (f) OSS. The variance of five final images with (g) HIO, (h) ER-HIO, (i) NR-HIO, and (j) OSS [12].
disintegrates. In such cases, often one cannot use any optical components at all, because any component, e.g., a lens, would be severely damaged by the extremely high flux of X-ray photons, and the damaged components will distort the measured data. CDI solves these problems: it works without the need for optical components. In this vein, CDI also facilitates reliable imaging of moving objects. Indeed, in many experiments, the objects move (flow) across the X-ray beam, for example, when the X-ray laser beam hits a focused aerosol beam or nanoparticles in a liquid jet. In such an experiment, the particle density is usually adjusted so that the X-ray laser pulse is more likely to hit a single particle than several. A particle is hit by chance by a pulse, but this is not known until the diffraction pattern is read out from the detector, which is done on every pulse. The stream of data is then analyzed and sorted to give the single-particle hits, which contain the meaningful measured data, while all other data are ignored.

There are two generic classes of these “single particle” CDI experiments: imaging of reproducible particles and imaging of unique particles. The first category includes particles such as viruses. Assuming that these particles are not aligned in the same direction, the collected data represent diffraction patterns of a common object, but in random orientations. If the orientations can be determined, then the full 3-D Fourier magnitude of the object can be determined, which in turn could be phased to give a 3-D image. A proof of concept of this experiment was carried out by Loh et al. [121].

An example of the second class of flash diffractive imaging is imaging airborne soot particles in flight in an aerosol beam [28]. Several diffraction patterns of soot particles and clusters of polystyrene spheres as test objects are shown in Figure 7 along with the 2-D reconstructions of the objects. The experiments were carried out at the Linac Coherent Light Source using the Center for Free-Electron Laser Science-Advanced Study Group multipurpose instrument [122] at the atomic, molecular, and optical science beam line [123]. Pulses of about $10^{12}$ photons of 1.0-nm wavelength were focused to an area of 10 $\mu$m$^2$. The X-ray detectors (pnCCD panels) were placed to give a maximum full-period resolution of 13 nm at their center edges.

In these experiments, the phase retrieval of the patterns was carried out using the RAAR [11] algorithm and shrinkwrap procedure [124], which determines and iteratively updates the support constraint used. The objects were such that it was possible to apply an additional constraint that the image is real valued. Strikingly, the X-ray coherent diffraction patterns have a very high contrast. The intensity minima are close to zero. This has an
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**[FIG7]** The diffraction patterns from single X-ray FEL pulses from particles in flight and reconstructed images: (a)–(d) clusters of polystyrene spheres with radii of (a) and (b) 70 nm, and (c) and (d) 44 nm; (e) and (f) ellipsoidal nanoparticles; (g) a soot particle; and (h) a salt–soot mixture [28].
enormous effect on the ability to recover the phase of these patterns reliably. This reliability is quantified in the phase-retrieval transfer function \( \text{PRTF} \) \([125]\), which compares the magnitude of the complex-valued average of patterns phased with different starting guesses to the square root of the measured diffraction pattern. If, at a particular pixel of the diffraction pattern, the phases are consistently reconstructed, then the sum over \( N \) patterns will give a magnitude \( N \) times higher than the measured magnitude, and so the PRTF will be unity. If the phases are random, then this sum will be close to zero. For patterns generated with XFELs, this function is often close to unity and is lower primarily in areas where the SNR is low.

Because the signal is limited, ultimately, so is the resolution; an estimate of the achieved resolution is given by the white dotted circle on each pattern in Figure 7. The reconstructed images are sums of ten independent reconstructions. These complex-valued sums have the property that their Fourier spectrum is effectively modulated by the PRTF and, hence, any artifact due to noise (or even due to forcibly truncating the data to a lower resolution) is unlikely to show up in the recovered image.

**TABLETOP SHORT WAVELENGTH CDI**

To date, most CDI experiments are carried out in third-generation synchrotron and XFELs. However, limited access and experimental time hinder the development and applications of CDI using these methods. Thus, over the past several years, CDI microscopes based on tabletop sources of coherent extreme ultraviolet and soft X-rays are also being developed \([126]\). Figure 8 shows the first tabletop short-wavelength CDI experiment with extreme UV wavelength.

Phase retrieval, i.e., obtaining Figure 8(d) from (c), is achieved using the GHIO algorithm \([87]\). In GHIO, the standard HIO is first run in parallel starting from several (16 in this case) random initial points, for a set number of iterations (2,000). This is generation zero of the algorithm. Then, the best output (in the sense of distance from the measurements) is selected to serve as the seed for the next generation. The inputs for the first generation are
SUBWAVELENGTH CDI USING SPARSITY

Prior knowledge of object sparsity can help regularize the phase-retrieval problem as well as compensate for loss of other kinds of information. Here, we consider a problem in which the high spatial frequencies are lost. As described before, when an object is illuminated by coherent light of wavelength $\lambda$, the far-field intensity pattern is proportional to the magnitude of the object’s Fourier transform. In addition, features in the object that are smaller than $\lambda/2$ are smeared due to the diffraction limit. Consequently, the intensity measured in the far field corresponds to $y \propto |LFx|^2$, where $L$ represents a low-pass filter at cutoff frequency $\nu_c = 1/\lambda$, $F$ represents the Fourier transform, and $| \cdot |^2$ stands for elementwise squared absolute value.

Figure 9 (adapted from [45]) shows the recovery of a sparse object containing subwavelength features (100-nm holes illuminated by a $\lambda = 532$-nm laser) from its experimentally measured low-pass-filtered Fourier magnitude. The prior knowledge used for recovery is that the object comprises a small number of 100-nm diameter circles on a grid, illuminated by a plane wave. The exact number, locations, and amplitudes of the circles are not known a priori. The recovery is performed using a greedy algorithm that iteratively updates the support of the object, finds a local minimum, and removes the weakest circle until convergence [45].

Another type of information loss in CDI, for which the prior knowledge of object sparsity can be helpful, is low SNR. In nondestructive X-ray CDI measurements, it is not uncommon for signal acquisition time to be on the order of tens of seconds [18], [20], [127] to achieve sufficiently high SNR. This poses a severe limitation on the temporal resolution attainable with such measurements, restricting the types of dynamical phenomena accessible by X-ray CDI. Exploiting sparsity in the change that an object undergoes between subsequent CDI frames has been recently suggested as a means to overcome high noise values and, consequently, significantly decrease acquisition time [52]. In other words, the fact that an object is sparsely varying can be used as prior information to effectively denoise sequential Fourier magnitude measurements. In [52], CDI of a sparsely varying object is formulated as a sparse quadratic optimization problem and solved using GESPAR [51]. Numerical simulations suggest a dramatic potential improvement in temporal resolution. In an example consisting of a $51 \times 51$-pixel object with five randomly varying pixels between frames, an improvement of two orders of magnitude in acquisition time is possible [52].

Finally, in [53], an experimental proof of concept is presented for an optical system in which discrete phase retrieval is performed using a small number of intensity measurements. The system considered is a model multiple-input, multiple-output communication system: an array of coupled optical waveguides in which a small (sparse) number of input waveguides is excited. As the light propagates through the array, the energy couples into neighboring waveguides until, ultimately, at the output plane, the energy is distributed among many of the waveguides. The purpose is to recover the complex input field, i.e., which waveguides were excited, and at what amplitude and phase, given output intensities of only a subset of the waveguides. This problem is formulated as a discrete phase-retrieval problem, and the loss of information, both of phase and of unmeasured waveguides, is compensated by a sparsity prior. The phase is then retrieved using GESPAR [51].
positioned. Far away here means asymptotically at infinite distance from the object plane or at the focal plane of a lens. However, the entire propagation-evolution of electromagnetic waves from any plane to any other plane is known: it is fully described by Maxwell’s equations. As such, one can formulate the problem through a proper transfer function of the electromagnetic wave that is different than the Fourier transform.

In this context, the most well-studied case is the regime of Fresnel diffraction, where the transfer function is expressed in an integral form known as the Fresnel integral [37]. This regime occurs naturally at a range of distances away from the object plane, which naturally also includes the Fraunhofer regime where the transfer function reduces to a simple Fourier transform. Going beyond the Fresnel regime is also possible. This means that the (magnitude squared of the) electromagnetic wave will be measured at some arbitrary plane away from the object. A more general case arises by expressing the scalar transfer function of the light in a homogeneous medium, at any plane z as

$$T(k_x, k_y, z) = \exp[-iz\sqrt{k^2 - (k_x^2 + k_y^2)}]. \tag{17}$$

Here, $k = \omega/c$, with $\omega$ being the frequency of the light, $c$ being the speed of light in the medium, and $k_x, k_y$ describe the transverse wavenumbers. The field at any arbitrary plane $z$, $E(x, y, z)$, is then given by inverse Fourier transforming the spectral function at that plane $F(k_x, k_y, z)$ [namely, the Fourier transform of $E(x, y, z)$ with respect to $x, y$], which is related to the spectrum at the initial plane by

$$F(k_x, k_y, z) = F(k_x, k_y, z = 0) T(k_x, k_y, z).$$

With the transfer function (17), one can now formulate a new phase-retrieval problem, where the measurements are conducted at some arbitrary plane $z$, giving $|E(x, y, z)|^2$, and the sought signal is $E(x, y, z = 0)$. This approach can be extended to include polarization effects, in which the transfer function is vectorial, thereby describing the propagation through Maxwell’s equations with no approximation at all. The optical far field—where the measurement corresponds to the Fourier magnitude of the image at the initial plane (i.e., the measurement is proportional to $|F(k_x, k_y, z)|^2$)—is obtained for distances $z$ larger than some minimum distance $z_0$ that depends on the spectral extent of $F(k_x, k_y, z = 0)$, and only within a region close enough to the $z$-axis in the measurement plane.

It is interesting to compare these more general phase-retrieval problems to the generic problem of recovering a signal from its Fourier magnitude. In terms of algorithms, the generic problem is much simpler and was extensively studied throughout the years, whereas the general case is considerably more complex and was studied only sporadically. However, in terms of optics, the measurements in the general case can provide more information. Namely, measurements of $|E(x, y, z)|^2$ can be taken at multiple planes (multiple values of $z$), and each measurement adds more information on the signal. In contrast, for the generic problem, once the measurements are taken in the optical far field, taking more measurements at further away distances does not add additional information because all of the far-field measurements correspond to the Fourier magnitude (to within some known scaling of coordinates in the measurement planes). As such, performing phase retrieval of optical images in the most general (non-Fourier) case can be beneficial as it leads to multiple measurements, possibly relaxes the conditions on oversampling and/or the advance knowledge on the support in the image plane.

Historically, these ideas on non-Fourier measurements have been known to the optics community since the early days of optical phase retrieval [2]. They are currently being used in the context of improving the convergence of phase retrieval by taking non-Fourier measurements at several planes [14], [128]. Alternatively, one can take measurements at several different optical frequencies $\omega$, which would be expressed as different values of $k = \omega/c$ in the general transfer function given before. In this multifrequency context, it is important that the frequencies are well separated, each having a narrow bandwidth, to conform the high degree of coherence required for CDI. These ideas are now being pursued by several groups [19], [118], [129]. Interestingly, the multifrequency idea also works in the continuous case of broad bandwidth pulses centered on a single frequency. In this case, the power spectrum of the pulse must be known in advance [118], [129], [130]. In a similar vein, recent work has demonstrated scanning CDI, where the beam is scanned through overlapping regions on the sample to allow imaging of extended objects, a method known as ptychography [80], [131]–[133].

More sophisticated physical settings also exist, where the medium within which the waves are propagating is not homogeneous in space. Famous examples are photonic crystals, wherein the refractive index varies periodically in space, in a known fashion, in one, two, or three dimensions. Obviously, in such settings, the transfer function for electromagnetic waves is fundamentally different from the transfer function in free space. The phase-retrieval problem in such systems, albeit less commonly known, is no less important. For example, photonic crystal fibers can in principle be used for imaging in endoscopy. The measurements in such systems correspond to the magnitude squared of the field at the measurement plane, which would be very different than the Fourier magnitude of the image. Still, once the transfer function is known, complicated as it may be, the phase-retrieval problem is well defined and can be solved with some modifications to the algorithms described earlier; see, e.g., the pioneering work on phase retrieval in a photonic crystal fiber [134], and very recently, work on sparsity-based phase retrieval and superresolution in optical waveguide arrays [53]. In addition to these, the concept of CDI has

**THE MULTIFREQUENCY IDEA ALSO WORKS IN THE CONTINUOUS CASE OF BROAD BANDWIDTH PULSES CENTERED ON A SINGLE FREQUENCY.**
also been extended to other schemes, such as Bragg CDI, suitable to periodic images to reconstruct the structure and strain of nanocrystals [135]–[138].

**Phase Retrieval Combining Holographic Methods**

As explained earlier, optical settings always suffer from the inability of photodetectors to directly measure the phase of an electromagnetic wave at frequencies of terahertz and higher. A partial solution for this problem is provided through holography, which was invented by Dennis Gabor in 1948 [139], who was awarded the Nobel Prize in Physics in 1971. Holography involves interfering an electromagnetic field carrying some image, \( E_{\text{image}} \), with another electromagnetic field of the same frequency and a known structure, denoted as \( E_{\text{ref}} \). Typically, the so-called reference wave, \( E_{\text{ref}} \), has a very simple structure, for example, approximately a plane wave (wave of constant amplitude and phase). The detection system records \( |E_{\text{image}} + E_{\text{ref}}|^2 \). Originally, such holographic recording was done on a photographic plate that was made from a photosensitive material whose transmission, being sensitive to the intensity of the light, became proportional to the recorded pattern \( |E_{\text{image}} + E_{\text{ref}}|^2 \). Such a photographic plate is called a hologram, wherein the information contained in the image wave \( E_{\text{image}} \) is embedded in transmission function of the hologram.

To see the recording, the wave of the known pattern, \( E_{\text{ref}} \), is generated (which is possible because its structure is simple and fully known) and made to illuminate the hologram. The magnitude of the wave transmitted through the illuminated hologram is therefore proportional to \( |E_{\text{image}} + E_{\text{ref}}|^2 \). One of the terms is \( |E_{\text{ref}}|^2 \). The information contained in the image times that constant. This is the principle of operation of holography. Over the years, it has been shown that it is almost always beneficial to record not the actual image but its Fourier spectrum; hence, the reconstructed information is the Fourier transform of the image, and the image itself is recovered either in the far field (as explained in the beginning of this article) or at the focal plane of a lens. This process is termed Fourier holography [140].

In the context of phase retrieval, holography is used to add information in the measurement scheme. Because in most cases the measurements used are Fourier magnitudes, which physically imply far-field measurements, the natural inclusion of holographic methods is through Fourier holography. For example, adding a tiny hole (a delta function) at a predetermined position in the sample, close to where the sought image resides, creates an additional wave in the far field with a tilted phase that arises from the displacement between the hole and the sought image. The far-field intensity, therefore, now corresponds to the absolute value squared of the sum of the Fourier transform of the sought image and the known wave. As such, it introduces additional prior knowledge that can be used for increased resolution of the algorithmic recovery or for relaxing the constraints on the prior knowledge on the support. These ideas have been exploited successfully using X-rays and electrons by several groups [141]–[143].

**Challenges**

The current challenges can be briefly defined as higher resolution, the ability to recover more complex objects, improved robustness to noise, and real-time operation. The very reason phase retrieval in optical imaging has recently become so important is owing to the vision to be able to one day directly image complex biological molecules, track their structural evolution as it evolves over time, and even view the dynamics of the electronic wave functions bonding atoms together. The reasoning is obvious: to understand biology at the molecular level and to decipher the secrets of how their atomic constituents bond together and how they interact with other molecules. The current state of the art is far from those goals: imaging resolution is not yet at the atomic (subnanometer) level, and—at nanometric resolution—imaging cannot handle objects that are bounded by a support that is extremely large compared to the resolution. In terms of being able to perform real-time experiments, state-of-the-art measurements have demonstrated extremely short optical pulses: tens of attoseconds (10^{-18} s, on the order of the passage of a photon through a distance comparable to the size of an atom). Pioneering experiments have even started to probe the dynamics of electrons in molecules and tunneling processes on these timescales. But, as of today, none of these ultrafast methods was applied to imaging of even a simple molecule, let alone complex biological structures.

Clearly, the underlying physics and engineering pose great challenges to meet these goals. Generating coherent radiation in the hard X-ray regime is still a major obstacle, often requiring very large enterprises such as the X-ray sources at the SLAC National Accelerator Laboratory. These facilities around the world are continuously improving their photon flux at shorter wavelengths, thereby constantly improving imaging resolution. The fundamental limits on the coherent X-ray flux possible with current methods (such as synchrotrons, XFELs [55], [56], and the process of high harmonics generation [144]) are not even known. But the steady improvement does give hope for imaging at the atomic level in the near future. Taking the CDI techniques to the regime of attosecond science is an important challenge. These pulses are extremely short, and, hence, their bandwidth is huge. Therefore, the coherent diffraction pattern is a superposition of their multispectral contents, which requires new algorithmic methods. As described earlier, these issues are currently being explored by several groups. But the problem is fundamentally more complicated because the process of scattering of light by molecules at these short wavelengths and ultrashort timescales is not like passing light through a mask on which an image is imprinted. Rather, many issues related to light-matter interactions under these conditions are yet to be understood (e.g., tunneling ionization of atoms by laser pulses).
Finally, the long-term vision must include imaging the dynamics within complex biological systems at the atomic level and in real time. But such systems are extremely complex to handle, in terms of details on many spatial and temporal scales simultaneously, in terms of the statistical nature and huge redundancy in the physical processes taking place within such complexes simultaneously, and even in terms of the quantum mechanics governing the dynamics at those scales. This is where the signal processing community can make a large impact—by devising new and original methods for recovering the information from experimental measurements. Clearly, the algorithms will have to be tailored to the specific physical settings.
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Accurate measurements of precipitation are essential for many applications, ranging from flash-flood warnings to water resource management. However, the accuracy of the existing tools is limited by various technical and practical reasons. Precipitation monitoring has traditionally been known to rely on gauges, weather radars, and satellites. Recently, a new approach has begun to be examined, the usage of commercial wireless communication networks (CWCNs), which enjoys the lack of any need for deployment procedures or costs, and which is already widely spread across countries.

The goal of this article is to present a critical survey of the existing papers and works on this topic. We emphasize the works relating this topic to multidimensional signal processing. The importance of precipitation (rain, sleet, hail, snow, and any other outcomes of the condensation of water vapor that falls by virtue of gravity) is clear to any layman. Whether it is required for the purpose of precisely measuring past precipitation quantities or for generating future predictions, monitoring such phenomena has been of interest to humankind since early biblical days.
The differences between the various types of monitoring methods are vast and become crucial when deciding which method to use, when to use it, and where to use it. The difference between the tools ranges from their measurements’ precision to their spatial and temporal nature (local/short versus global/long-range) and even deployment prices [1]. Such differences are the provenances of a multitude of active research fields. These include numerical techniques for reconstructing rain maps, methods for assimilating the various monitoring methods, and, naturally, the development of new and more advanced measurement systems.

The first evidence of intentional rain gauge usage dates back to the fourth century B.C. in India [2]. Yet, contemporary rain gauges (tipping bucket and electronic gauges) are still being improved. The development of designated microwave (MW) radar dates back to the late 1940s [2], [3], and the development of cheaper, more precise radar has been a work in progress ever since.

Satellite-based measurements entered the environmental monitoring turf in the 1960s. Since then, the challenge of gaining precise measurements from these satellites has been a great effort. However, lowering the prices of satellite-based monitoring systems still seems to be a distant goal, and precipitation measurements from satellites are still not frequently updated.

Recently, much interest has grown around the subject of using existing CWCNs for rain monitoring [4]–[6]. Such rain-monitoring systems benefit mainly but not solely from not needing to deploy any sensors. Making use of the existing commercial (e.g., cellular) wireless networks is the equivalent of deploying a very high density of dedicated sensors but without any extra cost. Such an amount of sensors, used for precipitation monitoring, is unprecedented and can provide high temporal and spatial resolution sensing and better area coverage as well as a diversity of measurements in given points. Moreover, by applying advanced signal processing algorithms, which exploit the diversity in the sensors’ measurements’ precision, the temperature, and the drop size distribution (DSD). Placement of communication links, as performed by network technicians, is an intricate task. The execution of this task usually balances between attempts to minimize the number of calls that will be lost due to a lack of reception and attempts to maximize the number of links to reduce network establishment costs. Such an optimization target unsurprisingly generates a completely undefined geometry of a spatial distribution of links. Figure 1 depicts the Giuli link system geometry compared with the link distribution in Israel. Such arbitrary distributions hint at the challenges that CWCN-based reconstruction induces.

In a CWCN, dedicated pairs of antennas communicate with each other to transfer various types of data (audio data, billing data, etc.). The RSL strengths at which each antenna receives its dedicated pair’s transmitted signal are sampled and logged. Assuming a sufficient quantity of antennas are contained in an area of interest, and a satisfactory amount of samples are in hand, a reconstruction of the rain in this area of interest may be achieved using the RSL data. An attempt to reconstruct rainfall maps by processing the recordings of the RSLs of the CWCN suggested the usage of the backhaul communication links for the sake of precipitation monitoring. In other words, Messer et al. suggested using existing cellular networks’ equipment for the sake of meteorological monitoring of rainfall. This suggestion alleviated the problem of the costs of the MW-based systems by using the existing links, which changed their high deployment price to zero.

Evidently, the received signal level (RSL) strength at which each antenna receives its pair’s transmitted signal may be stored. Moreover, it is indeed often stored and kept for offline inspection. Messer et al. [4] proposed the usage of these cellular networks’ built-in monitoring facilities. Being a widely distributed observation network, operating in real time with minimum supervision and without additional cost [4], motivated the attempt to use these data from the CWCNs. The theoretical justification for such attempts is a power law that relates the signal attenuation to the rain rate [10]. The power law relating the attenuation to the rain rate was shown to be an approximation, which holds in convective rains and in communication systems operating in midrange frequencies (above 1 GHz and below the optical range). The exact relation between the attenuation and rain rate is given by a series relation dependent on the frequency, the temperature, and the drop size distribution (DSD). Later, Olsen et al. [10] also showed that using the approximation of

$$A = aR^b$$  

is good, where $A$ is the logarithmic attenuation per kilometer $A$ [dB/km] and $R$ [mm/h] is the rain rate, and they evaluated its usage with experimental results. The $A$–$R$ relation is often considered completely linear, approximating the power coefficient $b$ to 1, when operating at around 1-cm wavelengths. In the dedicated MW links, which were suggested by Giuli et al. [7], [8], the frequencies were chosen to ensure a linear $A$–$R$ relation.

In the system devised by Giuli et al., the geometry of the links was designed to ensure a proper reconstruction of rain maps inside an area of 400 km$^2$. In the CWCN system suggested by Messer et al., the links geometry was designed for any arbitrary means. Placement of communication links, as performed by network technicians, is an intricate task. The execution of this task usually balances between attempts to minimize the number of calls that will be lost due to a lack of reception and attempts to minimize the number of links to reduce network establishment costs. Such an optimization target unsurprisingly generates a completely undefined geometry of a spatial distribution of links. Figure 1 depicts the Giuli link system geometry compared with the link distribution in Israel. Such arbitrary distributions hint at the challenges that CWCN-based reconstruction induces.

A project named Microwave Attenuation as a New Tool for Improving Stormwater Supervision Administration (MANTISSA) [9] set out to test the feasibility of using MW signals to estimate rainfall. These signals are inherently path averages since they are the result of an integration of the signal along the MW’s path. MANTISSA aimed to use these averaged rainfall estimates as a complement to radar data and to improve the available input data to hydrological models for forecasting the response of urban and rural drainage systems.

The backhaul operating frequencies of cellular networks vary depending on the communication technology. These are usually in the range of 20 GHz for longer-range links and may reach up to 40 GHz for short links where two antennas are closer together. This means that we may indeed use the logged backhaul RSL samples to measure rain rates.

The sampling rates of the RSL greatly vary from once per minute to a mere once per day. Sampling the minimal and maximal RSL data in a 15-minute interval is also common. In such cases, one must take into consideration that sampling the minimal and maximal values is a nonlinear process, making the reconstruction algorithms much more complex.

A central difference between the traditional monitoring methods and the CWCN sampling process is the fact that RSL attenuations are a product of an integration of the rainfall along a linear path. This is a result of the fact that the communication signal is transmitted using a highly directional antenna. As a result of the directivity of the antenna, raindrops cause interference to the signal when they enter its path, which may be modeled as propagating along a line. Rain along a line on which the signal propagates is the cause of the attenuation of the RSL. However, there is no reason to consider the rain rate constant along such a line. The sampled RSL is the integration of all rain-induced attenuations along a line connecting two antennas. Variations along the line on which a projection of the rain field has been applied may or may not be restored. Treatment of this issue is discussed in the
following sections. In this sense, it is clear that short links are preferred. Shorter links’ RSL attenuations, on the other hand, are closer to the quantization magnitudes.

Attenuation along a link is naturally also caused by the propagation of the MW signal in space. To observe rain, we need to differentiate between any attenuation caused by nonprecipitation and the attenuation caused by precipitation. To do so, we need to measure the RSL data during times when no rain was present. However, these values also tend to vary. Wind, which moves the antenna, scintillation effects, temperature drifts, and other atmospheric conditions are the causes of these variations. The calibration of the attenuation level during times when no rain is present is usually named zero level or baseline determination and involves setting or choosing an RSL level that includes attenuation from all sources except the rain-induced ones.

Figure 2 shows the RSL data from two links that are located in Ramle, Israel. These RSL samples were taken during the same time, in two links that are roughly 2 km apart. One may easily notice that the signal strengths, given in decibel milliwatts, are different. While one link exhibits signal levels that decrease about 40 dB, from about −40 to −80 dBm, the second link introduces a dynamic range of only about 6 dB, from −35 to −41 dBm. The signal drop occurs at slightly different times but depicts the same rain event. These differences are mostly due to the different link lengths or link frequencies. We stress that the vast difference in RSLs is also due to the difference in link lengths and does not necessarily imply vastly different rain rates.

One may also notice the ringing effects in the short link [Figure 2(b)] that are caused by the 1-dB link quantization incurring quantization noise. To detect the rain event, a zero level of −35 dBm may be chosen in the left link’s RSL. The added attenuation may be attributed to the rain event and may be converted to rain rate. However, in the right link’s RSL, a zero level of between −35 and −37 dBm may be a good choice. The added attenuation is in the range of 5 dB. So the zero-level choice range is in the order of the added attenuation due to rain. Indeed, 1−2 dB of error in the calibration of the zero level seem negligible. However, a common link, operating at 15 GHz (which implies that the power law coefficients to use are \(a = 35.7 \times 10^{-3}, b = 1.12\)) will cause an error of 4.65 mm/h for a 5-km link length as

\[
R = (A/La)^b = (1[\text{dB}] / (5[\text{km}]) \times 35.7 \times 10^{-3} ))^{1.12} \geq 4.65[\text{mm/h}].
\]

Hence, the calibration of the zero level is crucial for proper rain-rate measurement. This figure also depicts the temporal and spatial dynamicity of the rain. After having evolved along a 2-km path, from the first link to the second, the second link measured an event that is distinctly different (the difference in link lengths is too small to be attributed solely to the difference in RSL measurements).

Fluctuations in the zero level are mainly attributed to variations in the water vapor density, ducting, and atmospheric scintillations [13]. Additional sources include changes in temperature that cause MWs to bend their propagation direction as a result of the change in the air’s refractive index [12]. Winds that cause antenna deflections also result in RSL fluctuations [16].

**OPPORTUNISTIC WIRELESS SENSOR NETWORK**

During the past decade or so, advances in wireless communications have allowed the development of low-power, low-cost sensors built for the task of general-purpose sensing. Such sensors are found today in various applications, ranging from soil analysis [17] to the monitoring of sensitive wildlife and habitats [18], rainfall monitoring [19], and many more.

The desire to monitor phenomena for a long period of time, combined with the fact that, in many cases, the exact moment when the monitored phenomenon occurs is unknown, poses challenges in the energy budget of each sensor. Cases where the sensors cannot be replaced or treated often call for smart power management schemes.

In many wireless sensor networks, many nodes are deployed over a large area. To reduce the power consumption caused by the need to transmit the measurement results back to a base station (which may be located far from the sensor), the sensors can communicate with each other and deliver messages back and forth from other sensors. By doing so, real-time data over a wide area can be sampled. This implies that a common denominator in wireless-sensor-network-based
applications is the need to deploy a large amount of sensors. This increases the need for a cost optimization.

A central deficiency in such networks is caused by the need to monitor large areas. Because of the large number of deployed sensors, which are densely deployed in the monitored area, a substantial data redundancy among the sampled data will be present. And again, transmitting these data to a base station consumes energy and bandwidth. It is therefore necessary to develop efficient ways in which nodes can collaborate to send the relevant data only once.

According to [20], there are two main issues that rightly attract attention and differentiate sensor networks from the networks we know and understand: the limited power consumption and the potential to deploy networks with a large number of sensor nodes.

Corke et al. [21] studied a number of technological challenges that wireless sensor networks have presented in the past years and concluded that, in retrospect, the factors that have been found most critical to the applications` success are the optimization of power consumption and the need to efficiently cover a wide area of interest.

In fact, algorithms for optimization of the sensor topology, in an attempt to minimize redundant data and/or power consumption, are an active research area (see, e.g., [22]–[25]). A thorough survey discussing wireless sensor networks may be found in [26].

The newly suggested CWCN measurement system may be considered a wireless sensor network. It consists of a multitude of sensors that may be used for the purpose of monitoring the environment. However, a fundamental difference distinguishes it from other wireless sensor networks. The sensors are already deployed, have zero cost, and are fed by an infinite power source. This is the reason we call such a network an opportunistic wireless sensor network (OWSN).

Many inherent characteristics differentiate the OWSN and the typical wireless sensor network. In a typical sensor network, the sensors are optimized for the task of monitoring a specific phenomenon. In the OWSN, no such optimization can take place. The sensors are optimized for communication quality of service. Their sensitivity, for example, is far from optimized for the monitoring task. For example, if we were to attempt to monitor a slight drizzle by measurements taken from a sensor operating at 26 GHz, we would need a measurement resolution or quantization of ~0.02 dB (see [12]). Common sensors in OWSNs have a sensitivity/quantization of 0.1 or 1 dB. Such limitations may be alleviated by considering the amount of data available. It is reasonable to believe that the large quantization, for example, may be mitigated by averaging the measurements of a large amount of sensors. Some of the papers we describe in the following sections have accepted the sensors with their many limitations and turned to statistical signal processing tools to cope with them.

Another central limitation from which the OWSN suffers is the highly irregular manner by which the sensors are spread across land. This is depicted in Figure 1. This presence of areas with insufficient coverage gives rise to the problem of data assimilation. The sampling of insufficiently covered areas may be achieved by assimilating rain gauge data and/or weather radar or even data from different commercial network service providers.

Another factor that makes the monitoring task difficult is the fact that the communication systems employ an automatic power control and adjust the transmission power according to the measured signal power. This automatic tuning must be taken into account when attempting to infer the proper values of the monitored phenomena. Table 1 summarizes the central differences between the newly suggested OWSN and typical wireless sensor networks.

**SOURCES OF ERRORS**

A systematic source of error in the monitoring and observation of rain with CWCN is due to the approximation that yielded (1). Furthermore, the calibration of the $a, b$ coefficients for the $A\to R$ relation must be carefully applied for gaining a proper rain-rate measurement from the RSL data. If we were to properly measure the rain-induced attenuation, we would apply a relation that integrates the rain along the path that connects two links, rather than assuming that the rain is constant along such a line.

The question of how we are to consider the rain rate that we measured using an RSL reading arises. The returned rain rate is usually treated as a path-averaged rain rate along this line. However, to the best of our knowledge, no reconstruction algorithm currently suggests a method for an exact reconstruction of the rain rates along the path of integration. Some algorithms do divide a line into several points [13], [14], but no algorithm fully reproduces the rain rates along the line in a continuous manner. The analysis of the ability to reconstruct rain maps by Sendik et al. [15] hints at methods to do so. Consequently, an algorithm that postulates that the rain rate along the path is equal to the path-averaged rain rate is probably erroneous. This suggests that the longer the path along which the rain rate is considered to be constant, the larger the errors.

Longer link distances are usually found in more rural areas, where a smaller population density makes use of the cellular network. This means that, usually, when links are long, they are also less dense and render monitoring algorithms prone to errors. Figure 1 shows that in the northern, southern, and eastern parts of Israel, where population densities are lower, longer links are more common, and their density is noticeably lower, whereas in the central part of Israel, where the population density is high, the links are short and quite dense.

---

**TABLE 1** OPPORTUNISTIC VERSUS TYPICAL WIRELESS SENSOR NETWORKS.

<table>
<thead>
<tr>
<th>CHARACTERISTIC</th>
<th>OPPORTUNISTIC</th>
<th>TYPICAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>POWER CONSUMPTION</td>
<td>NO LIMITATION</td>
<td>A CENTRAL LIMITATION</td>
</tr>
<tr>
<td>AMOUNT OF SENSORS</td>
<td>THOUSANDS</td>
<td>TENS TO HUNDREDS</td>
</tr>
<tr>
<td>SENSOR COST</td>
<td>ZERO COST</td>
<td>OPTIMIZED FOR COST</td>
</tr>
<tr>
<td>DEPLOYMENT COSTS</td>
<td>ZERO COST</td>
<td>OPTIMIZED FOR COST</td>
</tr>
<tr>
<td>MEASUREMENT SENSITIVITY</td>
<td>INSENSITIVE</td>
<td>HIGHLY SENSITIVE</td>
</tr>
<tr>
<td>GEOMETRIC DISTRIBUTION OF SENSORS</td>
<td>NO CONTROL</td>
<td>OPTIMIZED FOR COVERAGE</td>
</tr>
</tbody>
</table>

*Blue indicates good and red indicates poor characteristics.
As mentioned previously, the temporal sample rates of the RSL vary greatly depending on the type of equipment used by the network service providers. Sample rates as low as once per day are incontrovertibly inadequate for reproducing rain maps. Perhaps the 15-min resolution sample rate is sufficient for some applications. This is yet to be determined, as the number of reconstruction algorithms that account for temporal effects is still small [27].

The highly dynamic spatial and temporal nature of rain couple between sources of error, which are caused by the link averaging because of its length and the sample rates. By simulating CWCN RSL data from path-averaged radar samples, both temporal and spatial errors were analyzed by Leijnse et al. [28]. Applying a sample rate of 15 min, they have shown that errors increase with link length, as the dynamic spatial nature of rain causes an increase in the rain-rate variations along the link. They also showed that different sampling strategies have a crucial role in controlling sources of error. For example, they proved the inferiority of a sampling scheme that simply returns an instantaneous RSL, when compared to a time-averaged RSL. An analysis of the errors due to the spatial variability of rainfall was applied by Berne et al. [29]. By using a stochastic simulator of the DSD, they analyzed the influence of the link’s frequency, length, and DSD spatial variability on the rainfall estimation. They showed that the error due to the usage of the power law to connect the RSL and the rain rate is negligible for frequencies between 10 and 50 GHz for links longer than 15 km. However, in urban areas, links that span only several kilometers may induce errors of up to 4%. Zinevich et al. [30] showed that the most dominant source of error (assuming an effect called the wet-antenna effect, which we discuss in the following paragraph, is corrected for) is the spatial nature of the rain, surpassing the errors that are caused by quantization, zero-level uncertainty, DSD variability along the link, and others. Alleviating this source of error requires using a large amount of densely distributed sensors, a requirement that is easily achieved using the CWCN-based monitoring system.

The proper calibration of the zero level is also a crucial factor for an accurate rain measurement. Events with low rain rates induce only a minor additive attenuation and, hence, require exact zero-level calibration to enable their detection. Longer links have more rain along their path, causing larger signal attenuations. This eases the detection of low rain rates.

Another widely discussed source of error is the wet-antenna effect. Humidity sources cause moisture to accumulate on the antenna radome and cause an added attenuation. Applying a model originated by Kharadly and Ross [31], Minda and Nakamura [32] have suggested an exponential model relating the actual rain attenuation to the total attenuation induced by both rain and the wet-antenna effect. Their equation suggests that, for a constant amount of accumulated humidity on an antenna, a constant value of added attenuation is caused. Hence, time-averaging the RSL values in the process of zero-level calibration will not cancel this effect. In [28], it was shown that the wet-antenna effect is most probably the greatest source of error for short links. The added attenuation is in the order of magnitude of common rain events and completely biases the rain-rate measurement. Schleiss et al. [33] have shown that the wet antenna, which affects the CWCN links, increases in an exponential manner during rain and decreases exponentially back toward zero once the rain stops.

The RSL values are logged after being quantized. The received strength levels given within a resolution of 0.1 dB are surely precise enough to measure rain rates. Precipitation other than rain, such as fog or dew, however, generates attenuations that are significantly less than those caused by rain. Hence, the RSL's quantization is a source of error that must be considered before attempting to observe such phenomena.

Often, nonlinear processing is applied to the RSL samples before logging. An RSL that is sampled once every 15 min commonly undergoes a min/max thresholding. In other words, only the minimal and/or maximal value of the RSL is saved every 15 min. It is indubitable that such nonlinear processing applied on a signal may incur reproduction errors. For short link lengths or links using low frequencies, the natural fluctuations of the zero-level attenuation have the same order of magnitude of a quantization interval of 1 dB. Because of the nonlinear processing in addition to the quantization, the error in the baseline estimations may affect an entire rain event, which may introduce a bias in the estimation of rainfall.

To summarize, following the analysis applied by Zinevich et al. [13], the most dominant source of error is the spatial rain variability, which causes errors if the CWCN is not distributed in a sufficiently dense manner. Hence, this may be relatively easily resolved within areas with a high density of links that have a wide range of lengths. The second source of error in magnitude is the zero-level choice, which must be carefully calibrated. After properly calibrating the zero level, the DSD and wet-antenna effect are the most dominant sources of error, followed by the quantization of the RSL values. Table 2 presents a comparison between the properties of the CWCN and traditional precipitation-monitoring systems.

**SIGNAL PROCESSING**

**CALIBRATION**

As previously mentioned, estimating rain rates from the RSL data requires calibrating the baseline or zero level. Various techniques for such a calibration may be found in the literature [34]–[39]. Perhaps one of the most paramount advantages of the CWCN approach to precipitation monitoring is the presence of a multitude of data. Using a network of sensors (many links) that sample the same rain event may be of help when attempting to determine the baseline. Methods that make use of more than one RSL time series for properly calibrating the baseline are presented in [14] and [34]–[37].

The first to show the advantage of using two links with close frequencies were Rahimi et al. [34]. They suggested the use of dual-frequency MW links for measuring path-averaged rainfall. They presented a baseline determination method, which leaned on the assumption that rainy periods are short. These methods included a self-updating baseline attenuation level for each frequency during the dry periods. The latest dry period was used as a baseline level for the upcoming rainy period, which may then be refined using the subsequent dry period. For this, they need to properly detect wet/dry periods. Hypothesising that the correlation between RSL
the difference between the instantaneous minimum RSL
the link length normalized difference: /.

They then calibrated the baseline value, choosing the attenuation measured just before a wet event, and they refined it using the baseline that preceded the wet event. Overeem et al. [35] proposed a method for zero-level calibration in the case of min/max RSL data. The RSLs of 57 commercial MW links around the city of Rotterdam, The Netherlands, were sampled during 15-min intervals, and the minimal and maximal values were logged at 0.1-dB resolution. Analyzing links shorter than 10 km, they defined two terms:

- the difference between the instantaneous minimum RSL and the maximum of the minimum RSL during a 24-h period: \( \Delta P = P_{\text{min}} - \max \{P_{\text{min}}\} \)
- the link length normalized difference: \( \Delta P_L = \Delta P / L \).

They identified a transition to a wet period by requiring that the medians of \( \Delta P \) and \( \Delta P_L \) be under predetermined values. Such a transition into a wet period was extended as long as

\[
\max \{P_{\text{min}}\} - P_{\text{min}} > 2 \text{ dB}.
\]

Hadar [36] suggested employing hidden Markov models (HMMs) to identify dry/wet periods. The RSL measurements were the HMM observations and the hidden state was either wet or dry. Having detected dry and wet periods, the baseline was set to the value just before a transition from a dry to a wet period. The CWCN RSL data, after subtracting the zero-level attenuation for proper rain-rate measurement, were correlated to rain gauge data and were found to correlate well, yielding correlation values at about 0.7. Yet another HMM-based approach for inferring dry and rainy periods from telecommunication MW link signals was suggested by Wang et al. [40].

Methods for baseline determination that do not incorporate the multitude of data inherent in CWCNs are also found in the literature [38], [39]. Schleiss and Berne’s [38] method of differentiating between dry and rainy periods comprised a calculation of the standard deviation of the RSL data in a predetermined window of 15–35 min. Chwala et al. [39] suggested a spectral approach that involved applying a short-time Fourier transform to the RSL signal and considering its power spectrum. Dividing the spectrum into a low region and a high region, the power in each region was calculated. If the difference between powers in the two regions exceeded a preset threshold, the event was considered a wet one. This is motivated by the hypothesis that rain events impel high-frequency RSL samples.

Kaufmann and Rieckermann [41] have discussed three different methods for baseline determination. These included 1) a moving window algorithm, 2) a statistical classification algorithm using random forests, and 3) an algorithm based on a Gaussian factor graph. The first method, which included a moving window algorithm, is, in essence, a modification of the algorithm that was previously suggested by Schleiss and Berne [38]. The second method, which included random forests, required defining a set of attributes or properties of the RSL data from which a classification into a wet or dry event may be applied. These attributes are then thresholded while entering a tree of classification decisions. A tree leaf yields a final classification. The third method, which they applied, was based on the Gaussian factor graph. This approach involves modeling the rain process in the state space in which the state space vector was chosen to include the RSL value and its slope. By recursively relating between past and present RSL observations, an RSL sample may be effectively denoised and then reconstructed. This in turn enables classifying the event as either wet or dry. A dry classification means that the current reconstructed sample is part of a baseline. Important assumptions for their approach are that the data belonging to the baseline are locally smooth and periodic.

Holt et al. [42] have determined an RSL baseline by employing the assumption that the RSL data from two frequencies are very highly correlated during rain events. They therefore classified events as dry in cases where correlations were below 0.8 and where there was no record of any rainfall at added rain gauges.

Another effect that raises the need for calibration is the wet-antenna effect. Zinevich et al. [13] calibrated the wet-antenna coefficients, assuming its independence in frequency, by using rain gauge data as ground truth for rain rate. These coefficients were found optimal for accounting for wet-antenna effects during rain (due to accumulation of raindrops on the antenna radome during the presence of a rain event). However, these coefficients are inappropriate when accounting for wet-antenna attenuation, which is caused due to nightly dew or any other source of accumulated drops. In general, the correction and calibration of the wet antenna effect is understood and requires a more profound study, especially after acknowledging the findings in [28].

Other than the zero level and the wet-antenna effect, the power law coefficients must also be calibrated. However, most reconstruction and/or estimation algorithms make use of values similar to those suggested by [10]. Common algorithms do not correct for temperature drifts or DSD variations.
DETECTION
Once a CWCN system has been calibrated for proper measurement, we may use it to detect various types of precipitation. For example, the ability to provide essential rainfall information from regions prone to flash floods was exemplified by David et al. [43]. Preliminary results concerning fog monitoring using commercial MW systems have been shown by David et al. [44], applying the Rayleigh approximation to relate fog to attenuation per kilometer.

The detection of vegetation diurnal cycles by using a custom-built CWCN was demonstrated by Hunt et al. [45]. Setting out to measure vegetation characteristics, they deployed a network of seven rain gauges in a cornfield north of Ames, Iowa. To avoid the manual collection of data from the gauges, they transmitted the rain gauge data to a tower. Coincidentally, they found that the signal strengths reveal cycles. Investigating these cycles, they found that the RSLs indicate whether vegetation is present in the signal propagation path. Differentiating between periods where the vegetation was harvested and periods before the harvest, they found the RSLs to have considerable differences and used these differences to prove that the signal strengths may be used for vegetation monitoring. Moreover, they showed that the signal strength is inversely proportional to the vegetation water content. Harel et al. [46] applied an extended multifamily likelihood ratio test for precipitation detection, discriminating between wet and dry periods.

ESTIMATION
Estimating rainfall rates from RSL samples has been treated both by approaches that make use of the already deployed CWCNs [6], [37], [47]–[51] and by approaches that deploy custom-built equipment [34], [39], [48].

In essence, the problem of transforming RSL values to rain rates is simple. It most practically involves setting a baseline, choosing power law-coefficients, and applying the inverse of the power law given in (1). The main drawback of this method is that it implicitly states that the rain rate along the link line is constant.

However, in practice, one must consider other phenomena that may sabotage such straightforward attempts. The wet-antenna effect, outlier samples, mismatches in the power law coefficients and many more real-life processes may affect the RSL data and result in incorrect rain rates.

Leijnse et al. [6], being one of the first to present actual rain-rate estimation from CWCN RSL data, have recognized a systematic overestimation, which they reasoned is partly due to the uncertainty in the baseline signal level settings, but they stated that it is more likely the result of extra attenuation caused by the wet antennas, which can cause several dBs of additional attenuation [31].

Having acknowledged the baseline determination issue, Rahimi et al. [34] applied two different methods for zero-level setting on custom MW equipment that measured signal attenuations. To properly assess the feasibility of their custom-built equipment, they searched for a method to compare MW path-averaged samples to rain gauge point samples. To do so, the rain-gauge data were converted into path-averaged data by allocating each portion of the link to its nearest gauge. However, one must comprehend that such a conversion is required for the sole purpose of comparison and observation quality assessments. For a fully operational system that observes rain rates from CWCN data, no such conversion is required.

Kuntsmann et al. [48] recognized the fact that CWCN-based precipitation observation systems may be of great assistance in regions with either a course station network density or high spatial precipitation variability, and stated that the water resource management community may be greatly aided by CWCN-based monitoring systems. They applied a CWCN-based precipitation-monitoring system in an orographically complex terrain, the prealpine region of southern Germany, where precipitation fields derived using radar data are erroneous. This is due to the inability of the radar signal to track the terrain slopes. They set out to build a cell phone provider-based system reinforced by hydrological and meteorological radar and rain gauge data from an observation site. For the purpose of feasibility studies, they built a polarimetric transmission device, set to investigate the interaction of MWs with precipitation.

Interested, too, in the alpine and prealpine region of southern Germany, Chwala et al. [39] used custom MW-based equipment and applied their novel baseline determination technique for precipitation observation. When comparing to rain gauges, they succeeded in acknowledging the fact that an indication of dry periods by rain gauges does not necessarily mean that there was no rain along the link at all; the link RSL data represent a path-integrated rain rate, whereas gauges are point samples.

Rayitsfeld et al. [37] compared two methodologies for long-term rainfall monitoring by CWCNs. Their first methodology used simple RSL data from a single link, applied the power law, and compared the outcome results to data from the closest rain gauge. The second methodology followed Goldstein et al. [14] and used a modified inverse distance weighted interpolation to calculate rainfall at the rain gauge point based on the RSL values from all of the nearby links. In general, the results indicated that the two methods improve as the density of the links increases, which is most probably one of the cardinal advantages of CWCN-based monitoring systems, a multitude of links or sensors. However, strictly speaking, such methods are not considered estimation techniques but rather reconstruction methods as they involve the generation of new data (such as rain rates in locations where links do not exist). The method described by Goldstein et al. is discussed briefly in the following sections.

Ostrometzky [52] established a method for robust precipitation estimation, regardless of the specific water phase (liquid, solid, or a mixture of both). Ostrometzky, having recognized the function of attenuation versus snow rate $A_{\text{snow}}$, which was given by Frey [12], suggested a simple additive attenuation model,

$$ A[\text{dB/km}] = A_{\text{Rain}} + A_{\text{Snow}} + \gamma (A_{\text{Rain}}, A_{\text{Snow}}), $$

where $A_{\text{Rain}}$ is given by the power law in (1), and $\gamma (A_{\text{Rain}}, A_{\text{Snow}})$ is a sleet interaction term, which causes sleet-induced attenuation.
Then, by exploiting the presence of a multitude of data, Ostrometzky applied a least-square process to estimate the rain, snow, and sleet rates.

Luckily, part of the commercial MW links have a quantization error of 0.1 dB/km. David et al. [43], [53] realized that during typical conditions the attenuation caused by the water vapor is ~0.2 dB/km and exploited this for estimating water vapor. However, the technique suggested by David et al. is restricted to weather conditions that exclude rain, fog, or clouds along the propagation path, and the determination of the RSL zero level is done using side information. In other cases, a classification or separation phase must be invoked before the estimation attempt.

**CLASSIFICATION AND SEPARATION**

Once attenuation is introduced by precipitation, the use of the power law for converting RSL into rain rate is applicable. However, how is one to know that the observed precipitation is, indeed, rain? The research of MW attenuation by precipitation has not been limited to rainfall. Cherkassky et al. [54] have proposed a detection/classification system capable of detecting wet periods, with the ability to classify the precipitation type as rain or sleet (a mixture of rain and snow), given an attenuation signal from spatially distributed CWCN links. They divided the classification process into two stages. In the first, events are classified into wet or dry events. Then, in the second stage, wet events are further classified into sleet or rain events. Cherkassky et al. have used the RSL signal features (such as fade duration, fade magnitude, and fade slope) for the purpose of classification. Following the assumption that sleet and rain events may be distinguished by observing the fade dynamics, a feature vector for classification was chosen.

**ASSIMILATION**

Often, various types of RSL samples are present. CWCNs, which are constructed using various manufacturers, may cause the multitude of RSL samples to consist of differently sampled data. This may also be caused when one is attempting to reconstruct rain maps while using data from various service providers at once. In Figure 1, a map of the MW links in Israel is depicted. The green links are sampled once per day with 0.1-dB resolution, red links are sampled once per 15 min with 1-dB resolution, blue links are sampled once per 15 min with 0.1-dB resolution, and black links are sampled once per minute with 1-dB resolution. Thus, if we are to reconstruct a rainfall map out of the multitude of links, we must consider the problem of assimilating the various types of data into one map.

To the best of our knowledge, the problem of assimilating the various types of data has not been treated in the scope of rain monitoring using CWCNs. CWCN-based observation systems will probably not be able to monitor the oceanic regions of the earth. This is because cellular antennas are not deployed over international regions in general and over oceans, in particular. This fact may be a cause for the need to assimilate between satellite and CWCN data for a global outlook on weather. Again, to the best of our knowledge, no research work has been applied on the problem of assimilating CWCN data from traditional observation tools.

**RECONSTRUCTION**

Algorithms that attempt to reconstruct rain maps from RSL data are most easily found in the literature. Algorithms that do not account for any temporal evolution of convective clouds but rather display a converted value of the instantaneous RSL to rain rates are given in [11] and [14].

In [11], Zinevich et al. have proposed a nonlinear tomographic model that treats the problem of the variability of the cell sizes (a cell is defined as the area enclosed between CWCN links), accounting for the irregularity of the network topology, observation quantization, and nonlinearity of the power-law equation for different links.

Their algorithm begins by dividing an area covered with links into cells. Conventional tomographic algorithms use rectangular grids, which do not fit in this case, as the spatial distribution of the links is highly irregular. Such an algorithm will benefit from the fact that a relatively constant number of links will appear in each final cell instead of having cells with many links in urban areas and cells with few links in rural areas.

Figure 3(a) depicts the radar rain map, Figure 3(b) the CWCN-based map, and Figure 3(c) the division of the area into cells by the algorithm above. A general consensus between the radar map and the CWCN-based map may easily be noticed.

Another algorithm for rain-map reconstruction was suggested by Goldstein et al. [14]. The proposed algorithm consisted of preprocessing the links’ data, followed by a weighted least-squares algorithm to extract the rain level at any given point in space. In Goldstein’s approach, similar to that of Zinevich, each link was divided into K intervals in order not to impose the constancy along the link. Each rainfall value is then reconstructed by using more than one point in space, taking into consideration neighboring links. A weighting of the original rain rates, which are attained from the RSL values, was also applied. The weight was chosen as an inverse of the point’s distance from an actual link. A functional was then iteratively minimized for the sake of rain-map reconstruction.

More approaches to the problem of reconstructing a rainfall map from MW link measurements have been suggested by Overeem et al. [47], [49] and Watson and Hodges [55]. Overeem et al. suggested a method for reconstructing countrywide rainfall maps from CWCNs and applied it on minimum and maximum RSL samples with a temporal resolution of 15 min. Having adjusted the RSL levels by rain gauges and path-averaged radar, rainfall intensities were derived.

Watson and Hodges [55] formalized the reconstruction problem as a problem of finding an orthogonal basis of functions, which spans a rain-field function. They were then left with extracting the coefficients, which are the projections of the rain map onto the basis functions. These coefficients then enabled a proper reconstruction of the rain map as a linear combination of the basis of functions, which spans the rainfall map solution by applying a least-squares technique.

None of the previously mentioned reconstruction algorithms exploit the temporal nature of rain fields. An algorithm that depicts the temporal evolution of the rain fields was suggested...
by Zinevich et al. [27]. Assuming a translational rain field evolution model, under the assumption that the rainfall advection is driven by wind, the extended Kalman filter was used to determine the wind velocity and direction at the storm steering level using the RSL data. By doing so, Zinevich explored the concept of recovering the rainstorm dynamics from CWCN links.

Another algorithm specifically developed for CWCNs in urban areas, where a large number of MW connections is typically found, was presented by Cuccoli et al. [56].

Sendik and Messer [15] addressed the problem of the ability to reliably reconstruct a two-dimensional function (e.g., a rain map) being sampled by projections along lines, without any restrictions on the line types. They then applied their analysis to the problem of reconstructing rain maps from CWCN links. Their solution to the question regarding the ability to reconstruct a two-dimensional function, which is sampled by an arbitrarily set of lines involved employing a series of three separate stages, which consist of first solving a problem of sampling with a regular grid but with arbitrary types of lines. In the second and third stages, they portrayed the problem of a nonregular grid as one with missing samples. Essentially, these three stages enabled the consideration of the CWCN sampling scheme as a case of regular sampling with missing samples, which have been sampled by a linear functional, which is the mathematical representation of the line along which the projection had occurred.

Applying these three stages yielded an answer stating whether the set of links can be used for reconstructing rain maps without errors. The process above also enables the derivation of the maximal frequency, which can be sampled without causing any aliasing errors. This work, which made use of the Papoulis generalized sampling expansion stating the exact reconstruction kernel, may, perhaps, be used for future algorithms that attempt to reconstruct rain maps.

OPEN CHALLENGES

SENSOR-BASED CHALLENGES

Previous sections dealt with a wide range of signal processing challenges to which the usage of RSL data gave rise. However, many of the algorithms and/or techniques described above still do not truly use the vast amounts of RSL data that are present in urban areas.

The raison d’etre of the CWCN, in our opinion, is the availability of a large amount of data that must be exploited for generating robust and exact estimates. Linking between sensor networks and CWCN-based precipitation-monitoring systems is a direction that should be fully examined and exploited. It is generally acknowledged that the advantages of using sensor network techniques include the ability to cope with failures of sensors, robustness to outliers, and the ability to monitor a wide variety of phenomena through the application of statistical signal processing methods (based on the multitude of data). This avenue is yet to be examined in the scope of CWCN-based monitoring systems.

![A reconstruction of rain maps: (a) a radar-based map, (b) a CWCN-based map, and (c) the location of the links in the CWCN-based map [11].](image)
A CWCN is composed of low-cost, spatially distributed autonomous sensors. Hence, it is, in essence, a wireless sensor network that enables using tools and results from the wireless sensor network community. Using the CWCN sensor network as an opportunistic one and, in particular, its diversity of measurements, should enable applications that a single sensor simply cannot provide.

A major challenge is the study of the dependencies between an actual situated network of sensors topology and the monitoring accuracy. It is intuitive that the denser the network of sensors, the better the reconstruction accuracy. Hence, a central question is regarding the sufficient sampling set for properly reconstructing environmental phenomena sampled by an arbitrary geometry of a CWCN. An answer to this question enables the ability to both analyze existing CWCNs but also the ability to synthesize CWCNs. That is, in cases where the answer regarding the sufficiency of a CWCN is found to be insufficient, one may want to consider the locations to add sensors to render the CWCN sufficient for a proper reconstruction. For example, a rain gauge may be added in locations where the CWCN density is low and found to yield an insufficient sampling scheme.

This result also gives rise to assimilation challenges. In a case where a rain gauge was added to amend an improper sampling scheme of a CWCN, generating a map of the observed precipitation requires assimilating the rain gauge data together with the RSL data. While the idea of assimilating the measurements of a single link, rain gauges, and radar has been studied [57], [58], integrating an entire CWCN with other meteorological measurements is still an open research question.

CWCNs are often composed of links with various time and power resolutions. The question of how to assimilate these various CWCN links to reconstruct a single environmental phenomenon is yet another open problem.

The methods described by David [43], [44], [53], [63] prove the feasibility of using CWCNs for purposes other than rain-rate estimation. However, the techniques suggested by David are restricted to weather conditions that exclude rain or clouds along the propagation path. In essence, we feel that the classification and separation problem is still an open problem that must be treated in the presence of various precipitation types, all measured at once.

The problem of data assimilation seems inevitable because the growing popularity of CWCN observation methods will require large amounts of RSL data. Whether we wish to assimilate RSL data sampled by different sampling schemes or to reconstruct global rain maps, which require assimilating between satellite and CWCN data, a rigorous treatment of the assimilation of CWCN data is necessary.

Also, as previously stated, for precise reconstruction of rain maps, algorithms cannot impose constant rain rates along the path of the link. All of the algorithms to date do not address this issue.

**VECTOR SENSORS**

In most of the papers mentioned here, only the magnitude of the CWCN data was used, in other words, the RSL. However, electromagnetic waves are also characterized by their phase, which may be altered because of propagation effects. The benefits from making use of the phase data in CWCN-based data are yet to be determined. Bringi et al. [59] examined the propagation effects in rainfall on radar samples at frequencies of 3, 5.5, and 10 GHz, simulating the difference of attenuations and difference of phase between horizontal and vertical polarizations. They found that a near-linear relation exists between attenuation and the differential propagation phase.

This motivates the incorporation of vector sensors. In other words, a CWCN that logs both RSL and phases for more than one polarization may be found foundational for a stable, error-proof, precipitation-monitoring system. It may also be found that differential phase data suffer less from quantization errors and thus enable a precise monitoring of phenomena other than rain. As David et al. [53] stated, the attenuation caused by the water vapor is 0.2 dB/km, giving rise to the desire for more precise measurements, which may be attained by incorporating phase and polarization data.

**MONITORING PHENOMENA OTHER THAN RAIN**

In the sections above, we have discussed mainly the monitoring of rain. The fact that most of the works treat the problem of rain observation is not coincidental but is related to the fact that out of the variety of precipitation types, rain yields the largest attenuation amplitudes. However, as shown above, David et al. [43], [44], [53], [63], [64] suggested CWCN-based methods to observe water vapor and, potentially, even fog, and they have the potential to enhance the ability to cope with flash floods. To date, no rigorous treatment of the problem of observing hail, snow, graupel, or dew has been completed.

Errors in monitoring rain in heavy storms are caused by the slight shifts of the antennas by the storm winds. Monitoring winds by measuring the attenuations induced by these slight shifts may, perhaps, be found practical.

Phenomena other than precipitation may also be monitored by CWCN-based systems. Ghiroial and Sharief [60] discussed the electrical properties of dust and derived expressions for attenuation and phase shifts for a medium with precipitating dust particles in terms of visibility and wavelength for vertical and horizontal polarizations. They found that the dust-induced attenuation is related to the width of the dust layer by the wavelength and the visibility. They concluded that dust storms resulting in visibilities of 10 m or less introduce considerable attenuation. This may be a window to the detection of dust storms using CWCN RSL data.

Andrews [61] measured the absorption of MWs by both carbon monoxide (CO) and nitrogen dioxide (N\textsubscript{2}O) at a frequency of 9.75 GHz and found that the power absorption was found to increase with density in both CO and N\textsubscript{2}O. As is widely known, motor vehicle emissions are composed of CO and nitrogen oxides (N\textsubscript{2}O and nitrogen monoxide). This may advocate the ability to monitor air pollution densities by a CWCN.

 Burning wood reacts with oxygen, producing carbon dioxide (CO\textsubscript{2}) and water (H\textsubscript{2}O), which are both released as gases in
the air. The attenuation induced by water is the fundamental effect on which rain monitoring is based. Can this reaction give rise to CWCN-based systems for monitoring forest burns? Time is yet to determine whether or not the avenues suggested above will indeed evolve into operational monitoring CWCN-based systems.

CONCLUSIONS

We have presented the physical basis that led to founding the new precipitation-monitoring approach, the CWCN-based system. An aggregation of techniques and algorithms for making use of the CWCN RSL data may be found. These include methods for detection of wet versus dry periods, estimating local rain rates, reconstructing countrywide rain maps, detecting flash floods, fog, and more. Inherent error sources such as the proper treatment of the wet-antenna effect still need to be addressed to build proper and precise precipitation-observation systems.

The problem of data assimilation seems inevitable and will soon require a thorough understanding and treatment, if the CWCN-based system for precipitation monitoring is to replace the traditional systems. Such treatment must include both the assimilation of various RSL data types and the assimilation of CWCN RSL data with traditional sampling systems. The assimilation of various RSL data types requires either interpolating or down-sampling of samples that have been sampled differently. The problem of assimilating between samples that have been processed nonlinearly (minimum and maximum values) is a more complex problem.

CWCN-based observation systems currently lack the ability to monitor international regions such as oceans. This generates the need to know how to properly assimilate between traditional monitoring systems such as satellite data and the CWCN RSL data.

The most striking issue, in our opinion, is the fact that none of the papers currently in the literature recognized that the CWCN is, in essence, a sensor network. As a result, none of the methods described has truly made full use of the potential that is hidden in the multitude of available data. Applying stochastic signal processing algorithms may enable more precise, robust, and stable reconstruction algorithms.

Hints on the feasibility of the CWCN-based monitoring system to monitor phenomena other than precipitation were discussed. These included fire detection, pollution detection, and perhaps even dust-storm detection. All of these require only RSL measurements or, in other words, only amplitude samples. If the CWCN someday logs phase data, its links may then be treated as vector samplers, which may be found to enable a wider range of applications. Yet, all of these new avenues are challenging and still far from being implementable. To conclude, we believe the CWCN system is only in its beginning, depicting only a very small portion of its full potential.
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The lack of availability of radio spectrum for wireless communication purposes is becoming a serious problem as more wireless systems and services are being developed and operate in crowded spectral bands. The scarcity of useful radio spectrum is mainly due to the static allocation and rigid regulation of the spectrum use rather than the spectrum being actually fully in use. Flexible spectrum use and cognitive radio technologies provide an approach to alleviating this problem by allowing for secondary spectrum use while the spectrum is underutilized by its primary licensed users. Idle spectrum is a time–frequency–location varying resource. It is a resource that also depends on the relative locations of the primary and secondary receivers and transmitters as well as the instantaneous propagation conditions. By acquiring awareness about the current radio environment and the other spectrum users, cognitive radios can more efficiently exploit idle spectrum and manage interference. Doing so requires a means to explore the spectrum to identify high-quality and persistent local spectral resources and access and share them among a number of users while strictly controlling the interference caused to others, in particular, licensed primary users (PUs). Situational awareness about the state of the spectrum allows for optimal exploitation of underutilized spectrum. For example, idle subbands may be allocated, and waveform parameters may be chosen to maximize the sum-rate for the cognitive users while making sure no harmful interference is caused to the other users of the spectrum.

The purpose of this article is to present recent advances in spectrum exploration and exploitation. The goal is to jointly optimize the identification and access of underutilized spectrum in multiband and multiuser environments where the state of the spectrum may vary rapidly. Cognitive users may acquire the necessary information about the state of the spectrum by sensing it and sharing the results among the users. Reviews of spectrum sensing can be found in [4] and [5]. Spectrum sensing is a key enabler of spectrum exploration through which situational awareness about the spectrum is developed and the behavior of the PU traffic is learned as a
function of time, location, and frequency. Spectrum exploration and exploitation over multiple frequency bands may be considered an optimization or machine-learning problem. A reward or utility function is maximized to guide the exploration and exploitation such that the idle spectrum is used as efficiently as possible while managing the interference. In cooperative multiband and multiuser scenarios, spectrum sensing and access policies allocate and divide the sensing, learning, and interference management tasks among the network nodes and different subbands of the spectrum so that idle spectrum may be optimally identified and exploited. In noncooperative competitive environments, the network nodes compete for the available spectrum to maximize their own utilities. An acquired awareness of the state of the spectrum may be used for scheduling, waveform selection, and radio resource management purposes as well.

ADVANCED SPECTRUM SENSING TECHNIQUES

Spectrum sensing using a single sensor to identify idle spectrum is a widely addressed topic in signal processing and wireless communications research; see [4] and [5]. Commonly used methods include energy detection and methods relying on statistical or structural properties of communications waveforms such as cyclostationarity (see “Cyclostationarity-Based Spectrum Sensing”), low-rank signal structure, or statistics of eigenvalues of a correlation matrix. Moreover, the autocorrelation structure induced by the modulation scheme, such as the cyclic prefix in orthogonal frequency division multiplexing (OFDM), and known pilot waveforms have been used. Wireless standards typically specify all of the employed waveforms in detail. Efficient methods used for signal detection or classification purposes may be derived based on such specifications. Spectrum sensing may also collect valuable information to create awareness of the state of the spectrum. Spectrum awareness may be used for interference modeling and management, power control, scheduling, resource allocation, and routing purposes.

In this article, we focus on finding and accessing idle spectrum in multiband and multiuser scenarios. Multiple sensors or cognitive radios in different locations sense multiple subbands to identify idle bands that may be used for data transmission. Not all of the radios should sense the same band at the same time. Instead, the sensing tasks need to be allocated among the users and bands in an efficient manner to speed up the sensing and provide the desired diversity gains. After an idle band is identified, the cognitive radios have to decide who gets access to the unoccupied spectrum and whether it should be accessed at all if low-quality channels are observed or constraints imposed on harmful interference caused to the other users may be violated. We first consider the multiuser spectrum sensing problem.

CYCLOSTATIONARITY-BASED SPECTRUM SENSING

Cyclostationarity-based distributed spectrum sensing allows for distinguishing among secondary user (SU) and PU waveforms exhibiting cyclostationarity at different cycle frequencies, relaxes the assumptions on noise statistics, and exhibits a reliable performance in difficult propagation environments. Cooperative cyclostationarity-based detection algorithms based on generalized log-likelihood ratio (GLLR) have been proposed in [33]. The proposed local multicycle detectors are based on testing whether the cyclic autocorrelation of the received signal is nonzero at the cycle frequencies of interest. The cyclic autocorrelation of a received complex-valued signal $y(k)$ at cycle frequency $\alpha$ and delay $\tau$ may be estimated as

$$\hat{R}_y(\tau) = \frac{1}{N_0} \sum_{q=1}^{N_1} y(k+\tau) y^*(k+\tau) e^{j2\pi\alpha k},$$

where $N_1$ is the number of observations.

The local GLLR test is given by [33]

$$T = N_0 \xi \Sigma_j^{-1} \xi^*,$$

where $\xi$ is the test threshold, $R_y$ is a $1 \times 2M$ vector consisting of stacked real and imaginary parts of estimated cyclic autocorrelations $R_y(\tau)$ at the cycle frequencies of interest $\alpha \in A$ for a set of time lags $(\tau_1, \tau_2, ..., \tau_r)$ for each $\alpha_j \in A$, and $\Sigma_j$ is an estimate of the asymptotic covariance matrix of $R_y$ that can be obtained, e.g., using frequency-smoothed cycloperiodograms. Thus, $M = \sum_{j=1}^{r} N_j$. In a multiuser scenario with independent users, the GLLR at a fusion center (FC) is the sum of the local GLLRs $T_N = \sum_{i=1}^{N} T_i$, where $T_i$ is the GLLR of SU $i$. This sensing approach may be made more energy efficient by using censoring. The SUs communicate only those GLLRs exceeding the censoring threshold $\nu$, to the FC as described in (4) and (5). Figure S1 illustrates that censoring combined with the multicyle detector in (52) results in only a small performance loss even with very strict communication rate constraints.
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The probability of detection versus the average SNR (dB). This is done to detect an OFDM signal in a Rayleigh fading channel with log-normal shadowing using cyclostationarity-based local detectors [33] and different communication rate constraints for SUs communicating sensing results to the FC.
OVERVIEW OF DISTRIBUTED SENSING

Distributed sensing involving multiple geographically displaced sensors and a FC has been studied in the sensor network and radar research communities [47], [60]. Recently, it has found applications to cooperative spectrum sensing in cognitive radio systems; see, e.g., [9], [21], [26], [33], and [68]. Distributed spectrum sensing is particularly suitable for creating awareness of the state of the radio environment since idle spectrum is a local resource that varies as a function of time, location, and frequency. Understanding the state of the spectrum is crucial for interference management, scheduling, and resource allocation.

Cooperation in multiuser spectrum sensing has several advantages. It provides diversity gains in the face of demanding propagation environments such as fading, shadowing, and the hidden node problem. Various propagation effects make it harder to detect the signals, as the signal attenuation caused by them may be of the order of tens of decibels. The gains obtained by cooperative sensing follow from spatial diversity in the same way as in multiantenna (multiple-input, multiple-output) wireless communications. If the sensor displacement is sufficiently large, the sensing channels can be assumed to be independent from sensor to sensor. Distributed sensing leads to improvement in the detector performance in terms of fewer false alarms (type I errors) and missed detections (type II errors) and a shorter detection time at the specified performance level. Multiple sensors also provide inherent redundancy, which leads to higher reliability and robustness. However, by increasing the number of cooperating sensing nodes, the amount of overhead traffic will increase and the amount of system resources needed in fusing the sensing results increases as well. Thus, one may be able to determine an optimum number of cooperating sensors, beyond which the sensing performance improvement does not compensate for the increased use of resources [11], [36]. Optimizing the use of sensing resources has also been considered, e.g., in [25] and [44].

Mobile terminals intended for agile spectrum use may have a spectrum sensing capability. Then, multiple devices can form a distributed sensing system. Cooperation facilitates the use of a simpler and more energy-efficient sensor in each node. Hence, an extended battery life may be achieved. On the other hand, exchanging control information and sharing the sensing results with the FC or the FC has all of the information. The channel capacity requirement in terms, the FC has only part of the sensing results, which are in general not sufficient to make an adequate decision or some other compact statistic, e.g., a sufficient statistic, characterizing the state of the spectrum may be sent to the FC. Furthermore, policies used for sensing and accessing the spectrum also play a crucial role in determining the overall power consumption.

There are many ways to characterize the gains obtained through spatial diversity. A suitable quantitative measure for cooperative detection in cognitive radio networks is the probability of detection \( P_D \) as a function of the logarithmic SNR \( \rho \). It is well known that the achievable diversity gain increases as well as the number of cooperating sensors for cooperative energy detection (radiometry) using equal-gain combining (EGC) in independent and identically distributed (i.i.d.) Rayleigh fading channels. It can be clearly seen from the figure how the slope of the probability of detection curve grows as the number of cooperating nodes sensing the same band increases. Adding more sensors to observe a subband yields diminishing returns, however. The achieved gain also depends on the fusion rule used in combining the local sensing information as well as the local propagation conditions.

Centralized or Decentralized Processing

Distributed sensing systems can be either centralized or decentralized. In a centralized system, all of the local sensors transmit all of the locally observed data to a central node that performs the data fusion needed for detection or parameter estimation tasks. The sensors in a decentralized system are capable of processing the data locally before transmitting the results to an FC. Local hard (binary) decisions or some other compact statistic, e.g., a sufficient statistic, characterizing the state of the spectrum may be sent to the FC. Consequently, the FC of a decentralized system has only part of the information received from the sensors, whereas, in a centralized system, the FC has all of the information. The channel capacity requirements of a centralized scheme in which all sensing results are transmitted to the central processor may be prohibitive in practice. Therefore, we focus on decentralized distributed spectrum sensing for cognitive radios. In such systems, the nodes typically collaborate in identifying and exploiting the underutilized spectrum.

In distributed sensing systems, the most common topologies with an FC are serial, parallel, and tree topologies [69]. The serial topology is not robust since a single link failure or missing node will cause severe performance degradation. In the parallel topology, the sensors do not typically communicate with each other, and no feedback is provided from the FC to the sensors. The sensors use mapping...
rules $u_i = 
u(y_i)$, $i = 1, \ldots, N$, where $y_i = [y_{i,1}, \ldots, y_{i,N}]^T$ is an $N$-dimensional vector of the observations made by sensor $i$ and $N$ is the number of sensors, and then pass the local mappings, $u_i$, to the FC. The mapping compresses the data, for example, by sending a local binary decision to the FC. Sensing nodes that are close to each other may also form a cluster that sends summary information about the state of the spectrum to the FC. In an ad hoc configuration, there is no dedicated PC and the sensing information is distributed to all of the nodes. Hence, each node will have the same information needed to decide if the spectrum is idle. Distributing the information to all nodes potentially over multiple hops may cause unacceptable delays in decision making. Similar robustness to node failures is obtained with consensus algorithms [51], [64] in which the sensors exchange information locally over multiple rounds to reach a consensus on some global function of the data, such as a global decision on spectrum occupancy. A drawback to this approach is its iterative nature, which is both time and energy consuming.

The distributed spectrum sensing problem is typically modeled as a binary hypothesis test. The selected decision-making strategy, such as Neyman–Pearson, minimax, or Bayes, is also related to controlling interference. If missed detections occur frequently, there will be collisions with the primary signal and, as a result, retransmissions by both the PUs and the SUs are needed. Many false alarms mean that the opportunities to use idle spectrum are overlooked. Therefore, the improvements in spectrum efficiency obtained by the secondary spectrum use are reduced. As an example, the Neyman–Pearson scheme for distributed detection can be stated as follows: For a predefined global probability of false alarm $P_{FA}$, find (optimum) local and global decision rules $\Gamma = \{\nu_i(u), \nu_{D}(y_1), \ldots, \nu_{D}(y_N)\}$, where $\nu_i(u)$ is the decision rule and $\nu_{D}(\cdot)$, $i = 1, \ldots, N$ are the local rules that minimize the global probability of missed detection $P_{MD}$.

A key assumption that facilitates finding a tractable solution to the distributed detection problem is the conditional independence of observed sensor data conditioned on the hypothesis. If this assumption holds, the local mapping rules as well as the global decision rule at the FC become likelihood-ratio-based threshold rules; see [60]. The null hypothesis $H_0$ at the FC is that the spectrum is idle (noise only), and the alternative hypothesis $H_1$ is that a primary signal is present. The decision between these two is made by comparing the likelihood ratio $\Lambda(u)$ to a threshold value $\psi$. From conditional independence, it follows that $\Lambda(u)$ may be written in a factored form

$$\Lambda(u) = \prod_{i=1}^{N} \frac{p(u_i | H_1)}{p(u_i | H_0)}$$

where $p(\cdot)$ is used to denote probability densities or mass functions of its argument(s). However, if the conditional independence assumption is not valid, the optimal tests are no longer simple threshold rules based on the likelihood ratios at the individual sensors. Conditionally dependent sensor data could arise, for example, because of correlated shadowing if the local sensors are in close proximity to each other. A comprehensive treatment of shadowing and other propagation issues in cognitive radio networks can be found in [5, Ch. 3].

If the local decision variables are binary, the global decision rule is a Boolean rule and the log-likelihood ratio (LLR) at the FC can be written as a weighted sum of local sensor decisions

$$\log \Lambda(u) = \sum_{i=1}^{N} \left[ u_i \log \frac{1 - P_{MD,i}}{P_{PA,i}} + (1 - u_i) \log \frac{P_{MD,i}}{1 - P_{PA,i}} \right].$$

where $u_i$ is the binary local decision of the $i$th sensor (i.e., 0 or 1), $P_{PA,i}$ is the probability of false alarm at the $i$th sensor, and $P_{MD,i}$ is the probability of missed detection at the $i$th sensor. The weights depend on the performance of individual sensors that may not be known in practice. Computationally simpler decision rules are obtained by using well-known Boolean $K$-out-of-$N$ rules such as OR, AND, and MAJORITY. The detector is commonly designed so that the levels of $P_{PA}$ and $P_{MD}$ at the FC are controlled; see [60].

The local sensors may also compress the local observations by calculating and transmitting the local likelihood ratios. Under the conditional independence assumption, the optimal global decision rule is a likelihood ratio test and the global likelihood ratio is the product of the local likelihood ratios. In practice, the likelihood ratio may include unknown nuisance parameters. Hence, a generalized likelihood ratio (GLR) test obtained by replacing the unknown parameter values with their estimates is often used. The resulting test statistic at the FC is simply the product of the local GLRs. Also, belief propagation techniques have been employed in combining. Two commonly employed linear combining schemes for cooperative detection are EGC and maximal ratio combining (MRC) [35]. The MRC-based fusion scheme is attractive in the low SNR regime, while the EGC-based fusion scheme is a good choice for combination under limited knowledge of channel state information.

In wireless networks, user terminals are typically battery operated. Thus, low power consumption is a desirable design goal. In spectrum sensing, the power consumption depends obviously on the employed sensing algorithms and their implementation including the radio frequency–intermediate frequency front end, the duty cycle used in sensing, the employed sensing policy, and the power used in reporting the sensing results. In addition, deciding if and how the idle spectrum is accessed plays a key role in prolonging battery life. For example, if the SU is experiencing poor channel quality even if the channel is decidedly idle, it may make sense not to access the channel for transmitting with a low rate while using high transmit power.

Censoring reduces power consumption by sending only sufficiently informative decision statistics to the FC [47]. An SU sends its test statistic to the FC only when its test statistic, denoted here by $\log \Lambda_i$, is above a censoring threshold defined by the communication rate constraint specified by the designers

$$P(\log \Lambda_i > \psi_i | H_0) \leq \kappa_i, i = 1, \ldots, N,$$

where $\kappa_i \leq 1$ is the communication rate of user $i$ and $\psi_i$ is the upper limit of the censoring (no-send) region of the user $i$. The $\psi_i$ is chosen such that the probability of user $i$ transmitting the test statistic to the FC under $H_0$ is $\kappa_i$. In the cooperative sensing context, we may use the following censoring test statistic ($L$-out-of-$N$ users transmit) [33]:

$$\bar{\Lambda} = \min_{i=1}^{N} \Lambda_i.$$
\[ D_N = \sum_{i=1}^{L} \log L_i + \sum_{i=1}^{N} d_i, \]

where it is assumed that the first \( L \) users with sufficiently informative decision statistics transmit and \( d_i = E[\log L_i | \log L_i \leq \psi_i, H_0] \) is the conditional mean of the local LLR of the \( i \)th SU in the no-send region under the null hypothesis. The no-send region is not ignored but captured by a single quantity, i.e., the conditional mean of the log-likelihood in the no-send region, which is optimal in the minimum mean-square error sense. In practice, there is no need to transmit \( d_i \) as it can be calculated at the FC since the limits \( \psi_i \) are determined by the communication rate constraints \( \kappa_i \).

Using binary (hard) local decisions in a distributed decentralized detection system reduces the communication cost at the expense of loss of information. Using soft decisions, such as LLRs or their quantized versions, typically leads to an improvement in performance. It is commonly argued that using soft decisions significantly increases the amount of data to be transmitted and, hence, the power consumption. This is not necessarily true since there may be significant overhead related to frame structure and different layers of the communication protocol stack used in transmitting the sensing results to the FC. That overhead will be present even if only binary decisions are transmitted. As a result, the difference in the transmission and bandwidth requirements between hard and soft decision statistics may be small. Individual sensors may also convey information about interference levels, channel quality, and occupancy to build awareness of the state of the spectrum.

The analytical studies in [10] indicate that by using \( \geq 4 \) bits for the quantization of the likelihood ratios, the performance loss remains negligible. Error-free reporting channels and a local autocorrelation-based detector exploiting the cyclic prefix of the OFDM modulation are assumed in [10]. The impact of quantization on distributed detection has also been analyzed in [60]. Reporting channels may introduce errors. Powerful channel coding and higher transmit power levels are obvious solutions to reduce these. However, this may not be practical if low power consumption is needed. The impact of reporting channel errors in cooperative sensing has been studied in [10] and [26]. A phenomenon known as the bit-error probability (BEP) wall was reported in [10] for both hard- and soft-decision-based cooperative sensing. If the BEP of the reporting channel exceeds the BEP wall value, then, irrespective of the received signal quality on the listening channel or the sensing time at the SU, constraints on the detector performance cannot be met at the FC. Soft-decision-based systems are more robust in the face of reporting channel errors.

### SEQUENTIAL SENSING METHODS

Sequential and quickest detection techniques have applications in a number of fields, such as radar, fault detection, finance, and clinical trials, among others [23], [46]. In cognitive radio systems, sequential detection (SD) techniques are important for detecting changes in the state of the spectrum, i.e., rapidly identifying new spectral opportunities as well as vacating a specific frequency band quickly when the PU becomes active. Sensing time is an important parameter in finding idle spectrum. Reducing the time spent for sensing allows the time used for transmission to be increased. Furthermore, fewer energy resources are spent for sensing. SD aims at minimizing the detection time for a desired performance level. In a nonsequential test, the sample size is fixed, whereas, in the case of a sequential test, it varies depending on the data. In cognitive radio systems, SD may be used for both single-user and collaborative distributed detection tasks. Moreover, in the collaborative case, SD algorithms may be used either only at the local sensors, the FC, or both.

We will briefly consider two sequential analysis approaches. Classical SD aims at distinguishing between two hypotheses from a sequence of i.i.d. random observations. The objective is to make a decision as quickly as possible given specified error levels. An alternative formulation is the quickest detection problem in which the objective is to detect a change in the distribution of the data, i.e., find the change point, with minimal detection delay.

Let \( y_1, y_2, \ldots \) be a sequence of i.i.d. random observations with a common distribution \( F_0 \) or \( F_1 \). The binary test of hypothesis \( H_0 \) against \( H_1 \) may be formulated as

\[ H_0 : \; y_n - F_0, n = 1, 2, \ldots \]
\[ H_1 : \; y_n - F_1, n = 1, 2, \ldots \]

Let \( p_0 \) and \( p_1 \) denote the probability density functions associated with \( F_0 \) and \( F_1 \), respectively. SD aims at choosing between these two hypotheses in a way that minimizes the number of observations given constraints on the type I or II errors. The sequential probability ratio test (SPRT) of Wald requires the minimal average number of observations under both hypotheses among all tests with equal (or smaller) error probabilities [61]. The stopping time of the SPRT is given by

\[ N = \inf \{ n \geq 1 \mid A_n \leq B \text{ or } A_n \geq A \}, \]

where \( A_n = \prod_{i=1}^{n} p_1(y_i)/p_0(y_i) \) is the likelihood ratio and \( A \) and \( B \) are upper and lower stopping boundaries, respectively. Thus, after each sample, the SPRT accepts \( H_1 \) if \( A_n \geq A \), or accepts \( H_0 \) if \( A_n \leq B \). If \( B < A \), it takes an additional observation. The stopping boundaries \( A \) and \( B \) may be chosen based on the target levels of the probability of false alarm and the probability of missed detection, respectively. The idea of the SPRT is illustrated in Figure 2.

The hypotheses have to be simple and the distributions completely specified under both hypotheses for the SPRT to be optimal. In cognitive radio applications, however, there are often unknown nuisance parameters related to transmit powers, propagation conditions, adaptive modulation and coding schemes employed, and different PU modes. Thus, there have been numerous efforts to design SD tests for the case of composite hypotheses, such as sequential GLR tests [23] and minimax tests [6]. Moreover, it is often necessary to ensure that a decision is reached within a certain time frame. Hence, a truncated test [57] may have to be employed. A truncated test uses a final decision rule to decide between the two hypotheses if a predefined upper limit on the number of observations is reached before a decision has been made by the SPRT.
A decentralized SPRT (D-SPRT) scheme in which both the local sensors and the FC employ SPRTs is proposed in [18]. The local sensors employ repeated SPRTs. After making a local decision (i.e., the SPRT stops), the local detector transmits the binary decision to the FC and starts a new local SPRT on its subsequent observations. The FC employs an SPRT on the received local decisions. Figure 3 illustrates the benefit of sequential testing in a decentralized system of [9] in comparison to fixed-sample-size (FSS) testing by plotting the number of SU statistics used at the FC versus SNR. An SPRT at the FC is used, and each local sensor employs an autocorrelation-based detector for OFDM signals [9]. The SUs transmit their local LLRs to the FC. The probability of false alarm is set to $\alpha = 0.05$, and the probability of missed detection is set to $\beta = 1 - P_0 = 0.05$. Transmission is assumed to take place over an additive white Gaussian noise (AWGN) channel.

**QUICKEST DETECTION**

Let $y_1, y_2, \ldots$, be a sequence of independent random observations with an unknown change point $\tau$, such that $y_1, \ldots, y_{\tau-1}$ have a common distribution $F_0$ and $y_\tau, y_{\tau+1}, \ldots$ have another common distribution $F_1$. Let $p_0$ and $p_1$ denote probability density functions of $F_0$ and $F_1$, respectively. Both Bayesian and non-Bayesian quickest detection approaches have received considerable attention in the research community; see [46]. Page's cumulative sum (CUSUM) test [43] is the most commonly used non-Bayesian quickest detection method. The stopping time of the CUSUM test for detecting a change is given by

$$N_S = \inf\{n \geq 1 | U_n \geq \psi \}, \quad (8)$$

where $U_n = \max_{1 \leq k \leq n} \sum_{i=1}^{n} p_i(y_i)/p_0(y_i)$ and $\psi \geq 0$ is the test threshold. The CUSUM test statistic $U_n$ may be updated recursively via $U_n = \max\{1, U_{n-1} + p_1(y_n)/p_0(y_n)\}$, $n \geq 1, U_0 = 1$. The threshold value may be chosen appropriately depending on the detection strategy, for example, to obtain optimality in the minimax sense [37]. Page's CUSUM scheme considers the change point $\tau$ to be an unknown constant. An alternative Bayesian formulation is obtained by treating the change point as a random parameter with a prior distribution [53].

In cognitive radio applications, it is often unrealistic to assume exact knowledge of the distributions under both hypotheses. The optimum quickest detection algorithms are particularly sensitive to uncertainty in distribution parameters. Many of the approaches dealing with unknown distribution parameters are based either on nonparametric approaches [45] or GLR-based algorithms [23] or are derived assuming least favorable pre- and postchange distributions [58].

A variety of single-user quickest detection methods for cognitive radio systems have been developed; see, e.g., [22]. Multiband scenarios are considered in [67]. In [27], the goal is to detect the new activity of PUs and to choose the best frequency band to sense. A tradeoff between the minimization of false alarms and detection delays is found. Dynamic programming is employed to obtain a control policy for selecting which frequency band to sense and when to declare that a PU has become active.

Collaborative quickest detection schemes for cognitive radio systems have been introduced, e.g., in [15] and [59]. Each local sensor uses the CUSUM algorithm for change detection [15]. The sensors communicate with the FC only after a change in the distribution is detected, and the FC declares a change after receiving at least one message from the sensors. This approach has been shown to be asymptotically optimal as the mean time between false alarms tends to infinity.

**OPTIMIZATION OF SPECTRUM EXPLORATION AND EXPLOITATION**

We will now provide an overview of optimized spectrum exploration and exploitation. This problem can be formulated as a sensing and access policy design problem. We will begin by first formulating the single- and multiuser spectrum sensing and access problems. Then, we will describe various approaches to solving these problems. The described techniques are dynamic programming, bandit problems, reinforcement learning, and game-theoretic approaches.
SINGLE-USER SENSING AND ACCESS PROBLEM FORMULATION: MARKOV DECISION PROCESSES

In this article, we consider multiband spectrum sensing and access problems in which the spectrum of interest may be extremely wide and noncontiguous. Hence, we consider that each SU can sense and access only part of the spectrum at each time. In such single-user multiband spectrum sensing and access problems, the decision maker, e.g., an SU or FC, has to decide which frequency bands to sense or access at each time. These are stochastic sequential decision problems that can be modeled as Markov decision processes (MDPs). A finite MDP consists of

- a sequence of discrete time steps \( n = 0, 1, 2, \ldots \)
- a decision maker \( i \)
- a finite set of possible states of the environment \( s \in S \)
- a finite set of possible actions in each state \( a \in A \)
- a state transition function \( \varphi: S \times A \times S \rightarrow [0, 1] \) that defines the transition probability \( P(s_{n+1} \mid s_n, a_n) \)
- a reward/payoff function \( r: S \times A \times S \rightarrow \mathbb{R} \) that gives the reward/payoff \( r_{n+1} \) for taking action \( a_n \) in state \( s_n \) resulting in new state \( s_{n+1} \).

As an example, a multiband and multisuiter spectrum sensing problem could be modeled as an MDP as follows. The decision maker is the FC. The FC chooses which frequency band each SU senses at each time. Thus, actions correspond to sensing a particular set of frequency bands by the SUs. The states of the environment would be formed by the PU occupancy of the frequency bands. Thus, if each frequency band can be either vacant or occupied, there are in total \( 2^N_f \) different states, where \( N_f \) is the number of different frequency bands. Finally, the FC would get a reward equal to one for each frequency band sensed vacant and zero for the other frequency bands. Note that this example is just one way of formulating this problem. Many different variations of this basic formulation could be obtained by defining the variables differently. For example, assuming that there is feedback from the spectrum access, the rewards could depend on the obtained throughputs over the frequency bands if feedback is available and would place more importance on finding vacant frequency bands or maximizing the obtained throughput at the present time than in the more distant future.

In general, the state transition probabilities are unknown in spectrum sensing and access problems. Moreover, because of limited sensing resources, the spectrum state may not be fully observable either. The partially observable MDP (POMDP) [20] is a generalization of the MDP in which the decision maker cannot directly observe the state. Instead, the decision maker receives observations that depend on the state through some stochastic function. In spectrum sensing problems, instead of observing the state directly, the SUs observe the PU state through sensing results subject to errors.

MULTIUSER SENSING AND ACCESS PROBLEM FORMULATION: GAME THEORY

Game theory can be used to model the interaction of multiple users in spectrum sensing and access problems. Game theory provides models for both noncooperative and cooperative users. In fact, game theory can be divided into noncooperative and cooperative game theory. This categorization is, however, somewhat misleading since cooperation is allowed in both noncooperative and cooperative games. The main difference between noncooperative and cooperative games is that, in noncooperative games, the players act independently and cooperation cannot be enforced, while, in cooperative games, the players act as groups and cooperation within the group can be enforced. Hence, noncooperative games are suited for scenarios in which the cognitive radio users compete with each other and make decisions independently, while cooperative games fit scenarios with cooperative users that aim to jointly optimize the spectrum utilization. Therefore, both of these games have uses in modeling particular multisuiter spectrum sensing and access problems.

NONCOOPERATIVE GAMES

In spectrum sensing and access problems, noncooperative games are ideally suited to scenarios in which the SUs operate...
independently and are interested only on maximizing their own throughputs. Thus, the SUs are competing for the available spectrum and would generally cooperate with other users only if it improves their own utilities and throughputs.

The most basic model for the interaction of multiple decision makers is a strategic game that consists of

- a set of players \( \mathcal{N} = \{1, \ldots, N\} \)
- a set of strategies (actions) for each player \( A_i, i \in \mathcal{N} \); a strategy \( a_i \in A_i \) is a complete plan of action for each situation in the game; the combined strategy space is the set of strategy profiles \( A = A_1 \times \cdots \times A_N \)
- reward/payoff functions \( r_i : A \rightarrow \mathbb{R}, i \in \mathcal{N} \) that give the players rewards/payoffs \( r_i \) for the joint strategies \( a_1, \ldots, a_N \).

For example, a multiband and multiuser spectrum access problem could be formulated as a strategic game as follows. The SUs would be the players in the game. The set of strategies could involve the choice of frequency band to access or, for example, the employed transmit power on each frequency band. The reward could then be each SU’s individual sum throughput over the different frequency bands.

The objective of each player is to find a strategy that maximizes its reward \( r_i \). The Nash equilibrium is a central concept in noncooperative game theory for establishing the outcome of a game. The Nash equilibrium defines each player’s best response strategy given the other players’ strategies, i.e., a Nash equilibrium is defined as a strategy profile \( a^* \in A \) such that

\[
r_i(a_i, a^*_{-i}) \geq r_i(a_i, a^*_i), \forall i, a_i \in A_i,
\]

where \( a_{-i} \) denotes the strategies of all players except player \( i \). The Nash equilibrium states that a player cannot improve its reward by unilaterally changing its strategy if the other players follow the Nash equilibrium strategies.

A player’s strategy may be either a pure or mixed strategy. A pure strategy is a deterministic strategy determining the action in any possible situation. A mixed strategy assigns a probability to each pure strategy, and, thus, the player chooses randomly which pure strategy to play. Every game with finitely many actions has at least one mixed-strategy Nash equilibrium [38]. Since there may be multiple equilibria, finding the best one is important. However, because of the competitive nature of the game, defining the optimality criterion for an equilibrium is not straightforward. One such criterion is Pareto optimality. An equilibrium is Pareto optimal if there exists no other strategy profile that would increase at least one player’s reward without decreasing any other player’s reward. For more information on Pareto optimality and other criteria and techniques for choosing an equilibrium and improving inefficient equilibria, see [31].

NONCOOPERATIVE GAMES FOR SPECTRUM SENSING AND ACCESS

In [52], a class of nonconvex, noncooperative games is proposed for a multiuser and multiband spectrum sensing and access problem. In the proposed formulation, the SUs compete to maximize their own throughputs by jointly choosing their sensing durations, detection thresholds, and power allocations on the frequency bands. To facilitate decentralized optimization with global PU interference constraints, a pricing mechanism is introduced that penalizes the SUs for their contributions to the total interference. Sufficient conditions for the existence and uniqueness of a Nash equilibrium are derived, and distributed algorithms are proposed for solving the games.

COOPERATIVE GAMES

In general, if the players are interested in maximizing the mutual payoff instead of maximizing only their individual payoffs, cooperation among the players has the potential of improving the overall cumulative payoff compared to that obtained in noncooperative games. In cognitive radio systems, the SUs may cooperate in various ways: the users may share their local sensing results to make finding idle spectrum more efficient, or they may coordinate their sensing and access choices to improve the overall throughput. In addition, the users may help each other, e.g., in routing, packet forwarding, and interference management. Coalitional games constitute one of the most common and important forms of cooperative games.

Coalitional games are cooperative games in which the players form coalitions to improve their rewards. A coalition is a group of players that may enforce cooperation within the coalition. A coalitional game can be seen as a game between coalitions instead of between the individual players. A coalitional game consists of a finite set of players \( \mathcal{N} = \{1, \ldots, N\} \) and a coalition value function \( \nu \) that quantifies the value of each coalition \( S \subseteq \mathcal{N} \).

The value of a coalition may, in general, depend also on the other players outside the coalition. However, we will first consider coalitional games in which the value of a coalition \( S \) depends only on the members of \( S \). Such coalitional games are said to be in characteristic form. Characteristic-form coalitional games are widely used, partly because of their simpler structure. Moreover, a coalitional game, regardless of whether it is in characteristic form or not, may have either transferable or nontransferable utility. For a coalitional game in characteristic form with transferable utility the value \( \nu(S) \) of a coalition \( S \) is a real number. The value \( \nu(S) \) quantifies the total reward/payoff of the coalition \( S \) that may be divided arbitrarily among its members. In spectrum sensing and access problems, the value of a coalition could, for example, be equivalent to the vacant bandwidth found by the SUs in the coalition that then could be shared among the coalition members using some fair rule. This fair rule would ensure that the effort a user contributes to the coalition would be rewarded through sharing the common resources. For example, if a user is able to find a lot of idle spectrum for the coalition, this may be taken into account when scheduling users. Alternatively, we could also define the value of a coalition as the sum throughput of its members. However, dividing the secondary system throughput arbitrarily among the coalition members is not generally straightforward since the throughput of each individual user depends on the channel quality between the corresponding receiver and transmitter pair as well as on the local interference.
Thus, the utility (throughput) cannot be arbitrarily transferred among the coalition members. Games having this latter characteristic are called \textit{coalitional games with nontransferable utility}. In this case, the value of a coalition $S$ is represented as a set of payoff vectors, $v(S) \subseteq \mathbb{R}^{|S|}$, that the members of $S$ can achieve. Each element $r_i$ of a payoff vector $r \in v(S)$ corresponds to a payoff-off member $i$ can receive in coalition $S$.

A coalitional game, in characteristic form, is superadditive if the value of a coalition formed by joining two disjoint coalitions is always at least equal to the value obtained by the two disjoint coalitions separately. Hence, cooperation is always beneficial, and a grand coalition, i.e., a coalition involving all the players, is the optimal coalition with the highest value. A coalitional game in characteristic form with superadditivity is called a \textit{canonical coalitional game}. Canonical coalitional games focus on studying the stability of the grand coalition and finding a reward allocation that ensures that the players do not have an incentive to leave the grand coalition. A fundamental solution concept for canonical coalitional games is the core. The core of a coalitional game is a similar concept to the Nash equilibrium in noncooperative games. The core of a canonical coalitional game with transferable utility is a reward allocation $r = (r_1, \ldots, r_N)$ defined as

$$C = \left\{ r : \sum_{i \in N} r_i = v(N) \text{ and } \sum_{i \in S} r_i \geq v(S), \forall S \subseteq N \right\}$$

(11)

where $r_1, \ldots, r_N$ are the individual rewards of the players. Thus, no group of rational players has an incentive to leave the grand coalition whose reward allocation $r$ is in the core of the game. The core of a coalitional game with transferable utility is obtained by solving the following linear program (if the core exists):

$$\min_{r} \sum_{i \in N} r_i \text{s.t.} \sum_{i \in S} r_i \geq v(S), \forall S \subseteq N.$$  

(12)

The core can be defined for other coalitional games as well.

Formulating a game such that the grand coalition is optimal may not always be the most appropriate model. In spectrum sensing and access problems, different costs and gains associated with cooperation combined with the local nature of the spectrum state may result in a situation in which the optimal coalition structure is not the grand coalition. Coalitional games in partition form are appropriate models for such scenarios. A coalitional game is in partition form if the value of a coalition $S$ depends also on the players outside the coalition $S$, i.e., players in $N \setminus S$, and how they are partitioned to other coalitions. That is, the value $v(S, \Pi)$ of a coalition $S$ depends on both the coalition $S$ and the network partition $\Pi$.

A comprehensive treatment of coalitional games and their applications in communication networks can be found in [49].

**COALITIONAL GAMES FOR JOINT SPECTRUM SENSING AND ACCESS**

In [50], coalitional games in partition form with nontransferable utility have been proposed for joint multiband spectrum sensing and access in cognitive radio ad hoc networks. SUs form coalitions to share local sensing statistics, coordinate the local sequential frequency band sensing orders, and cooperatively distribute their powers so that the total sum-rate of the coalition is maximized.

Each user maintains an ordered list of frequency bands in decreasing order of preference in which they would like to sense the frequency bands. In [50], the preference is modeled by weights $w_{ik} = \theta_ig_{ik}$, where $\theta_i$ is the probability that frequency band $k$ is available and $g_{ik}$ is the channel gain experienced by SU $i$ on frequency band $k$. In a coalition, the individual frequency band sensing orders of the coalition members are then chosen cooperatively based on the local preference lists. The coalition members sort their lists starting from the highest-ranked frequency band and proceeding until the end as follows [50, Algorithm 1]: At each rank (i.e., list position), those SUs whose choices do not conflict with others are assigned these frequency bands. In case of a conflict, the user with the highest weight $w_{ik}$ is assigned the frequency band. The remaining users repeat the procedure with the remaining frequency bands until each user has been assigned a frequency band for that particular rank in the list. If during this procedure a user is left without any possible frequency band in a current rank, the user selects the frequency band with the highest weight from frequency bands not already on its list (this results in interference with at least one other coalition member). This procedure is repeated for each rank of the ordered lists until each coalition member has a new cooperatively sorted sensing order.

Given the new sensing orders, the SUs then proceed to sense the frequency bands in the order of their lists until they find an available frequency band to access. The coalition members find available frequency bands simultaneously and then share their sensing results and cooperatively allocate their transmit powers on these frequency bands so that their total sum rate is maximized. The payoff of an SU in a coalition $S$ is modeled as [50]

$$r_i(S, \Pi) = C_i^\delta (1 - \tau_i^\delta),$$

(13)

where $\Pi$ is the network partition, $C_i^\delta$ is the average capacity, which depends on channel gains, interference, sensing order, and frequency band availability, and $\tau_i^\delta$ is the average fraction of time spent for sensing, which depends on the sensing order and frequency band availability. Therefore, the user payoffs depend on the network partition, which affects the coordination of sensing and access and, thus, the interference experienced by the users.

To maximize their payoffs, the SUs have to find an optimal network partition. In [50], this is addressed through a coalition formation algorithm in which potential coalition switches are periodically initiated in a random order by individual SUs. A switch from one coalition to another is approved only if the payoff of the switching SU is strictly increased without decreasing the payoff of any existing member of the new coalition. The users also maintain a history of their previous coalitions to ensure that they do not revisit any of the previous coalitions with smaller payoffs. The proposed algorithm is shown in [50] to converge to a Nash-stable partition in which no user has an incentive to switch to a different coalition. Furthermore, in practice, the proposed coalition formation algorithm can be run periodically with reset history tables.
STOCHASTIC GAMES FOR SPECTRUM SENSING AND ACCESS

In [14], the multiuser and multiband spectrum sensing and access problem is formulated as a noncooperative partially observable stochastic game in which the SUs compete for spectrum opportunities. Each SU is able to sense only one frequency band in each time slot, which results in partial observability of the PU state. The existence of a symmetric Nash equilibrium in which all SUs play the same strategy is established. In addition, a Stackelberg game is proposed for improving the Nash equilibrium. A Stackelberg game is a game consisting of a leader (network manager), who plays first, and followers (SUs), who play second. In [14], the network manager aims to maximize the average total throughput by controlling the apparent availability of the PU frequency bands. That is, the network manager can reserve a PU frequency band which then appears to the SUs as being occupied. This results in decreased competition among the SUs, which then increases the average total throughput.

DYNAMIC PROGRAMMING

Dynamic programming refers to an optimization approach in which an original multistage sequential decision problem is broken down into smaller, simpler single-stage decision problems that are then solved in a recursive manner. Here, we consider solving finite MDPs using dynamic programming. Therefore, dynamic programming can be used to solve spectrum sensing and access problems formulated as finite MDPs.

We will consider the maximization of (9), i.e., the expected sum of discounted rewards given an initial state \( s_0 = s \). The value of a policy \( \pi \) starting from state \( s \) is defined by

\[
V^\pi(s) = E^\pi[s_0 = s] \sum_{k=0}^{\infty} \gamma^k r_{n+k+1},
\]

where \( E^\pi[\cdot] \) denotes the expectation when the policy \( \pi \) is followed. The value function can be broken down as follows:

\[
V^\pi(s) = E^\pi[s_0 = s] \sum_{k=0}^{\infty} \gamma^k r_{n+k+1},
\]

\[
= E^\pi[r_{n+1} + \gamma \sum_{k=0}^{\infty} \gamma^k r_{n+k+1} | s_n = s]
\]

\[
= E^\pi[r_{n+1} + \gamma V^\pi(s_{n+1}) | s_n = s],
\]

where the last form in (15) is called the Bellman equation for \( V^\pi(s) \) [56]. The optimal value function \( V^* \) is equal to the expected return of the best action in state \( s_n = s \).

\[
V^*(s) = \max_a E[r_{n+1} + \gamma V^*(s_{n+1}) | s_n = s, a_n = a].
\]

This is called the Bellman optimality equation [56].

From (15) and (16), we see that successive states have a recursive relationship. Moreover, the optimal policy from any state \( s_{n+1} \) does not depend on what happened before that state was reached. Thus, the original problem can be solved recursively using the Bellman optimality equation. In finite-horizon problems, we can start from the last time step and work recursively.
backward using the Bellman optimality equation. This is called backward induction. Figure 5 illustrates backward induction in a problem of finding the longest path in a network of nodes.

In infinite horizon problems, the main solution approaches are value iteration and policy iteration. Value iteration is a generalization of backward induction in which the Bellman optimality equation is used iteratively to update the value function until it converges. Policy iteration starts from an arbitrary policy that is then successively evaluated and improved through greedy action selection in each state until it converges. Each successive policy is guaranteed to be strictly better than the previous policy until the optimum is found. For more information on value and policy iteration, see [56].

Dynamic programming is computationally more efficient than evaluating all possible policies. Nevertheless, the computational and memory requirements of dynamic programming grow exponentially as the number of states and actions increases, i.e., dynamic programming suffers from the curse of dimensionality. Moreover, in general, the state transition probabilities and rewards have to be known to evaluate the Bellman equations. Thus, the applicability of dynamic programming is mostly limited to problems involving only small state and action spaces with known state transition probabilities and rewards. However, dynamic programming provides insight into the optimal solution that can then be employed to obtain practical near-optimal reduced-complexity algorithms and learning methods.

DYNAMIC PROGRAMMING-BASED OPTIMIZATION OF THE SENSING ORDER OVER MULTIPLE FREQUENCY BANDS

In [19], a dynamic programming solution has been proposed for the problem of selecting the sequential order of sensing different frequency bands in a multiband single-user cognitive radio system. The goal is to maximize the throughput of the SU that senses frequency bands in a sequential order until it finds a frequency band that is both vacant and has acceptable channel quality. In [19], this problem is formulated as a sequential decision problem and dynamic programming is employed to solve it. The solution is obtained with backward induction similar to the longest path example in Figure 5. Thus, the optimal sensing order is found by working backward from the end of the sensing order and selecting at each stage the sensing order for the remaining frequency bands that maximizes the expected throughput. In this case, the states correspond to the sets of frequency bands already sensed. Scenarios with both known and unknown frequency band availability probabilities are considered.

BANDIT PROBLEMS

Bandit problems are sequential decision problems in which the name originates from the similarity to the traditional slot machines used in casinos, called one-armed bandits. Bandit problems can be modeled as MDPs. Hence, bandit problems are appropriate models, in particular, for single-user multiband spectrum sensing and access problems. That is, multiband spectrum sensing and access problems can be modeled as multiarmed bandit problems in which the arms of the multiarmed bandit correspond to different frequency bands and choosing an arm to play corresponds to sensing or accessing a particular frequency band.

In the following, we will consider Markovian multiarmed bandit problems in which the conditional state transition probability depends only on the current state, and, thus, they can be modeled as MDPs. There are $K$ arms and a decision maker controlling the selection of the arms to play. In each state $s_n$, the decision maker selects one arm $a_t$ to play and receives a reward $r_{n,a_t}$ for it. In classical multiarmed bandit problems, the state of the nonplayed arms does not change and the stochastic processes for the different arms are independent of each other.

Gittins and Jones [13] showed that the optimal policy maximizing the expected sum of discounted rewards with known rewards and state transition probabilities is given by an index structure in which a priority index, called the Gittins index, is calculated for each state of each arm of the multiarmed bandit. The Gittins index of each arm depends only on that arm’s underlying stochastic process. Thus, the original $K$-dimensional optimization problem is reduced to $K$ one-dimensional optimization problems. Once the Gittins indices have been calculated, the optimal policy reduces to selecting the arm with the largest Gittins index at each time. The Gittins index for the $k$th arm is given by

$$
V_k(s) = \max_{a_t} \left\{ E \left[ \sum_{t=0}^{\tau-1} \gamma^t r_{n,a_t}^k(s_{n,t}) | s_n \right] \right\},
$$

where the maximization is over the set of all stopping times $\tau > 0$. Here, $r_{n,a_t}^k(s_{n,t})$ denotes that the reward of the $k$th arm $r_{n,a_t}^k$ depends only on the state of the $k$th arm $s_{n,t}$. Moreover, if an arm is not played its reward is zero. The Gittins index, thus, finds for each arm the optimal stopping time in terms of maximizing the expected discounted reward normalized by the expected discounted number of plays. Several algorithms have been proposed for efficient calculation of Gittins indices; see, e.g., [39] and the references therein. Note, however, that calculating the Gittins
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indices requires, in general, full knowledge of the rewards and state transition probabilities for the arms.

The classical multiarmed bandit problem has a few limitations that make it not the most appropriate model for multiband spectrum sensing and access problems. First, and most importantly, the state of an arm can change only when it is played. Second, only one arm can be played at a time. In multiband spectrum sensing and access problems, the state of a frequency band depends on the PU activity and, hence, it can change at any time regardless of SU actions. Furthermore, the SUs may have the capability to sense or access multiple frequency bands simultaneously depending on the transceiver front-end properties. In the following, we focus on restless multiarmed bandit problems that remove both of these limitations.

RESTLESS MULTIARMEED BANDIT PROBLEMS

The restless multiarmed bandit problem is a generalization of the classical multiarmed bandit problem in which the decision maker may simultaneously play multiple \( L \leq K \) arms and the nonplayed arms may change state and give rewards [63]. This complicates the problem significantly and renders the Gittins index policy suboptimal. The problem is further complicated if the arms are dependent. In the following, we will, however, focus on restless multiarmed bandit problems in which the arms are independent. For this problem when the rewards and state transition probabilities are known, Whittle proposed in [63] an index policy based on a Lagrange multiplier approach that is optimal for the average expected reward over the infinite horizon condition under a relaxed constraint that the average number of played arms is equal to \( L \). However, calculating the Whittle indices may be very difficult in practice. Moreover, the problem may not even be indexable, i.e., the ordering of the arms given by the Whittle index may not be consistent and thus meaningful. In the following, we will illustrate through an example [29] how the single-user multiband spectrum sensing and access problem can be formulated as a restless multiarmed bandit problem.

WHITTLAND INDEX POLICY FOR SINGLE-USER MULTIBAND SPECTRUM SENSING

In [29], a single-user multiband spectrum sensing problem is formulated as a restless multiarmed bandit problem with \( N_N \) arms each corresponding to a single PU frequency band. The SU senses \( K \leq N_N \) frequency bands in each time slot (either sequentially or simultaneously). For the vacant frequency bands, the user receives a reward equal to the transmission rate \( r_i \), \( i = 1, …, N_N \) that is in general different for every frequency band. For the other frequency bands, the reward is zero. Sensing is assumed to be error free. The goal of the SU is to maximize the reward over the infinite time horizon; two performance criteria are considered in [29]: the expected discounted reward over the infinite horizon and the expected average reward over the infinite horizon. The PU occupancies on the frequency bands are modeled using independent Markov chains with two possible states [vacant (1) and occupied (0)] and known state transition probabilities \( (P_0, P_1) \), \( i = 1, …, N_N \); see Figure 6. The user observes the frequency band states only after sensing and, hence, needs to infer the state from its past decisions and observations to make decisions. The conditional probability that a frequency band is in state 1 given all past decisions and observations is a sufficient statistic [55]. The vector of conditional probabilities is referred to as the belief vector \( \Omega = [\omega_1, …, \omega_{N_N}] \). The belief \( \omega_i \) that the frequency band \( i \), \( i = 1, …, N_N \) is vacant can be updated recursively [29]

\[
\omega_{i+1}^n = \begin{cases} 
P_{1i}^n, & \text{i sensed vacant,} \\
(1 - \omega_i^n) P_{1i}^n, & \text{i not sensed.} 
\end{cases}
\]

Consequently, the state of the \( i \)th arm at time \( n \) is given by the belief state \( \omega_i \). This restless multiarmed bandit problem is shown to be indexable in [29]. Moreover, the Whittle index has been obtained in [29] in closed form for both of the reward criteria.

This problem can also be viewed as a POMDP with independent frequency bands. A more general POMDP formulation of single-user spectrum sensing and access with possibly correlated frequency bands can be found in [12] and [65] where an optimal solution with known state transition probabilities is also derived. In addition, a scenario with nonideal sensing is considered. In both cases, the computational complexity of the optimal solution grows exponentially with the number of frequency bands [65].

In general, calculating the Whittle index requires full knowledge of the transition probabilities \( P_{1i} \) and \( P_{0i} \) as well as the rewards \( r_i \). However, for i.i.d. arms (i.e., all arms have equal transition probabilities and rewards), the Whittle index policy has been shown in [29] to be equivalent to a myopic (greedy) policy.

MYOPIC SPECTRUM SENSING POLICIES

A myopic policy chooses at each time the action maximizing the expected immediate reward while fully ignoring the impact on any future rewards [1], [30], [66]. Thus, there is no exploration. A myopic policy is always exploiting the action that gives the highest expected reward. The myopic action \( \hat{a}_n = [\hat{a}_1, …, \hat{a}_{N_N}] \), \( \hat{a}_i \in [0, 1] \) for sensing \( M \) frequency bands at time \( n \), is given by

\[
\hat{a}_n = \arg \max_{a_n} \sum_{i=1}^{N_N} \omega_i^n r_i, \text{ s.t. } \sum_{i=1}^{N_N} a_i^n = M, \tag{19}
\]

where \( \omega_i^n \) is the belief state of frequency band \( i \), \( a_i^n = 1 \) denotes that frequency band \( i \) is sensed, and \( a_i^n = 0 \) does the opposite. If the arms are i.i.d., the myopic policy admits a queue structure that depends only on the ordering of \( P_{1i} \) and \( P_{0i} \) [30], [66]. The ordering of the frequency bands is maintained with a queue, and at each
time, the $M$ frequency bands at the head of the queue are sensed. Hence, the belief states do not need to be updated, and the exact values of state transition probabilities are not needed. Only the ordering of $P_{11}$ and $P_{01}$ has to be known. This makes the myopic policy computationally very efficient to employ in practice. Figure 7 depicts the queue structure of the myopic policy.

For positively correlated ($P_{11} \geq P_{01}$) i.i.d. frequency bands, the myopic sensing policy is optimal for any $M$ [1], [66]. This optimality holds for discounted expected reward over finite and infinite horizons and for average expected reward over the infinite horizon [1]. For negatively correlated ($P_{11} < P_{01}$) i.i.d. frequency bands, the myopic sensing policy has been shown in [1] to be optimal for $N_B = 2$ and $N_B = 3$ and $M = 1$ but, in general, not optimal for $N_B > 4$.

All of the results are under the assumption of error-free sensing. The myopic policy with imperfect sensing has been considered in [30]. In this case, the myopic policy follows the same queue structure as in the case of perfect sensing under a certain condition on the false alarm probability. Moreover, it remains optimal at least for $N_B = 2$ [30]. The performance of the myopic policy in [66] is evaluated in the next section (Figure 8).

**UPPER CONFIDENCE BOUND ALGORITHMS FOR SPECTRUM SENSING AND ACCESS**

A branch of bandit problem research has focused on deriving index policies based on upper confidence bounds for multiarmed bandits with unknown state transition probabilities and rewards [2], [8], [40]. Most of this work assumes that the rewards for each

![Figure 7](image_url)  
**FIG7** The structure of the myopic sensing policy for i.i.d. frequency bands when (a) $P_{11} \geq P_{01}$ and (b) $P_{11} < P_{01}$ [30].
arm are i.i.d. over time, albeit in general different for each arm. However, the ideas and the corresponding policies can be used also with other types of reward distributions such as Markovian rewards. The goal of these policies is to find the best arm producing the highest average rewards. In these policies, the index for each arm consists of the average reward and a confidence term. The confidence term grows as a function of time and reduces when the arm is played. For example, in [40], a single-user spectrum sensing policy was proposed that proceeds as follows:

1) Sense each frequency band, \( i = 1, ..., N_B \), once. Thus, \( n = N_B \).
2) For \( n > N_B \) sense, the band with the highest index

\[
I_{i,n} = \frac{r_{i,n} + \sqrt{\ln(n) / n_i}}{n_i}, \quad i = 1, ..., N_B,
\]

where \( r_{i,n} \) is the average obtained reward for frequency band \( i \) (the rewards \( r_{i,n} \) are assumed to be bounded in \( [0, 1] \), \( \forall i, n \)) and \( n_i \) is the last time instant when band \( i \) was sensed.

We can observe from (20) that the role of the second term on the right-hand side is to promote exploration of suboptimal frequency bands at least occasionally and, thus, obtain a desired balance between exploitation and exploration. In this case, the time difference between two sensing instances of a suboptimal frequency band grows exponentially in time. This also means that the policy asymptotically achieves a logarithmic order of weak regret [40]. Asymptotically logarithmic order of regret is the optimum that can be achieved for i.i.d. rewards [24]. Note, however, that in weak regret the loss in performance is not compared to the globally optimal policy [66], but rather to the myopic policy [66].

**Figure 8** shows a performance comparison of several different upper confidence bound algorithms and the myopic policy [66] for multiband single-user spectrum sensing. The results show that the upper confidence bound algorithms are good for scenarios in which there is one dominating frequency band, while in scenarios with i.i.d. frequency bands with Markovian rewards, other policies, such as the myopic policy [66], are more suitable.

**DECENTRALIZED MULTIUSER SENSING AND ACCESS POLICIES BASED ON BANDIT PROBLEMS**

Although bandit problems are best suited for modeling and solving multiband single-user sensing and access problems, they can also be used in multiuser sensing and access problems. In [28], decentralized multiuser and multiband sensing and access policies have been proposed based on upper confidence bounds as well as on deterministic sequencing of exploration and exploitation. The SU operate independently without constant information exchange but possibly with some preagreement about sharing the frequency bands. The requirement for preagreement can be relaxed with randomization during exploitation that results in a bounded loss in performance [28]. Thus, the proposed policy achieves logarithmic order of weak regret even without preagreement [28]. Collisions are assumed to occur when multiple SUs try to sense and access the same frequency band at the same time. Moreover, the users are assumed to be able to detect collisions, which, in practice, is difficult to achieve.

**REINFORCEMENT LEARNING**

Reinforcement learning is a trial-and-error machine-learning approach in which the decision maker, called the **agent**, observes the state of the environment and chooses actions that lead to rewards and new states. Actions leading to desired outcomes are given higher rewards, which reinforce these actions, thus making them more likely to be chosen again in similar situations in the future. Consequently, in reinforcement learning, the agent or agents are faced with the exploitation versus exploration tradeoff, i.e., whether to exploit the current best action or to explore other actions in hope of finding a better one. Single-user reinforcement learning problems can be modeled as MDPs while multiagent reinforcement learning problems can be modeled using stochastic games. Bandit problems comprise one of the simplest reinforcement learning problems.

**SINGLE-AGENT REINFORCEMENT LEARNING**

The goal of single-agent reinforcement learning is for the agent to learn a policy that optimizes the cost function, such as the expected sum of discounted rewards (9). One way of achieving this is to learn an optimal action-value function. The action-value function \( Q(s, a) \) evaluates the value of each action in a given state. It is defined as the expected return of taking an action \( a \) in state \( s \) and then following policy \( \pi \), i.e.,

\[
Q^\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{k=0}^\infty \gamma^k r_{s,k+1} | s_0 = s, a_0 = a \right].
\]

The optimal action-value function \( Q^* \) satisfies the Bellman optimality equation [56, p. 76]

\[
Q^*(s, a) = \max_a Q^*(s, a) = \sum_{s' \in S} P(s' | s, a) [r(s, a, s') + \gamma \max_{a'} Q^*(s', a')],
\]

where \( r(s, a, s') \) is the reward function. Once the agent has computed the optimal action-value function \( Q^* \), it can employ the greedy policy, which always chooses the action maximizing \( Q^* \) in the current state, i.e., \( \hat{a} = \arg \max_a Q^*(s, a) \), to achieve its goal.

One of the key concepts in reinforcement learning is temporal-difference learning, and \( Q \)-learning [62] is its most celebrated algorithm. \( Q \)-learning is a model-free off-policy temporal-difference learning algorithm. The action-value updates of \( Q \)-learning for each state-action pair are given by
\[ Q_{n+1}(s_n, a_n) = Q_n(s_n, a_n) 
+ \alpha_n \left[ r_{n+1} + \gamma \max_{a'} Q_n(s_{n+1}, a') - Q_n(s_n, a_n) \right], \]

(23)

where \( \alpha_n (0 < \alpha_n \leq 1) \) is a step size parameter (learning rate). The action-value function update of \( Q \)-learning is given by the temporal difference between the current estimate \( Q_n(s_n, a_n) \) and the target value \( r_{n+1} + \gamma \max_{a'} Q_n(s_{n+1}, a') \) multiplied by the step size \( \alpha_n \). Hence, knowledge of the state transition probabilities and the reward function is not required. The action-value function of \( Q \)-learning approximates the optimal action-value function \( Q^* \) regardless of the followed policy. Thus, \( Q \)-learning is an off-policy temporal-difference algorithm.

In \( Q \)-learning, the policy followed can essentially be any policy as long as all state-action pairs are visited infinitely many times. Opposite to this are on-policy algorithms in which the action-value function updates are based on the policy followed by the agent and the state-action pairs visited. Sarssa [48] is an example of an on-policy temporal-difference algorithm. The action-value updates of the one-step Sarssa algorithm are defined by

\[ Q_{n+1}(s_n, a_n) = Q_n(s_n, a_n) 
+ \alpha_n \left[ r_{n+1} + \gamma Q_n(s_{n+1}, a_{n+1}) - Q_n(s_n, a_n) \right]. \]

(24)

The update is given by the temporal difference between the \( Q \)-values of two consecutive state-action pairs visited by the algorithm at times \( n \) and \( n+1 \) multiplied by \( \alpha_n \).

The convergence of the action-value function \( Q_n \) to the optimum \( Q^* \) in stationary environments has been established for \( Q \)-learning in [62] and for one-step Sarssa in [54]. The convergence to \( Q^* \) is guaranteed with probability one if the agent employs a lookup-table to store the \( Q \)-values for every state-action pair, visits every state-action pair infinitely many times, and the step size parameter is chosen such that \( \sum_{n=0}^{\infty} \alpha_n = \infty \) and \( \sum_{n=0}^{\infty} \alpha_n^2 < \infty \). Furthermore, to ensure the convergence of one-step Sarssa, the learning policy must become greedy in the limit.

Thus, both \( Q \)-learning and Sarssa require a learning policy that balances exploitation and exploration. The \( \epsilon \)-greedy action selection is one of the most commonly employed policies in \( Q \)-learning and Sarssa. It is a simple method that balances between exploitation and exploration by selecting the action that maximizes the action-value function, i.e., \( a' = \arg \max_a Q(s, a) \), with a probability \( 1 - \epsilon \), or a random action, uniformly, with probability \( \epsilon \) regardless of the action-value function estimates. Another commonly employed simple action selection method is the softmax action selection method. The softmax method chooses action \( a \) in state \( s \) with probability

\[ \pi(s, a) = \frac{\exp(Q(s, a)/\tau)}{\sum_{a' \in A} \exp(Q(s, a')/\tau)}, \]

(25)

where \( a \in A \) and \( \tau \) is a positive temperature parameter controlling the weighting of different actions. Low temperatures increase the differences in the action selection probabilities, while high temperatures cause all actions to be almost equiprobable. In the limit, when \( \tau \to 0 \), the softmax method corresponds to greedy action selection, and when \( \tau \to \infty \), the actions are selected randomly from a uniform distribution.

In practice, the learning environment in cognitive radio applications is usually nonstationary. Thus, the goal is to track a nonstationary state of the spectrum. A practical approach is to use a constant step size \( \alpha_n = \alpha, \forall n \). A constant step size does not satisfy the previously described conditions for convergence. However, it guarantees that the more recent samples have larger weights than the ones in the distant past, which facilitates tracking the solution of a nonstationary problem. In addition, it is important to continue to explore in nonstationary environments. This can be accomplished, for example, by employing the \( \epsilon \)-greedy algorithm with a constant nonzero \( \epsilon \).

MULTIAGENT REINFORCEMENT LEARNING

A multiagent reinforcement learning problem can be formulated as a stochastic game. In reinforcement learning, the players of the stochastic game are called agents, as in the single agent case. A multiagent reinforcement learning problem is much more complicated than a single-agent reinforcement learning problem. In a multiagent reinforcement learning problem, the rewards and state transitions depend, in general, on the joint actions of all the agents. Thus, the objective function, e.g., the expected sum of discounted rewards in (9), depends also on the joint actions of all the agents. Hence, the agents have to adapt their own policies not only to the environment but to the other agents’ policies as well.

Multiagent reinforcement learning problems can be either noncooperative or cooperative. If the reward functions of the competing agents sum to zero, the problem is fully competitive. If the interests of the different agents are fully aligned, the reward functions are identical for all agents and the problem is fully cooperative. Problems without any restrictions on the reward functions of the agents are the most general ones and can have elements of both competition and cooperation. Most of the existing multiagent reinforcement learning algorithms are based on \( Q \)-learning [7]. Different algorithms include different levels of coordination in both learning algorithm and action selection. In cooperative problems, the level of coordination among the agents has a significant effect on both the stability of the learning process and the adaptation to the other agents’ policies. The level of coordination depends also on the application and its restrictions. In some tasks, there may be explicit coordination in the form of pre-established preferences toward certain joint actions, or actions may, e.g., be selected in turn and
MULTIAGENT REINFORCEMENT LEARNING FOR DISTRIBUTED MULTIBAND SPECTRUM SENSING

In [34], the multiuser multiband spectrum sensing problem is formulated as a partially observable stochastic game among the SUs. The proposed game consists of a group of SUs, a set of possible PU states (idle or occupied for each frequency band), a set of possible actions (which band to sense for each SU), observations corresponding to sensing decisions for the sensed frequency bands, a state transition function, reward functions (the number of frequency bands sensed vacant), and observation (sensing decision) probability functions. In the proposed formulation, the SUs cooperate to maximize the expected amount of (discounted) vacant spectrum found locally at each SU under a constraint on the probability of PU detection. The SUs may sense only a subset of the frequency bands in each sensing period. Moreover, the SUs employ local detection algorithms subject to decision errors. These two limitations make the PU state only partially observable.

The cooperation among the SUs is achieved through local interaction in [34]. The SUs exchange information for two reasons. First, the SUs exchange their local sensing statistics to enable collaborative distributed detection. Second, the SUs exchange the indices of the frequency bands they are going to sense in the next sensing period to coordinate their actions.

The proposed cooperative multiagent reinforcement learning approach is based on Sarsa with linear function approximation. In the action-value function $Q(s, a)$ is approximated with a linear function. In [34], the linear function is given by

$$Q^i_n(\omega_n^i, a_n^i) = (\theta^i_n)^T f(\omega_n^i, a_n^i) = \sum_{i=1}^{N_s} \theta^i_n f_i(\omega_n^i, a_n^i),$$

where $\theta^i_n$ is a parameter vector and $f(\omega_n^i, a_n^i)$ is a feature vector depending on the belief state $\omega_n^i$ and the actions of SU $k$ and its neighbors. The belief state $\omega_n^i$ indicates SU $k$'s belief that each frequency band is vacant. The actions $a_n^i$ correspond to the indices of the frequency bands sensed by SU $k$ and its neighbors. The belief state update follows a similar form as (18) but is more complicated since it also takes into account the probabilities of detection errors and involves learning the state transition probabilities. The feature value depends on both the SU's belief that the spectrum is vacant and the probability of a false alarm, and is given by [34]

$$f_i(\omega_n^i, a_n^i) = \omega_n^i \cdot h \left( I_{\omega_n^i} - I_{\omega_n^i}^n \right) + \sum_{j \notin G_k} I_{\omega_n^i}^j,$$

where $h(m) = 1 - p_{a,m}$, with $p_{a,m}$ the false alarm probability obtained with $m$ SUs sensing, and $I_{\omega_n^i}^j$ is an indicator function having value 1 if $a_n^i = j$ and 0 otherwise. Thus, the argument of the function $h$ is the number of SUs in group $k \cup G_k$ sensing the frequency band $i$ in the time slot $n$ where $G_k$ denotes SU $k$'s neighbors.

The obtainable false alarm probability depends on the propagation environment and the local sensing algorithm. In difficult propagation environments, a larger number of SUs is required to achieve a low probability of false alarm. As a result, the SUs also try to learn the optimal level of sensing cooperation for each frequency band in each particular location so that the expected amount of idle spectrum found is maximized.

Approximating the action-value function $Q$ with a linear function transforms the problem of learning the action-value function $Q$ to the problem of learning the parameter vector $\theta_n$. In [34], the learning algorithm is gradient-descent-based Sarsa with $\epsilon$-greedy action selection.

Figure 9 shows the spectrum sensing performance of the learning approach proposed in [34] in a cognitive radio scenario with ten cooperating SUs and seven PU frequency bands in both AWGN and Rayleigh fading PU to SU channels.

OTHER REINFORCEMENT LEARNING-BASED SENSING AND ACCESS POLICIES

In [42], a single-agent reinforcement learning-based cooperative multiuser and multiband sensing policy is proposed. The proposed sensing policy consists of two stages both coordinated by an FC. In the first stage, the goal of the FC is to choose the frequency bands with the highest expected throughput for sensing to maximize the throughput of the cognitive radio network. In
the second stage, the FC assigns the SUs to sense the frequency bands selected in the first stage such that the probabilities of missed detection are minimized on the chosen frequency bands. The learning approach employed in [42] uses single-state Q-learning with ε-greedy action selection.

In [32], a cooperative single-band sensing approach based on single-agent temporal-difference learning is proposed. The goal of the FC controlling the sensing policy is to find an optimal subset of SUs to perform sensing in an optimal sequential order so that the reporting delay and overhead are minimized.

CONCLUSIONS AND FUTURE DIRECTIONS
In this article, we have provided an overview of spectrum exploration and exploitation methods for cognitive radio systems. In the first part of the article, we provided a brief introduction to advanced spectrum sensing techniques, such as distributed detection, SD, and quickest detection. Distributed detection is important for mitigating propagation effects and, thus, improving the reliability of spectrum sensing. Sequential and quickest detection techniques aim at minimizing the time spent in sensing a particular frequency band and, hence, facilitate using more time for transmissions and increase the throughput. In the second part of the article, we presented various different approaches for spectrum sensing and access policy design in cognitive radio networks. We have shown how to formulate the spectrum sensing and access problems as MDPs or using game theory. We have provided brief introductions to dynamic programming, bandit problems, reinforcement learning, and game theory, and have reviewed the various state-of-the-art spectrum sensing and access policies based on these techniques.

This tutorial article shows that considerable advancement has been achieved in recent years in the field of flexible spectrum use. However, further progress is still needed to fully realize the goal of secondary opportunistic spectrum use and efficient spectrum exploration and exploitation. We expect the following three important design aspects to play a major role in the future development of joint spectrum sensing and access algorithms and methods:

1) Dynamic problem formulation: The radio-frequency spectrum is a time-varying resource. Thus, dynamic game-theoretic models, such as stochastic games, will play an important role in modeling realistic multiuser spectrum sensing and access problems.

2) Partial observability and other limitations: In practical cognitive radio systems, the SUs operate with limited resources. This results in partial observability of the spectrum state. Furthermore, the observations are subject to errors. Taking these aspects into account and analyzing how they will affect the performance of learning algorithms and various other approaches will be vital to the development of practical systems.

3) Spatial dimension and location dependence: The radiofrequency spectrum is space–time–frequency varying. Thus, in a reasonable size cognitive radio network, the spectrum state will inevitably be different at different parts of the network. How to acquire location information and fully exploit spatial diversity are crucial for interference management as well as maximal exploitation of spectrum opportunities.

In addition to these design issues, issues that require further attention are the coexistence of various heterogeneous SU networks and computational complexity and energy-bandwidth efficiency of multiuser cooperative spectrum sensing and access policies. Furthermore, time synchronization and temporal allocation of resources in finding and accessing idle spectrum are important issues in managing the complicated problem of flexible spectrum use.

Finally, we note that, in this article, we could only provide short introductions to the many interesting and important techniques for spectrum sensing and access. More comprehensive treatments of the different techniques introduced in this article can be found in [3], [5], and [17].
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Anyone who has served as a technical program committee (TPC) chair for a conference (or program manager for a funding agency) understands that paper (or proposal panel) review assignment is a demanding job that takes a lot of time, and reviewers are rarely satisfied with the end results. This article presents signal processing tools for two critical “mass assignment” tasks: assigning papers (or proposals) to reviewers in a way that matches reviewing expertise to scientific content while respecting the reviewers’ capacity constraints and splitting accepted papers (or submitted proposals) to sessions (panels) while adhering to session (panel) capacity constraints. The basic idea is to use feature vectors to represent papers and reviewers. Features can be key words or phrases (e.g., optimization or sensor networks) or other types of attributes (e.g., timeliness). This viewpoint enables optimal assignment problem formulations that make sense from a scientific and practical point of view. While optimal solutions are hard to compute for a large number of papers and...
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reviewers, high-quality approximate solutions of moderate complexity are developed here using familiar signal processing and optimization tools. These algorithmic solutions easily outperform days of expert manual work as demonstrated in experiments with real conference data.

The credibility of our scientific enterprise relies heavily on the peer-review system. Whereas many contributions are eventually still individually judged (e.g., when submitted for journal publication), there are at least two important modes of mass peer review at the center stage of scientific innovation: proposal review panels and conference reviewing. Paper and proposal review assignment is a difficult and tedious job that takes a lot of time, and, despite good intentions, often results in some awkward assignments.

A TPC chair’s job includes 1) assigning reviewers to each paper, making every effort to match reviewing expertise to paper content while respecting the reviewer capacity constraints; 2) reading the submitted reviews and making an accept/reject decision for each paper, keeping in mind the target acceptance rate and the number of papers that can be presented at the conference; and 3) splitting the accepted papers into sessions, such that each session has a coherent theme, while adhering to session capacity constraints. The latter is the paper-to-session assignment problem. A program manager’s job likewise includes 1) splitting the list of submitted proposals into smaller thematic batches to be assigned to review panels while adhering to panel capacity constraints (the proposal-to-panel assignment problem), 2) selecting reviewers to invite for each panel, and 3) assigning panelists to each proposal, trying to match reviewing expertise to the proposal content while respecting the panelist capacity constraints.

Given the difficulty and effort it takes to effectively solve these assignment problems, it is hard to believe that most TPC chairs and many program managers still operate without using the appropriate algorithmic aids to get the job done faster and better. There are two main reasons for this: 1) it is hard for a machine to nail down the essence of a submitted research paper or proposal and make a scientifically sound call on what is an appropriate set of reviewers, and 2) conference- or program-specific constraints require custom coding.

Generic computerized assignment algorithms (e.g., Cyberchair) are available, but these rely on reviewing “bids” or preference ratings, or a scalar similarity score between the contents of each paper and the expertise of each reviewer. Given the similarity (or affinity) paper-reviewer matrix, an assignment that maximizes the total affinity can be formulated as an integer linear programming problem. This formulation has been shown to be a totally unimodular program, which implies that an optimal solution can be computed at a modest complexity [1]; see also [2]. Using reviewer preferences for assignment certainly keeps the reviewers happy; however, it has two important pitfalls.

1) Each paper or proposal usually requires multiple types of expertise for proper review. For example, a paper on cross-layer resource allocation in wireless networking requires expertise in physical layer wireless communication, optimization, and networking. Using an aggregate preference or similarity score per reviewer can (and does) result in assignments where no reviewer covers a certain aspect of the paper (e.g., networking). This is, of course, highly undesirable, as already noted in some earlier work on automated review assignment [1], [3], [4]. A typical situation is depicted in Figure 1, which clearly shows the deficiency of total similarity/affinity score-based assignments. [While it is conceptually possible that one might be able to judiciously design a paper-reviewer score matrix that prohibits such bad assignments when used in conjunction with the totally unimodular programming approach in [1] and [2], this seems like a daunting task. Entry \((p, r)\) of such a matrix should not only depend on the feature vectors of paper \(p\) and reviewer \(r\); it should be a function of the feature vectors of potentially all papers and all reviewers.]

2) Reviewers tend to down-weight past experience in favor of their current interests when clicking on topical areas to summarize their expertise and generally bid to review papers or proposals that are close to their current interests, “in fashion,” or from well-known researchers, without regard to the collective reviewing needs of the conference or panel. The TPC chair or program manager often has to tap a reviewer’s past expertise to...
VISUALIZING PAPERS AND REVIEWERS

The number of key words/features used to describe papers and reviewers will typically be in the order of dozens, making it hard to visualize the distribution of papers and reviewers in a feature space. One approach is to compute the first two or three principal components and project those points onto the principal subspace for visualization. Another tool that is commonly used for visualization is multidimensional scaling (MDS). Given a matrix of pairwise distances between \( m \) objects, MDS computes a map of \( m \) points in two-dimensional (2-D) or three-dimensional (3-D) space that approximately preserves the given distances.

Figure S1 shows 2-D MDS maps of points corresponding to papers and reviewers from the Signal Processing for Communications and Networking Technical Committee (SPCOM TC) track of the International Conference on Acoustics, Speech, and Signal Processing (ICASSP) 2009, for which Nicholas D. Sidiropoulos served as TPC chair. The dimension of the vector space is \( N = 44 \)—that is, there are 44 key words, and each paper or reviewer is represented by a (sparse) \( 44 \times 1 \) vector. Figure S1 shows a map of (a) papers, (b) reviewers, and (c) a joint map of papers and reviewers. Notice how papers are clustered in (a), but this is not evident from the joint map (c). The reviewers are almost uniformly scattered, which speaks for the difficulty of optimal assignment: real data do not nicely fall in clusters. This situation is typical in our experience.

![FIGS1](a) An MDS visualization of papers, (b) reviewers, and (c) joint papers and reviewers.

ensure a fair and unbiased assignment to the extent possible. These factors are very difficult to capture by reviewing preferences or aggregate similarity scores.

The first step toward a more pragmatic approach is a multidimensional description of each reviewer and each paper or proposal, in a common feature space that captures the essential dimensions of expertise for the specific scientific domain. In other words, we advocate viewing reviewers and papers/proposals as points in a higher-dimensional vector space. The canonical coordinates in this vector space are key words or phrases used to represent papers and reviewers (e.g., optimization or sensor networks), or other types of attributes (e.g., timeliness). This concept is illustrated in Figures 2 and 3, and it is central to our approach (see also “Visualizing Papers and Reviewers”). Note that feature vectors are widely used in the machine-learning literature; see, e.g., [5] and [6].

The list of keys for the papers (dimensions of the feature vector) can be produced as follows:

- The list can be prepared by the TPC chair before submission, in which case authors can mark the features relevant to their paper at the time of submission. This would correspond to a refined Editors’ Information Classification Scheme.
- They can be compiled by taking the union of standard plus free-text key words provided by the authors at submission time, followed by stemming to consolidate synonyms.
- They can be parsed from the list of submitted paper titles.

This parsing can be done manually by the TPC chair (for up to a few hundred papers—a seasoned chair can process about three papers per minute), or it can be automated using text retrieval tools and consolidation tools. Natural language processing will likely be helpful in this context, but this remains to be seen in practice. At any rate, spending a couple of hours producing a list of keys and marking papers is far less than what is needed for producing a well-rounded technical program from the list of accepted papers, let alone producing a scientifically sound review assignment.

Most conferences and workshops recur annually or periodically; therefore, a prepared list of key words for the previous edition can serve as an excellent starting point for the next one, with the addition of a few key words for emerging topics and possible deletion or consolidation of those that are obsolete.

Drawing upon this multidimensional description of papers and reviewers, this article aims to present signal processing tools for paper-to-reviewer assignment and paper-to-session assignment. We examine these two problems in the remainder of this article.

A PRIOR ART

PAPER-TO-REVIEWER ASSIGNMENT

In addition to the key works [1], [9] and related follow-up work, such as [2], there are several more references on mass review.
assignment, e.g., [10] and the references therein. Those that are related to our viewpoint are reviewed in this article. Our vector space viewpoint of review assignment is implicit in [3], which considered representing each reviewer and each proposal with a list of key words or terms in a common term space and proposed evaluating reviewing assignments and making additional reviewer recommendations by measuring how the assigned reviewers collectively cover a proposal’s key words; see also later work in [4]. The work of Hettich and Pazzani [3] is in fact a lucid and very insightful account of lessons learned in designing and implementing an early review aide system at the National Science Foundation (NSF) several years ago. What is missing from [3] (and [4]) is formulating review assignment as a joint optimization problem subject to reviewing capacity constraints, addressing complexity issues, and coming up with suitable algorithms to solve it. Instead, a simple greedy hill-climbing approach to making individual recommendations one reviewer at a time is discussed in [3]. Paper-to-session/proposal-to-panel assignment is not discussed at all in [3] and [4].

Today, several NSF program managers use a tool developed in [11] for review assignment. The approach in [11] is based on panelist reviewing preferences and uses a generalized assignment formulation with a branch-and-bound solution technique that is complex for large problems; however, it is tailored for the NSF panel review and complexity is not a major issue for modest panel sizes. On the other hand, it does not account for the need to cover all bases in reviewing a particular proposal or the bias that is typical in reviewing preferences. Additional work related to review assignment can be found in [12]; see also [13] for a recent overview of assignment problems.

PAPER-TO-SESSION ASSIGNMENT

Fitting the accepted papers into sessions is a clustering problem under equality constraints on the number of points per cluster—because each session has a fixed capacity. In this article, we focus on clustering using a centroid model, in which each cluster is represented by a single mean vector, and we have a given number of data points per cluster. In our context, each cluster corresponds to a session, and its centroid reflects the key words that are dominant in that session, thereby serving as a crude session title (which can be polished later by the TPC chair). The traditional signal processing and computer science literature treats clustering mostly using the well-known k-means algorithm [14], which cannot be directly applied in our context due to the presence of the session capacity constraints. Modifications of k-means to account for must-link/cannot-link constraints are discussed in [15], distance-type constraints on the cluster centers are discussed in [16], and lower-bound constraints on the number of points per cluster are discussed in [17]. As an alternative to alternating optimization-based k-means, approximation algorithms based on convex (semidefinite) optimization [18] are also known; see, e.g., [19] and the references therein.

Our formulation of paper-to-session assignment can be called a capacitated k-means problem. Whereas the general literature on clustering is immense [20], [21], we did not find any prior work on capacitated k-means, likely because there is no motivation to specify cluster sizes a priori in most applications of unsupervised clustering—where we typically know little about the clusters we are trying to find. Imposing a lower bound on cluster size may seem reasonable to avoid degeneracy, but an upper bound does not make sense in most other applications.

In practice, paper-to-reviewer assignment naturally precedes paper-to-session assignment. Paper-to-reviewer assignment is more challenging than paper-to-session assignment because there are typically many more papers submitted than accepted and many more reviewers than sessions in the final program. Furthermore, paper-to-reviewer assignment quality is more important from a scientific and ethical point of view. Yet the paper-to-session assignment problem is important and hard in its own right (we will show that it is NP-hard, in fact). There is also something special about the paper-to-session assignment problem: it is near and dear to our signal processing hearts. We will show how to modify k-means to account for strict cluster capacity constraints and produce a very practical and efficient low-complexity algorithm. We will also develop a more sophisticated one-shot approximation that can be used in smaller paper-to-session assignment problem instances. For these reasons, and despite the conceptual order of the two problems, we will start from the paper-to-session assignment problem. Before proceeding to the mathematical formulations, we first briefly review the mathematical tools that will be used.

MATHEMATICAL PRELIMINARIES

Assignment problems are optimization problems of a combinatorial nature; some have a special structure that enables efficient solution, while others are provably hard, even though they may not look all that different at first sight. The good news is that some of these problems can be well approximated (albeit not optimally solved) using convex optimization tools.

One way to deal with an optimization problem that is hard to solve is to efficiently obtain an approximate solution through convex relaxation. This comprises two steps (if the cost function of the original problem is not convex, then an additional transformation is required). In the first step, one replaces the feasible region of the original problem with a convex superset (hence the term relaxation); then the resulting problem is solved using convex optimization algorithms. In the second step, one converts the solution of the relaxed problem into a good admissible solution for the original problem through suitable postprocessing. The postprocessing step involves projection of the solution of the relaxed problem (and possibly related candidates generated via randomization) onto the feasible set of the original problem. Obviously, the optimal value of the relaxed problem provides a bound on the optimal value of the original problem; one goal is to find the tightest such bound (make the relaxation as tight as possible), as this impacts the quality of the final solution. We now illustrate how the idea of convex relaxation applies to both paper-to-session and review assignment.

RELAXATION OF PAPER-TO-SESSION ASSIGNMENT

The main algorithm is given in the section “Proposed Algorithm for Paper-To-Session Assignment” and is based on alternating optimization; see [16] and the references therein. This is an iterative procedure for optimizing a cost function by alternating
representing a paper as a point (feature vector) in the key word space. In this illustration, the feature vector is Boolean, with 1 if the paper possesses the specific key word and 0 otherwise. As we explain in detail in the section “The Review and Assignment Problem,” the associated optimization problem has the following form:

\[
\begin{align*}
\text{minimize } & \mathbf{x}^T \mathbf{Q} \mathbf{x} \\
\text{subject to: } & \mathbf{C}_i \mathbf{x} \leq \mathbf{b}_i, \quad i = 1, \ldots, n + 1,
\end{align*}
\]

where \( \mathbf{Q} \) is a symmetric matrix and \( \mathbf{b} \) scalar quantities. Casting paper-to-session assignment as a QCQP is interesting since there are many tools available in the literature for quadratic optimization and they are well understood. The best convex relaxation bounds for (1) are based on semidefinite relaxation (SDR) [22]: one starts by 1) rewriting the quadratic cost in (1) as \( \text{Tr}(\mathbf{x}^T \mathbf{Q} \mathbf{x}) = \text{Tr}(\mathbf{Q} \mathbf{x} \mathbf{x}^T) \) (and similarly rewriting every quadratic constraint), and then 2) lifting the problem in a higher dimensional space using the change of variables. The rank-1 constraint is subsequently relaxed into a convex, positive semidefinite cone constraint [18], or even simply dropped, thereby producing a convex (relaxed) problem. This is the main idea of SDR—the details of the transformation along with the corresponding postprocessing step, which produces the final approximate solution, are described in the section “Gauging the Optimality Gap: Semidefinite Relaxation.”

**PAPER-TO-REVIEWER ASSIGNMENT**

As we explain in detail in the section “The Review and Assignment Problem,” the associated optimization problem has the following form:

\[
\begin{align*}
\text{minimize } & f(\mathbf{x}) \\
\text{subject to: } & \mathbf{A} \mathbf{x} \leq \mathbf{b}, \quad \mathbf{x} \in [0, 1]^n,
\end{align*}
\]

where \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is a convex piecewise linear function in the variables \( \mathbf{x} \in \mathbb{R}^n \), and \( \leq \) indicates componentwise inequality. The set defined by the inequality \( \mathbf{A} \mathbf{x} \leq \mathbf{b} \) is convex and is called a polyhedron [18]. Note that, even though the cost in (2) is convex, the design variables are Boolean, either zero or one. Boolean constraints are nonconvex constraints; in fact, it is often convenient to write them explicitly as quadratic equalities since \( x_i \in \{0, 1\} \iff x_i(1 - x_i) = 0 \).

In the first step, we produce the tightest convex relaxation (to be concise, the phrase “tightest convex relaxation” should be interpreted as “tightest relaxation in the class of Lagrangian relaxations”; see [18] of (2): it can be shown that this is tantamount to replacing the Boolean constraints on the \( x_i \) with the interval ones \( 0 \leq x_i \leq 1 \) [18, Ch. 5]. We refer to this relaxation as linear programming relaxation because the resulting problem can be cast as a linear program (LP). Since the relaxed solution is not guaranteed to be Boolean, in the second step (the postprocessing), we make use of the structure of \( \mathbf{A} \) and the nature of \( \mathbf{b} \) to efficiently compute the Euclidean projection of the relaxed solution onto the feasible set of (2). This is the main idea—we defer the details to the section “The Review Assignment Problem.”

**PAPER-TO-SESSION ASSIGNMENT: A CLOSER LOOK**

Recall from Figure 2 that we use feature vectors to represent papers. If \( N \) is the number of features (key words), then feature vectors are nonnegative vectors in \( \mathbb{R}^N \). Let \( \mathbf{p}_i \) be the \( N \times 1 \) feature vector for paper \( i \in I \equiv \{1, \ldots, I\} \), where \( I \) is the total number of

![Figure 2](image-url) Representing a paper as a point (feature vector) in the key word space. In this illustration, the feature vector is Boolean, with 1 if the paper possesses the specific key word and 0 otherwise.
(accepted) papers. Define the $N \times I$ matrix $P := \{p_1, \ldots, p_I\}$. The capacity of session $j \in J \equiv \{1, \ldots, J\}$ is denoted $c_j$; $\sum_{j=1}^J c_j = I$, i.e., the total number of accepted papers.

The design variables are the $N \times J$ matrix of session centers $S := \{s_1, \ldots, s_J\}$, where $s_j$ is the center (profile, or title) of session $j$; and the $J \times I$ paper-to-session assignment matrix $X$. The elements $X_{ij}$ of $X$ must satisfy the following constraints:

$$X_{ij} \in \{0, 1\}, \forall i \in I, j \in J, \quad (3a)$$

$$\sum_{j=1}^J X_{ij} = 1, \forall i \in I, \quad (3b)$$

$$\sum_{i=1}^I X_{ij} = c_j, \forall j \in J. \quad (3c)$$

Here, $X_{ij} = 1$ means that paper $i$ is assigned to session $j$. The constraint $\sum_{j=1}^J X_{ij} = 1$ ensures that paper $i$ will be assigned to the one and only one session, whereas $\sum_{i=1}^I X_{ij} = c_j$ enforces the capacity constraint for session $j$.

For brevity, let $A$ denote the set of matrices $X \in \mathbb{R}^{I \times J}$ that satisfy (3a)–(3c). With these definitions, the paper-to-session (or technical program optimization) problem can be posed as follows: assign papers to sessions (pick $X$) and find the appropriate “session titles” (pick $S$) to

$$\text{minimize} \|P - SX\|_F, \quad (4a)$$

subject to: $X \in A. \quad (4b)$

See “Distance Considerations” for a discussion on the choice of distance measure.

**DISTANCE CONSIDERATIONS**

Returning to (4),

$$\min_{X, S, K \in J} \|P - SX\|_F = \min_{X, S, K \in J} \sum_{i=1}^I \sum_{j=1}^J \|p_i - s_j \|_F,$$

the use of the Euclidean distance can be motivated as follows. Assume that the $p_i$'s are drawn from $J$ classes, with each class represented by a class mean, $s_j$. A paper drawn from class $j$ follows a multivariate Gaussian distribution $N(s_j, \sigma^2 I)$. Different papers are independently distributed, and we know the number of papers in each class (the session capacities). Then, maximum likelihood joint paper classification and class mean estimation reduces to the above formulation, as can be easily seen by taking the log-likelihood and invoking independence.

The Gaussian assumption/Euclidean distance can be motivated in many ways; a testament to its ubiquity is that classical $k$-means uses Euclidean distance. But there are many alternatives that might be worth investigating. If clusters appear to be oriented, then a Mahalanobis distance (quadratic form involving the inverse cluster covariance matrix) is more appropriate, but the cluster covariance(s) should be estimated as well. If the $p_i$'s can be modeled as probability mass functions, then the Kullback-Leibler divergence can be well-motivated; see also [40] for a tutorial overview of clustering with Bregman divergences.

A property worth pointing out explicitly is that any matrix feasible for (4) is row-orthogonal. To see this, define the vector of session capacities $c = [c_1, c_2, \ldots, c_J]^T$ and the $J \times J$ matrix $\Lambda = \text{Diag}(c)$, with the entries of the vector $c$ on its main diagonal and zero elsewhere. Then, we have that

$$X \in A \implies XX^T = \Lambda. \quad (5)$$

This observation will be useful on multiple occasions later on, in the problem transformations.

**REMARK 1**

Note that, in principle, one can place inequality constraints on the session capacities instead of the equality constraints (3c). Inequality constraints on the capacities make sense perhaps for poster sessions, but not for oral sessions, where a fixed number of papers should be presented. Although using inequalities instead of equalities is possible, the overall treatment of the problem (in particular, the material in the section “Gauging the Optimality Gap: Semidefinite Relaxation”) becomes more involved. We choose to work with equality constraints to simplify exposition; after all, the TPC chair can explore minor reallocations of poster session capacities by running the proposed algorithms a few times if so desired. Also note that collisions (an author having to present simultaneously in two parallel sessions) are usually handled at the end by permuting the order of the presentation of papers in oral sessions or manual reallocation to a different session if a poster presentation is involved. Such scheduling conflicts are usually rare and also depend on the metadata, such as who is the presenting author, and session time-scheduling, which in turn depends on the session content, the number of parallel tracks, room

In our numerical experiments, we have limited ourselves to using binary feature vectors, mainly because this is enough to capture the essence of the problems considered. Richer alphabets are needed to capture the degree of expertise required in each latent dimension—some papers may only need common expertise in a particular area, while others may demand much deeper understanding. If we stay with binary features, however, then a more natural metric is the Hamming distance $d_H(p, s) = \sum_{n=1}^N 1(p(n) \neq s(n))$. This corresponds to saying that the probability of drawing $p_i$ from class $j$ is $q^{d_H(p, s)}(1 - q)^{N-d_H(p, s)}$, for some $q < 0.5$, so the more likely vectors are those with few bit flips. If we also force the estimated $s_j$'s to be 0-1 binary, the Hamming distance reduces to $\ell_1$-distance, i.e., the sum of absolute values. Then, the conditional update of each $s_j$ is the elementwise median of the vectors in the cluster. Although not shown here, in many of these variations, the conditional update of $X$ given $S$ is also tractable, i.e., it reduces to a totally unimodular LP.

The appropriateness of any assumption and engineering design is ultimately judged by how well it performs in practice. Euclidean distance works well in our context, as illustrated in our experiments with real conference data.
capacities, etc. While it is possible to incorporate some of these aspects in the problem formulation, we prefer to keep the exposition simple and address the core problem instead.

**COMPLEXITY OF OPTIMAL PAPER-TO-SESSION ASSIGNMENT**

If we drop the session capacity constraints (3c) from (2), a classic $k$-means problem emerges. $k$-means is NP-hard; in loose terms, this means that we cannot expect to solve an arbitrary instance of $k$-means in time polynomial in the number of papers $I$. In the signal processing community, $k$-means is also known as vector quantization (VQ), usually dealt with using the celebrated (generalized) Lloyd–Max (GLM) [23], [24] or Linde–Buzo–Gray (LBG) algorithm [25], which is an alternating optimization procedure. The reason we usually resort to LBG is precisely because the problem is hard, and the LBG iteration offers an attractive simplicity-performance-complexity tradeoff. Proof that $k$-means is hard was only recently provided [26], [27].

Here, we are actually dealing with a restriction of the VQ/$k$-means problem due to the session capacity constraints, which will always be active. We show next that, unfortunately, this restriction is also an NP-hard problem. Given a feasible assignment $X$, let $I_j(X)$ denote the indices of papers falling in session $j$. Then,

$$
\min_{s \subseteq X} \| P - S X \|_F \iff \min_{s \subseteq X} \left\{ \min_{j \subseteq I} \| P - S X \|_F \right\} \iff \min_{j \subseteq I} \min_{s \subseteq X} \| p_j - s_j \|_F.
$$

The solution of the inner minimization for $s_j$ is clearly the mean of those vectors falling in session $j$. Setting $s_j$ equal to this mean, i.e., setting $s_j$ equal to

$$
\frac{1}{|I_j(X)|} \sum_{i \in I_j(X)} p_i,
$$

it can be easily shown by expanding the squares that

$$
\sum_{j \subseteq I} \| p_j - s_j \|_F^2 = \frac{1}{2 |I_j(X)|} \sum_{j \subseteq I} \sum_{k \subseteq I \setminus j} \| p_j - p_k \|_F^2.
$$

where $\cdot$ denotes cardinality. If all session capacities are equal, we may thus use the following criterion instead:

$$
\min_{X} \sum_{j \subseteq I} \sum_{k \subseteq I \setminus j} \| p_j - p_k \|_F^2,
$$

which is to be optimized over $X \in \mathcal{A}$. This is now what is known as the *minimum $k$-clustering sum problem* (in our context $J$ plays the role of $k$), which is in the list of NP-hard problems [28]; see also [29]—The poor TPC chair souls were right all along.

**Claim 1**

Technical program optimization (paper-to-session assignment, capacitated $k$-means) is NP-hard.

The implication is that we cannot expect to solve an arbitrary instance of (2) in complexity polynomial in the number of papers $J$. It has been shown in [29] (see also [28]) that the minimum $k$-clustering sum problem can be approximated within a factor of 2—but the algorithm that provides this approximation guarantee has exponential complexity in $J$. Since $J$ is not small in our context, we will instead explore familiar signal processing tools to obtain conceptually simple and performance-wise satisfactory solutions.

**PROPOSED ALGORITHM FOR PAPER-TO-SESSION ASSIGNMENT**

The GLM/LBG algorithm is typically used for VQ design. GLM/LBG alternates between optimizing the codebook $S$ for a given assignment $X$ and optimizing the assignment $X$ for a given codebook $S$. GLM/LBG exploits necessary optimality conditions, implying that $s_j$ should be the mean of those $p_i$ assigned to session $j$, and $p_i$ should be assigned to the closest $s_j$; these yield simple conditional updates. The GLM/LBG iteration converges in terms of fit, but the quality of the final solution depends heavily on the initialization.

GLM/LBG cannot be directly applied in our present context because of the presence of the session capacity constraints. In the following, we propose one possible iteration that explicitly takes these constraints into account.

Given a feasible assignment $X$, the update for $S$ is simple and, in fact, identical to the corresponding update in GLM/LBG. The step that requires closer scrutiny is the update of $X$ given $S$.

$$
\text{minimize} \| P - S X \|_F \quad (6a)
$$

subject to: $X \in \mathcal{A}$. \hspace{1cm} (6b)

Fortunately, it turns out that an optimal point for (6) can be computed easily, without having to search over all feasible assignments $X$. To explain how this is possible, note first that the objective function in (6a) can be expressed as $\|P - SX\|_F^2 = \|P\|_F^2 - 2\text{Tr}(P^T SX) + \|SX\|_F^2$ and observe that the quadratic term $\|SX\|_F^2$...
remains constant for any feasible assignment $X$. This is because of the property in (5), since $\|SX\|^2 = \text{Tr}(X^TS^TX) = \text{Tr}(XX^TS^S) = \text{Tr}(AS^T S)$. Thus, the conditional update of $X$ given $S$ can be done by solving the Boolean LP

$$\begin{align*}
\max_x & \quad \text{Tr}(P^T SX) \\
\text{subject to:} & \quad X \in \mathcal{A}.
\end{align*}$$

(7a)

Problem (7) is the so-called semiassignment problem, and there are many efficient algorithms for its solution. For example, the shortest augmenting path algorithm from [30] is applicable, which computes the solution of (7) at complexity $O(J^2)$. Although the shortest augmenting path algorithm from [30] is arguably one of the best choices (among the applicable algorithms) for carrying out the $X$-update, we here also discuss how this can be done using linear programming. We believe that this discussion offers more insights and demonstrates an interesting connection between convex and combinatorial optimization.

Observe first that the system of equations in (3b)–(3c) is linear and, therefore, can be written in the form $Gx = d$, where $x \equiv \text{vec}(X)$. [The operation $\text{vec}(X)$ stacks the columns of the matrix $X$ into a vector.] Now, the coefficient matrix $G$ is totally unimodular, i.e., every square submatrix has a determinant of value $0, \pm 1$; and $d$ is a vector of integers. As a result [31], the polyhedron

$$0 \leq x_{ij} \leq 1, \forall i \in I, j \in J$$

$$\sum_{j=1}^{J} x_{ij} = 1, \forall i \in I$$

$$\sum_{i=1}^{I} x_{ij} = c_j, \forall j \in J$$

is the convex hull of all assignments $X \in \mathcal{A}$. This result implies that the linear programming relaxation

$$\begin{align*}
\max_x & \quad \text{Tr}(P^T SX) \\
\text{subject to:} & \quad 0 \leq x_{ij} \leq 1, \forall i \in I, j \in J \\
& \quad \sum_{j=1}^{J} x_{ij} = 1, \forall i \in I \\
& \quad \sum_{i=1}^{I} x_{ij} = c_j, \forall j \in J
\end{align*}$$

(9a)

is always exact [i.e., problems (7) and (9) are equivalent]. The situation is graphically illustrated in Figure 4, which shows the geometry of (9) in relation to the geometry of (7).

Since $X$ is an LP, it follows that either an interior point method or the simplex method can be used for solving (7). When using an interior point method, one should be mindful of cases where there are multiple Boolean solutions with the same (optimal) objective value because the interior point algorithm may converge to the center of a polyhedral facet (instead of a vertex), yielding a noninteger solution. We actually need a basic solution of the LP [32], and advanced interior point LP solvers include means of identifying such a solution, e.g., [33]. These subties are avoided altogether if one uses the simplex method or, better yet, the shortest augmenting path algorithm [30], which has favorable low-order polynomial complexity even in the worst case. If only a general interior point LP solver is available, then a random perturbation heuristic can be applied, see [2].

The algorithm for (4) is now clear: one starts from a suitable initialization and iterates between updating $S$ and updating $X$. For initialization, one can use regular $VQ$/$k$-means to come up with an initial $S$ without regard to capacity constraints. The sessions can be ordered according to population, and excess papers can be moved to the next session in line to produce an initial feasible assignment. Updating can start from $X$ or from $S$, and continue as long as the cost is reduced. Finally, initialization does matter (and $VQ$/$k$-means is itself sensitive with respect to initialization), so the overall algorithm should be initialized from different starting points 10–30 times to get close to the best possible results. The solution with the smallest cost is then chosen as the final one. At this point, the reader might rightfully wonder how well this algorithm works in practice, compared to expert human assignment. To get a sense of the kind of results that can be expected, see “How Well Does This Work? The ICASSP 2009/SPCOM TC Case Study.”

**GAUGING THE OPTIMALITY GAP: SEMIDEFINITE RELAXATION**

Even though the capacitated $k$-means clustering problem in (4) is NP-hard, it is possible to efficiently obtain a nontrivial lower bound on its optimal value. Notice that a tight lower bound also serves as a nice exploratory tool, e.g., it can be used to evaluate the performance of the GLM/LBG-based approximation algorithm. In obtaining this lower bound, we first demonstrate that the capacitated $k$-means clustering problem in (4) can be cast as a QCQP. This is an important link because the literature on quadratic optimization is rich and the tools that have been developed in the field of quadratic optimization are well understood.

In particular, we show that the capacitated $k$-means clustering problem in (4) can be cast in a form that closely resembles the (in)famous quadratic assignment problem (QAP) [34], [35]. Unlike the classical QAP, however, ours is a semiaissignment problem, due to the particular structure of our set of admissible assignment matrices $\mathcal{A}$. Nonetheless, many relaxation strategies that have been developed for the QAP can be applied in our context as well. The best convex relaxations known for QAP are based on SDR. We also apply an SDR method [22], [36]–[39] to our problem. It is worth noting that a different SDR approach to (unconstrained) $k$-means clustering was pursued in [19].

The main reason why the capacitated $k$-means clustering problem (4) can be cast as a QCQP is that the optimal $S^*$ can be analytically derived as a function of $X$; that is, the cost function can be concentrated with respect to $S$ for a given $X$. There are no constraints on $S$; therefore, the minimizer is given by $S^* = PX^*$, where $X^*$ denotes the Moore–Penrose pseudoinverse of $X$. It
HOW WELL DOES THIS WORK? THE ICASSP 2009/SPCOM TC CASE STUDY

The list of accepted papers from the SPCOM TC track of ICASSP 2009 is used for validation. There were 132 papers accepted, which were to be split among a total of 14 sessions: six lectures and eight poster sessions, containing six and 12 papers each, respectively. The algorithmic results will be compared to the final technical program that was manually produced by Nicholas D. Sidiropoulos, who chaired SPCOM TC at the time.

The list of key words (features) was manually produced by the authors, parsing the list of paper titles. Each title was examined, existing key words were added to the paper as appropriate, and new key words were created and added to list of key words as needed. The final list contains a total of 44 key words:

- optimization, cross-layer, networking, resource, QCSI, game, precoding, DSL, distributed, sensor, sparse, MIMO, detection, performance, blind, linear, cooperative, capacity, network, coding, security, multiuser, beamforming, downlink, relay, uplink, CDMA, OFDM, synchronization, turbo, quantization, equalization, interference, estimation, training, tracking, localization, consensus, diversity, PAR, STBC, FH, scheduling, communications.

The feature vector of each paper is $\mathbf{x}$, and the number of features varies from 1 to 4, with ones in the positions corresponding to features it possesses, and zeros elsewhere. The median number of (nonzero) features was 1.

The computer-generated conference program (using the algorithm in the section “Proposed Algorithm for Paper-to-Session Assignment”) for ICASSP 2009/SPCOM TC is listed as Appendix A (available as supplementary material accompanying this article in IEEE Xplore). Session pseudotitles were produced by session centroid thresholding. If a key word is included in more than 30% of the papers in a session (the corresponding centroid element is greater than 0.3), then the key word is included in the session pseudotitle. Note that the order of key words in the pseudotitles is arbitrary (one could list them in order of importance, determined by the magnitude of centroid elements). The listed computer-generated program attains a (sum-of-squares) cost of 148.1 (after 30 initializations). The actual technical program that was manually produced by Sidiropoulos attains a cost of 187.25, primarily because, after two days of manual optimization and with a looming deadline ahead, he gave up and used an “umbrella” poster session for papers that did not fit elsewhere but otherwise had little in common. This is avoided in the solution listed in the supplementary material (Appendix A) available in IEEE Xplore, and in several other suboptimal solutions, which typically have a few discrepancies but avoid umbrella sessions. Note also that the running time of the algorithm in the section “Proposed Algorithm for Paper-to-Session Assignment” was less than 1.5 minutes (on a Dell E6400 laptop) for this data set, for 30 runs from different initial points.
and therefore, rounding corresponds to only difficult part of (16) is the nonconvex rank-1 constraint on to the definition in (15), and, hence, the solution of (14) can be since any rank-1 matrix satisfying (16b) can be factored according to the change of variables

\[ x = (x_1, \ldots, x_d) \]

Using the fact that 

\[ \text{Tr}(xx^T) = x \]

This is now a standard form QCQP, the quadratic constraints in (14b) ensuring that all variables \( x \) are Boolean. Let us illustrate how one can apply SDR to the above problem step by step.

**TECHNICAL DETAILS OF SDR**

Using the fact that \( x^T Q x = \text{Tr}(x^T Q x) = \text{Tr}(Q x x^T) \) and the change of variables

\[
W = \begin{bmatrix}
    x^T x & 1 \\
    x^T & 1
\end{bmatrix} = W_{1,1} W_{1,2} W_{2,1} W_{2,2}
\]

\[
W = \begin{bmatrix}
    x^T x & 1 \\
    x^T & 1
\end{bmatrix} = W_{1,1} W_{1,2} W_{2,1} W_{2,2}
\]

problem (14) is reformulated in a higher dimensional space as follows:

\[
\min_W \| P \|_F^2 - \text{Tr}(W_{1,1} Q^2 Q)
\]

subject to: \( \text{diag}(W_{1,1}) = W_{1,2}, W_{2,2} = 1 \), \( \text{Tr}(L W) = 0 \), \( W \succeq 0 \).

Here, \( W_{1,1} \) denotes the \( II \times JI \) upper-left block, \( W_{1,2} \) the \( II \times 1 \) upper-right block, and \( W_{2,2} \) the \( 1 \times 1 \) lower-right block of the \( (II + 1) \times (JI + 1) \) matrix \( W \). Problem (16) is equivalent to (14), since any rank-1 matrix satisfying (16b) can be factored according to the definition in (15), and, hence, the solution of (14) can be easily constructed from the solution of (16) and vice versa. The only difficult part of (16) is the nonconvex rank-1 constraint on \( W \). Dropping this constraint yields an SDR of (16)

\[
\min_W \| P \|_F^2 - \text{Tr}(W_{1,1} Q^2 Q)
\]

subject to: \( \text{diag}(W_{1,1}) = W_{1,2}, W_{2,2} = 1, \)
\( \text{Tr}(L W) = 0, \)
\( W \succeq 0. \)

In contrast with (16), problem (17) is convex (in fact, a semidefinite program), and it can be readily solved in polynomial time using efficient interior point methods [18]. If the solution \( W^* \) of this semidefinite program turns out to have rank 1, then it is a solution for (16) as well. However, because of the relaxation, \( W^* \) will not always be a rank-1 matrix; hence, the optimal value of (17) generally provides a lower bound on the optimal value of (16) [note that (4) and (16) have the same optimal value].

Given \( W^* \), an approximate solution for the technical program optimization problem in (4) can be produced using a procedure known as Gaussian randomization [37]. This procedure consists of three main steps: 1) draw a random vector \( v = [v_1, \ldots, v_{11}]^T \) from \( N(0, W^*) \), 2) form the new vector \( \xi \) consisting of the first \( JI \) entries of \( v \) divided by \( v_{11} \), and 3) find the vector that is closest to \( \xi \) and is feasible for (14), i.e., the vector \( x \) that minimizes \( \| \xi - x \| \) subject to (14b)–(14c).

This three-step procedure can be repeated a number of times, and the vector that gives the smallest objective value in (14) can be eventually chosen as an approximate solution. The intuition behind randomization is that it will generate candidate solutions that are close to the eigenvector of \( W^* \) that corresponds to the largest eigenvalue, but will also take the other eigenvalues into account when these are large enough. Randomization has been widely used in the quadratic optimization literature, and its merits are well documented; see [37, Section IV] for an excellent discussion on this issue.

The rounding problem in step 3) seems hard, but it is not. To explain this, note that for any \( x \) feasible for (14), we have that \( \| \xi - x \| \leq \| \xi \| - \| x \| + I \), and therefore, rounding corresponds to

\[
\max_x x^T \xi \text{ subject to: (14b)–(14c)}.
\]

Notice that the constraint in (14c) is equivalent to the convex constraint \( Gx = d \), and, since \( G \) is a totally unimodular matrix, problem (18) can be solved efficiently in polynomial time, using, e.g., the shortest augmenting path algorithm from [30]. The same discussion as that for problem (7) applies for (18) as well.

**COMPLEXITY CONSIDERATIONS**

It is important to recognize that the alternating optimization algorithm in the section “Proposed Algorithm for Paper-to-Session Assignment” is much cheaper and faster than the SDR approach in the section “Gauging the Optimality Gap: Semidefinite Relaxation.” This is similar to classical \( k \)-means, and it is the reason why alternating optimization is so popular in applications of \( k \)-means clustering. For alternating optimization, the conditional update of \( S \) is very simple; the most expensive part in every iteration is the conditional update of \( X \). The shortest augmenting path algorithm from [30] can carry out the \( X \)-update in time \( O(JI^4) \). Linear programming (either with an interior point or with a simplex method) can be effectively used for the \( X \)-update as well. In relation to the alternating optimization algorithm of the section “Proposed Algorithm
for Paper-to-Session Assignment,” the computational disadvantage of SDR in the section “Gauging the Optimality Gap: Semidefinite Relaxation” stems from the fact that it lifts the problem in a higher dimensional space [in (15)–(16)], and this lifting squares the number of variables. This implies much higher complexity. Two important advantages of the SDR approach, on the other hand, are that it yields an approximation in one shot (read: with a predictable number of interior-point iterations for the relaxed convex problem), and it also yields a bound on how far any solution is from an optimum one. The latter is something that cannot be gauged from alternating optimization.

VARIATIONS OF THE BASIC FORMULATION

There are several variations of the basic formulation that one can readily envision. We now briefly mention a few interesting alternatives.

WEIGHTING

In some cases, the TPC chair may wish to highlight emerging or important areas in the technical program. This can be accomplished via feature weighting, i.e., optimizing a weighted least squares cost of the form

$$\|D(P - SX)\|^2,$$

where $D$ is a full-rank diagonal matrix holding the feature weights. Such weighting can be absorbed in $P$ and $S$, and, since the latter is unconstrained, it does not change the essence of the proposed solutions. It is clear that the proposed GLM/LBG algorithm can be readily modified to handle this extension. Following steps similar to (10)–(12), it is a simple exercise to verify that the SDR approach can be extended as well.

ALIGNMENT WITH ORGANIZATIONAL STRUCTURE

Organizations such as the NSF often prefer to form panels that reflect their organizational structure. For example, for a large cross-disciplinary solicitation that falls under the auspices of multiple divisions (sometimes even across directorates), from a logistics point of view, it makes a lot of sense to produce panels that are reasonably well aligned with the constituent programs. This can be accomplished by anchoring panel centroids in $S$ not to deviate too far from the constituent organizational unit profiles, stored in $S_o$ i.e., by augmenting the cost function in (4) with a penalty term as

$$\|P - SX\|^2 + \rho\|S - S_o\|^2,$$

By varying the penalty parameter $\rho > 0$, one can trade off between alignment and homogeneity. Notice that this augmentation does not fundamentally change the nature of our solutions. In fact, the optimal session centroid matrix $S'$ is still given in simple closed form as $S' = (PX^T + \rho S_o)(\Lambda + \rho I)^{-1}$. As a result, both the alternating optimization algorithm and the proposed SDR approach can be easily modified to account for this penalty term.

DIVIDE-AND-CONQUER AND TREE-STRUCTURED VQ

For the special case where we are interested in splitting the papers into just $J = 2$ sessions, the conditional update of $X = [x_1x_2]^T \in \mathbb{R}^{2	imes J}$ given $S = [s_1s_2] \in \mathbb{R}^{N 	imes 2}$ takes a very simple form. This simplification can be used to construct a divide-and-conquer algorithm for paper-to-session assignment, reminiscent of hierarchical clustering approaches and tree-structured VQ [20], [21]. Consider the conditional paper-to-session assignment problem for $J = 2$ sessions only. Using the equivalence shown in (6) and (7), the optimization problem is

$$\begin{align*}
\text{maximize} & \quad \text{Tr}(P^TS_1), \\
\text{subject to} & \quad x_1(i) \in \{0, 1\}, x_2(i) \in \{0, 1\}, \forall i \in I,
\end{align*}$$

from which it is clear that the optimal solution is to allocate the $c_1$ units to the $c_1$ largest elements of $P^TS_1$. These can be found using a sorting operation, at complexity $O(J \log J)$, or by direct parsing at $O(Jc_1)$.

Now, using the above result for $J = 2$, we can construct a potentially appealing divide-and-conquer solution for the paper-to-session assignment problem for $J > 2$ as follows: We start with regular VQ/$k$-means to produce an initial centroid matrix $S$, the columns of which are then ordered according to paper population. In the divide step, we first process the columns of $S$ (e.g., using plain $2$-means) to produce two new (super)centroids, then use the sorting-based algorithm to assign papers to these two centroids in a way that respects the session capacity constraints. We then recursively refine and conquer the subproblems in a similar manner. Once we produce the final assignment, we update $S$ and repeat the procedure. This algorithm is fast and can be quite effective, mainly depending on the quality of the initialization point.

THE REVIEW ASSIGNMENT PROBLEM

The review assignment stage is even more difficult than putting together the final technical program simply because it involves (a lot) more papers and every paper must be reviewed by more than one reviewer. Suppose that $J$ papers are to be assigned for review to (at most) $J$ reviewers. Reviewer $j$ has a fixed vector profile $s_j$ representing the reviewer’s expertise and reviewing interests, and a negotiated reviewing capacity $r_j$. Every paper should be reviewed by, say, three reviewers. Our goal here is to minimize the paper-to-reviewer mismatches, i.e., a paper should be assigned for review to three reviewers whose individual vector profiles cover as much as
possible the paper profile \( p_i \). At the same time, and of equal importance, is that the reviewer profiles should collectively cover the paper profile \( p_i \), as much as possible.

One can thus pose the review assignment problem as follows:

\[
\begin{align*}
\text{minimize} & \quad (1 - \lambda) \sum_{i=1}^{3l} T_{i}^{j} (P_{i}^{j} | S - SX_{i}^{j}) + \lambda \sum_{i=1}^{3l} T_{i}^{j} (P_{i}^{j} S (X_{S}^{j} - X_{S}^{j}) - X_{S}^{j}), \\
\text{subject to:} & \quad X_{i} \in [0, 1], \forall i, j, \\
& \sum_{j=1}^{J} X_{i} = 1, \forall i \in \{1, \ldots, M\}, \\
& \sum_{i=1}^{N} X_{i} \leq r_{j}, \forall j \in \{1, \ldots, J\}, \\
& \sum_{i=1}^{N} X_{i} \leq \lceil r_{j} \rceil, \forall j \in \{1, \ldots, J\}, \\
& X_{i} \in \{0, 1\}, \forall i, \forall (i, j) \in COI.
\end{align*}
\]

Here, \( P \) is the matrix of paper profiles, \( S = [s_1, \ldots, s_J] \) is the matrix of the reviewer profiles, and \( X_{i}^{j} \) denotes the \( j \)th column of \( X \). The symbol \( \lceil \cdot \rceil \) denotes projection to the non-negative orthant, \( \lfloor \cdot \rfloor \) denotes the ceiling function, and \( 1 \) denotes the \( N \times 1 \) vector of all ones.

Let us now explain the mathematical formulation of the review assignment problem in detail. Observe that the cost function in (21a) comprises two sums. The first aims to minimize the paper key words not covered by the associated reviewers individually, while the second (the collective span term) accounts for the paper key words that are not covered by the sum of profiles of the associated reviewers. The two cost factors are weighted using a suitable regularization parameter \( 0 < \lambda < 1 \).

The inequality constraints in (21e) protect each paper from being assigned to the same reviewer twice, while the constraints (21c) and (21d) ensure that each paper \( P_i \) will be assigned for review to three reviewers, while respecting the reviewer capacity constraints. In particular, columns \( 3l - 2, 3l - 1, 3l \) in \( X \in [0, 1]^{3l \times M} \) comprise Boolean variables, which select three different reviewers for paper \( i \) (see [21c] and [21e]). Moreover, the ceiling operation \( \lceil \cdot \rceil \) repeats three times the \( i \)th column of \( P \) (paper \( i \)) to calculate its mismatch with each of the three individual assigned reviewers [see (21a)].

Finally, note that reviewers should not have a conflict of interest (COI) with the papers they are reviewing (e.g., they cannot be from the same department as any of the paper’s authors). In case there is a COI between a reviewer and specific papers, additional COI constraints must be included in the optimization. These are taken into account by the constraint in (21f), which enforces the pertinent assignment variables to be equal to zero.

The review assignment problem as posed in (21) is combinatorial, but it has a convex objective function, and also the constraints in (21c)–(21f) are convex constraints. Interestingly, replacing the Boolean constraints in (21b) by the convex inequality constraints \( 0 \leq X_{i} \leq 1 \) leads to a relaxation problem whose feasible set is a polyhedron with Boolean vertices only (we shall call this the **review assignment polyhedron**). This can be seen by noting that the coefficient matrix of the set of linear inequalities (21c)–(21f) is totally unimodular (see, e.g., [31]). Even so, problem (21) is difficult to solve due to the collective span term in the objective, which is a nonlinear function of \( X \). One can construct, however, an approximate solution through convex relaxation and rounding.

Before we explain this approach in detail, let us first discuss several interesting points that can be gauged from the problem formulation in (21). To simplify exposition and better highlight these points, we temporarily confine attention to the case of Boolean matrices \( P \) and \( S \). We emphasize, however, that the convex relaxation approach that we propose for (21) holds for general matrices \( P \) and \( S \).

**Remark 2: Paper and Reviewer Utility Functions**

One may think of the review assignment problem in terms of utility functions. To see this, it is convenient to introduce some mathematical notation first. Suppose that both \( P \) and \( S \) are Boolean. Moreover, suppose that assignment \( X \) assigns paper \( p_i \) to the reviewer set \( \mathcal{R}(X) \) (with \( |\mathcal{R}(X)| = 3 \)) and the same assignment \( X \) assigns to reviewer \( j \) the paper set \( \mathcal{N}_j \) (with \( |\mathcal{N}_j| \leq r_j \)). Let \( u^0_{i}(X) = 1^T p_i - 1^T (p_i - \sum_{k \in \mathcal{R}(X)} s_k) \) be the utility function of paper \( i \) (in case of Boolean \( P \) and \( S \) this is paper \( i \)’s collective key word coverage resulting from assignment \( X \)), and let \( u^j_{i}(X) = \sum_{k \in \mathcal{N}_j} 1^T p_i - 1^T (p_i - s_j) \) be the utility function of reviewer \( j \) (in case of Boolean \( P \) and \( S \), this is the total number of key word matches between the reviewer and all papers assigned to the reviewer). Maximizing reviewer satisfaction and paper utility can be conflicting objectives, as illustrated in Figure 5 and exemplified in Figure 6. The tradeoff between the two is captured in the problem formulation (21) because the objective function in (21a) can be written in terms of the \( \{u^0_{i}(X)\}_{i=1}^{M} \) and \( \{u^j_{i}(X)\}_{j=1}^{R} \), by regrouping terms accordingly.
**Remark 3**

Observe that for Boolean matrices $P$ and $S$ the first sum term in (21a) can be replaced by a function linear in $X$ since, for any feasible assignment $X$ and Boolean matrices $P$ and $S$, it holds that

$$\sum_{i=1}^{d} A\sum_{j} P_{ij}X_{ij} = \sum_{i=1}^{d} A\sum_{j} S_{ij}X_{ij} - \sum_{i=1}^{d} A\sum_{j} P_{ij}X_{ij}$$

In other words, this sum attempts to maximize the total affinity between papers and reviewers, which is reminiscent of the approach followed in [2].

Let us now turn the discussion to general $P$ and $S$, and describe explicitly the convex relaxation approach for (21). Let $X'$ denote the solution to the relaxation program where the Boolean constraints $X_{ij} \in \{0,1\}$ are replaced by the interval ones, $0 \leq X_{ij} \leq 1$. This relaxation yields a convex problem, which can be reformulated as an LP and solved efficiently. To see this, introduce for every individual summand in (21a) an associated slack variable $t_i$, and note that $\max(x,0) \leq t_i = \max(x,0)$ for $t_i \geq 0$.

Unfortunately, however, $X'$ is not guaranteed to be Boolean (the LP emerging after introducing the slack variables is not guaranteed to be totally unimodular); therefore, we need a way of converting the solution of the relaxed program into a good admissible solution for (21). This can be done by finding an assignment $X$, which is as close as possible (in a Euclidean sense) to $X'$, i.e., by finding an $X$ that minimizes $\|X - X'\|_2$ subject to (21b)--(21f). This rounding problem seems hard, but it is not. To explain this, note that for any assignment $X$ feasible for (21), we have that $\|X - X'\|_2^2 = \|X - X'\|_2^2 - \text{Tr}(X'X) + 3d$, and, therefore, rounding corresponds to maximizing $\text{Tr}(X'X)$ subject to (21b)--(21f).

The above problem is equivalent to its linear programming relaxation (and is therefore easy to solve), since the polyhedron arising from the relaxation has only Boolean vertices (which are precisely the feasible set (21b)--(21f)). To appreciate how well the proposed review assignment method works, see “How Well Does Automated Review Assignment Work? A SPAWC 2010 Case Study” and “Quantitative Assessment of Review Assignment Quality.”

**Some Variations of the Basic Formulation**

**Alternative Cost Functions**

For simplicity, we use the sum of inconsistencies in the cost of our formulation in (21). An interesting alternative would be to employ the sum of squares of inconsistencies, essentially putting more emphasis (and penalizing more) the bad assignments. Note that using the sum of squares of inconsistencies would still lead to a convex cost function.

**Controlling the Worst Matching**

It is possible to design the assignment while explicitly imposing an upper bound $T^*$ on the cost of the worst reviewer-paper assignment:

$$1^T[P - S(X_{1}X_{2} + X_{2}X_{3} + X_{3}X_{1})],_i \leq T^*, \forall i$$

in addition to (21b)--(21e). This imposes a stricter requirement but changes the nature of the feasible set, as for general (even Boolean) $P$ and $S$, the new polyhedron is not guaranteed to have only Boolean vertices.

A more flexible approach to this issue is to consider varying $\lambda$ in the cost function of (21) to trade off reviewer satisfaction for paper key word coverage. One can easily check the quality of a particular assignment after the optimization, by producing statistics, most notably how many key words of each paper have been collectively covered by its respective reviewers. If the result is not satisfactory, one can resolve the problem by changing $\lambda$ so as to strike a more appropriate tradeoff. In fact, one can associate a different parameter $\lambda_i > 0$ to each paper $i$, if that is desired.

**Conclusions**

**What We Learned**

By viewing papers as vectors in a suitable feature space, the loosely defined tasks of paper-to-session and paper-to-reviewer assignment have been formulated as optimization problems that are strikingly familiar in many ways. The core problem underlying paper-to-session assignment is capacitated $k$-means, i.e., clustering under capacity constraints, and is NP-hard. For paper-to-reviewer assignment, it was shown that ensuring scientifically sound reviews (each aspect of each paper covered by at least one assigned reviewer) and
HOW WELL DOES AUTOMATED REVIEW ASSIGNMENT WORK? A SPAWC 2010 CASE STUDY

The submitted paper list and reviewing pool of SPAWC 2010 was used for validation. There were 203 submitted papers, and the reviewing pool comprised 64 reviewers (20+2x42 reviewers of capacity 8/15/16 papers, respectively). The list of key words (features) was manually produced by the authors by updating the previous list for ICASSP 2009; the final SPAWC key word list contained a total of 50 key words: beamforming, blind, capacity, CDMA, classification, coding, cognitive, consensus, cooperative, cross-layer, detection, distributed, diversity, downlink, UAV, DSL, equalization, estimation, feedback, FH, game, joint source-channel, localization, MIMO, multiuser, network coding, networking, OFDM, optimization, par, performance, QCS, quantization, random matrix, relay, resource, RFID, scheduling, security, sensor, sparse, speech-image, STBC, synchronization, time-varying, tracking, training, turbo, underwater, uplink.

The feature vector of each paper and each reviewer is 50 x 1, with ones in the positions corresponding to features it possesses, and zeros elsewhere. Feature vectors for the reviewers were created by Nicholas D. Sidiropoulos (acting as TPC chair), using his knowledge of their expertise. Feature vectors for the papers were partially entered by the respective authors, using a separate key word-clicking system that was set up for this purpose; however, not all authors obliged, so features for papers were also entered by Sidiropoulos after looking at paper titles. Parameter $\lambda$ in the algorithm was set to $\lambda = 0.5$. It is worth mentioning that the ratio between the objective value of the linear programming relaxation and that of the rounded final solution was 98.7% [hinting that the final assignment was (at least) close to the optimal one]. The running time of the algorithm (relaxation + rounding) was less than two minutes for this data set, on a Dell E6400 laptop.

The computer-generated review assignment is listed as Appendix B in the supplementary document accompanying this article in IEEE Xplore. Persuing this assignment, one can observe that four out of 64 reviewers were not assigned any paper at all in the final solution. In the cases where we have spare total reviewing capacity, we may consider adding a penalty term to avoid fully loading some reviewers and idling others.

maximizing reviewer satisfaction can be (and often are) conflicting objectives that must be traded against each other. The resulting paper-to-reviewer assignment problem is generally hard (albeit reducing it to a known NP-hard problem is not straightforward). Still, it was shown that it is possible to generate good suboptimal solutions using familiar signal processing tools. While there is certainly a lot more work to be done (e.g., automatic key word retrieval and paper mark-up, exploration of alternative problem formulations), our results indicate that computer-generated technical programs outperform expert manual work at a fraction of the time and with very limited input by the chair.

WHY IT IS IMPORTANT?

If you are a TPC chair, spend some time to come up with the right set of key words that capture what is happening in your area, invite enough good reviewers (a margin of 20% more reviewing capacity is always helpful, so do secure a few more reviewers; if you do not need all that reviewing power, reduce everyone’s quota—they will be thankful). We have tested our algorithms with actual conference data, producing review and program assignments that TPC chairs have found very useful. We will make our algorithms freely available to the research community at the time of publication of this article.

As a final note, one can envision many other interesting applications of clustering under capacity constraints:

- assigning students to classrooms or study groups according to educational background, level of accomplishment in math/science/language, interests, etc.
- production-line packaging according to product quality features (e.g., tolerances)
- design of stock performance indices based on market sector, segment, capitalization, exposure to commodity price fluctuations, etc.

QUANTITATIVE ASSESSMENT OF REVIEW ASSIGNMENT QUALITY

We now discuss various performance metrics and statistics to appreciate the quality of the computer-generated solution.

DEFINITION: We define the quality index (QI) of a particular reviewer, as the average percentage of key word matches between the reviewer’s profile and his/her assigned papers. As an example, suppose that a certain reviewer is assigned two papers for review, the papers having five and six key words, respectively, and let us assume that there are two key word matches from the first paper and three matches from the second. The reviewer’s QI is then calculated as the average \((2/5 + 3/6)/2 \times 100\% = 45\%\).

The reviewers’ QIs for the SPAWC 2010 case study can be found in the supplementary material (Appendix B), together with the optimized assignment. One can observe that 39/60 utilized reviewers had a QI above 80%, 54/60 reviewers had a QI above 70%, and all 60 utilized reviewers had a QI above 40%. From the collective span point of view, note that 187/203 papers (= 92%) were fully covered (collectively) by their respective reviewers; the few papers that were not fully covered are marked with an asterisk in Appendix B.

As a final measure of the quality of the overall assignment, we compute the percentage of the overall key word matches, i.e., the total number of paper key words covered collectively by all assigned reviews. The percentage ratio (covered key words/total key words) was 98.1% for the SPAWC 2010 computerized assignment, indicating the high quality of the solution.
FURTHER INFORMATION

This article has supplementary downloadable material available in IEEE Xplore; see http://ieeexplore.ieee.org. The material includes a computer-generated conference program and a computer-generated review assignment using the methods presented in this article. Contact nicos@umn.edu for further questions regarding this work. In addition, a companion Web site is under development, and a link will be posted at http://www.ece.umn.edu/~nicos/.
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40 Years with the Ungerboeck Model: A Look at Its Potentialities

It has been about 40 years since Gottfried Ungerboeck published his paper [1] on an alternative maximum-likelihood (ML) detector for intersymbol interference (ISI) channels. The ISI model used by Ungerboeck is commonly referred to as the Ungerboeck model. Ungerboeck’s ML detector has equivalent performance compared to Forney’s detector, which was published two years earlier in [2], but received lesser considerations. Perhaps the best example of this is the fact that a BCJR algorithm [3] operating on the Ungerboeck model was derived as late as 2005 [4]. However, the Ungerboeck model has many strong aspects and has therefore been rediscovered over the last few decades.

SCOPE
In this lecture note, we give a number of illuminating examples where the Ungerboeck model is essential. We hope that this column will lead to increased awareness and use of the Ungerboeck model among the signal processing community.

RELEVANCE
Essentially all communication systems are modeled by a discrete-time model. The white-noise model is the predominant choice of model today. When low-complexity algorithms are used, the choice of model plays a role. In some cases, superior performance and/or lower complexity can be achieved by the very same algorithm, but where the white noise model has been replaced by another model. Awareness of models other than the white-noise model is of great value to engineers and researchers, especially to those working in the borderline of signal processing and wireless communications.

PREREQUISITES
This lecture note assumes basic knowledge of signal space descriptions of communication systems, about Viterbi-type algorithms for communication channels with memory, and about factor graphs (FGs) and the sum-product algorithm (SPA).

SUMMARY OF DETECTION

DETECTION ON INTERSYMBOL INTERFERENCE CHANNELS

The continuous-time ISI channel may be described, assuming the use of a linear modulation, by means of the following complex baseband equation:

\[ y(t) = \sum_k x_k q(t - kT) + w(t), \]

where \( q(t) \) is the received pulse, \( w(t) \) is complex white Gaussian noise with two-sided spectral density \( N_0 \), and \( T \) is the symbol time.

In 1972, Forney showed that ML detection of \( x \) can be carried out by an application of the Viterbi algorithm (VA) [2]. Forney first applied a matched filter and sampling operation to the signal \( y(t) \) to form the discrete-time model \( y_k = \int_{t-kT}^{t} y(t) q^*(t - kT) dt \). Each sample \( y_k \) can be expressed as

\[ y_k = \sum_{L} g_L x_{k-L} + n_k, \]

where \( g_L = \int_{t-LT}^{t} q(t) q^*(t - LT) dt \). The variable \( L \) specifies the memory of the system and is the smallest value such

\[ \hat{x} = \arg \max_P P(x \mid z) \]

\[ = \arg \max_x p(z \mid x) P(x) \]

\[ \hat{\mu} = \arg \max_P P(x_k \mid z) \]

\[ = \arg \max_{x_k} p(z \mid x_k) P(x_k), \]
that \( g_i = 0, |i| > L \). The noise in the model (4) is not white, but is correlated according to \( E[n_k,n_l] = N_0 \delta_{k,l} \). To obtain white noise, Forney filtered the variables \( y_k \) with a whitening filter \( \{h_i\} \), which yields

\[
r_k = \sum_i h_i y_{k-i} + w_k.
\]  

(5)

In the model (5), the zero-mean noise variables \( \{w_k\} \) are uncorrelated with variance \( N_0 \). The channel impulse response is causal and is related to \( \{g_i\} \) as \( g_i = \sum_{l=0}^{L} h_{k-1}h_l \), i.e., \( g_i = [g_{-1}, \ldots, g_L] \) is the auto-correlation sequence of \( h = [h_0, \ldots, h_L] \). Both samples \( \{y_k\} \) and \( \{r_k\} \) represent a sufficient statistic and can thus be employed for detection. Throughout this lecture note, the three letters \( (g,y,n) \) imply that we are discussing the model (4), while we are discussing (5) if we use \( (r,h,w) \).

Forney next observed that each sample \( r_k \) only depends on the current channel input \( x_k \) and the \( L \) most recent channel inputs \( x_{k-1}, \ldots, x_{k-L} \). Therefore, the signal can be described by means of a trellis where each state is defined as \( \sigma_k = (x_{k-1}, \ldots, x_{k-L}) \). Thus, the number of states is \( |\sigma| \). As an example, when \( \chi = \{0,1\} \) and \( L = 2 \), a section of the corresponding trellis between the discrete-time instants \( k \) and \( k+1 \) is shown in Figure 1. In this figure, trellis transitions driven by symbol \( x_k = 0 \) are denoted by using dashed lines, whereas solid lines correspond to transitions driven by \( x_k = 1 \).

Due to the fact that samples \( r_k \) are conditionally independent, the conditional probability density function \( p(r|x) \) required for the implementation of the strategy (1) can be expressed in a recursive factorization of the form

\[
p(r|x) = \prod_k \frac{1}{\pi N_0} \exp \left( - \frac{|r_k - \sum_{l=0}^{L} h_l x_{k-l}|^2}{N_0} \right).
\]  

(6)

Based on (6) it is straightforward to set up the VA. In fact, under the assumption of i.i.d. modulation symbols and taking into account that the logarithm is a monotonic function, the strategy (1) can be expressed as

\[
\hat{x} = \arg \max_x p(r|x)
\]

\[
= \arg \max_x \ln p(r|x) = \arg \min_x \sum_k \mu_k,
\]  

(7)

where

\[
\mu_k = |r_k - \sum_{l=0}^{L} h_l x_{k-l}|^2.
\]  

(8)

is the so-called branch metric of the VA.

In turbo equalization applications [7], one may resort to the MAP symbol detection strategy. In this case, it is sufficient to replace the VA with the BCJR algorithm, possibly implemented in the logarithmic domain [8]. It will make use of the same branch metric \( \mu_k \).

However, a demodulator may just as well take as starting point the model (4) as already shown by Ungerboeck in 1974 in [1]. The model is commonly referred to as the Ungerboeck model, while the white-noise model (5) is referred to as the Forney model—a nomenclature we will follow. The noise variables \( \{n_k\} \) are still Gaussian, but are colored. However, the noise color is irrelevant since the critical issue for the application of a VA-type-detector is that the conditional pdf \( p(r|x) \) has a recursive factorization that can be expressed in terms of the signal \( y \). This is indeed the case as can be seen by expanding (6) (see [1] for further details). See (9) in the box at the bottom of the page, where

\[
\gamma_1 = \prod_k (\pi N_0)^{-1}, \quad \gamma_2 = \gamma_1 \exp \left( - \|r_k\|^2 / N_0 \right), \quad \text{and where we used } y_k = \sum_{l=1}^{L} h_l x_{k-l} \text{ in the last equality.}
\]

Note that \( \gamma_2 \) is independent of \( \{x_k\} \) and can be neglected. Again, under the assumption of i.i.d. modulation symbols, the strategy (1) can be expressed as

\[
\hat{x} = \arg \max_x \ln p(r|x) = \arg \max_x \sum_k \eta_k,
\]  

(10)

where this time the branch metric is

\[
\eta_k = \sqrt{\gamma_2} \left( y_k x_k - \frac{1}{2} |x_k| g_k - x_k \sum_{l=1}^{L} g_l x_{k-l} \right).
\]  

(11)

Again, we see that only the \( L \) most recent channel inputs \( x_{k-1}, \ldots, x_{k-L} \) are needed at each time epoch \( k \). Ungerboeck's and
Forney’s ML sequence detectors involve different computations, but they traverse the very same trellis, and their final outputs are identical. Two strong aspects of the Ungerboeck model are that no squaring operations are needed and that no whitening is needed.

It is interesting to note that while the BCJR already became available for the Forney model by 1974 with [3], the story differs remarkably for the Ungerboeck model. An equivalent algorithm to the BCJR that operates on the Ungerboeck model and employs the same branch metric (11) was demonstrated as late as 2005 in [4]. As a consequence, turbo BCJR that operates on the Ungerboeck model can offer superior performance and/or lower complexity. Since the VA is often of prohibitive complexity, Falconer and Magee [10] proposed a reduced-complexity scheme: 1) filter the tree collapses into a trellis with $|X|^2$ states, respectively.

A tree search procedure can now be reached. In the case of a channel with finite memory, i.e., $L_{k,l} = 0, |k-l| > L$, the VA or the BCJR can be applied since the tree collapses into a trellis with $|X|^2$ states. Hence, we refer to (12) as the Forney model for a linear channel.

To avoid computation of a QL factorization of the channel matrix, [9] proposed to first multiply the vector $r$ with a matched filter $y = H r + G x + n$, where $G = H H^*$, and $n$ is colored Gaussian noise with covariance matrix $N_0 G$. However, in view of (4), this is nothing but an extension of the Ungerboeck model for ISI into a formulation for a general linear channel. Next, [9] proceeds with the derivation of a recursive factorization, suitable for a tree search, and finally obtains

$$p(r|x) = \gamma_2 \left| \frac{2}{N_0} R \right| y x$$

(13)

where, again, $\gamma_2$ is irrelevant for decision. 

This we recognize as the extension of Ungerboeck’s (9) into a formulation for general linear channels.

**PROBLEM STATEMENT**

Is the choice of model relevant? Is there any example of practical systems where the Ungerboeck model is more convenient? We now give a few examples of systems where the Ungerboeck model can offer superior performance and/or lower complexity.

**SOLUTION**

**CHANNEL SHORTENING DETECTION**

Since the VA is often of prohibitive complexity, Falconer and Magee [10] proposed in 1973 to make use of the following reduced-complexity scheme: 1) filter the signal (5) with a filter that aims at reducing the memory of the effective impulse response from $L$ to $K < L$ and 2) apply the VA to the filtered signal, but based on the shorter effective channel. Thus, the VA traverses a trellis with $|X|^k$ states rather than the full trellis of size $|X|^L$. In terms of a general linear channel, what is done is that the conditional pdf (13) is replaced by the mismatched version

$$T(r|x) \propto \exp \left( -\frac{W r - F x}{N_0} \right)$$

(16)

where $W$ is the channel shortener, $F$ is a matrix that has $K$ nonzero consecutive diagonals, and the normalization constant has been neglected. This specifies a trellis with $|X|^k$ states so that the VA or the BCJR can be applied. The operations of such VAs or BCJR algorithms are specified by (14) with $r$ and $L$ being replaced by $W r$ and $F$, respectively.

However, instead of using (14), we can, with identical complexity, use (15). By expanding the square magnitude in (16) and neglecting the irrelevant terms we can express $T(r|x)$ as

$$T(r|x) \propto \exp \left( \frac{2 R(4^* W r) - 4^* F x}{N_0} \right)$$

(17)

and then execute the trellis processing via (15) by replacing $y$ and $G$ with $F W r$ and $F^* W r$, respectively.

If the processing is done via (15), only the matrices $F W$ and $F^* W r$ are relevant, and not the matrices $W$ and $F$ themselves. We can therefore relax the structure of $F W$ and $F^* W r$ so that we replace $T(r|x)$ in (17) with

$$T(r|x) \propto \exp \left( \frac{2 R(4^* H^* r) - 4^* G x}{N_0} \right)$$

(18)

where $H^*$ is arbitrary and $G^*$ is a Hermitian matrix with only the main $2K + 1$ diagonals holding nonzero values. The strength of replacing $F W$ with $G$, is that the matrix $G^*$ needs not to be positive semidefinite, unlike the matrix $F W$ which is positive semidefinite by construction. This allows for a wider class of mismatched conditional pdfs than what can be reached by (16); based on (16), one is restricted to have a positive semidefinite $G^*$ matrix.

As far as the derivation of $G$ and $H^*$, according to a proper optimality criterion
is irrelevant for detection. Importantly, to find optimal $G$ and $H$, is much simpler than finding optimal $W$ and $F$. Somewhat surprisingly, the optimal $G$ matrix to choose is often in-deﬁnite so that a mismatched conditional pdf of the form (16) is inferior to the form (18).

In brief, channel shortening has been studied since 1973, but the starting point has always been the Forney model. This is suboptimal, as the optimal solution for an Ungerboeck-based channel shortening receiver can not, in general, be reached with the Forney model.

**MAX-LOG-MAP DEMODULATION OF MIMO CHANNELS**

The computation of the pdf (13) required for the implementation of the strategies (1) or (2) requires the computation of metrics $\|r - Hx\|$ for all possible values of $x$. How many complex multiplications are needed to do this task? If we assume an $M \times M$ channel matrix, we have $|X|^M$ vectors $x$ to test. For each vector we need $M^2$ multiplications to form $Hx$, and then $M$ to compute the norm. Hence, a brute force evaluation would give about $|X|^M(M + 1)M$ complex multiplications. In [12], a much more efﬁcient computation is presented by a clever rewriting of the associated terms of computing each metric $\|r - Hx\|$. To exemplify how the metric is rewritten for simplifying the calculations, we consider the case of a $2 \times 2$ MIMO system. The received signal, the channel matrix, and the transmitted data vector, all complex valued, are expressed as

\[
\begin{align*}
    r &= \begin{bmatrix} r_1 \\ r_2 \end{bmatrix}, \\
    H &= \begin{bmatrix} H_{1,1} & H_{1,2} \\ H_{2,1} & H_{2,2} \end{bmatrix} \\
    x &= \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + j \begin{bmatrix} I[x_1] \\ I[x_2] \end{bmatrix}
\end{align*}
\]

respectively. With that, in [12] the metric is expressed in the following manner [see (19) in the box at the bottom of the page].

Notice that we neglected the term $\|r\|^2$, which is irrelevant for detection. Although never mentioned in [12], this is precisely the Ungerboeck model, but in a real-valued formulation. In fact, as deﬁned in the section “Detection on General Linear Channels,” it is $y = H' r$ and $G = H' H$, and thus $y' = r'_1 H_{1,1} + r'_2 H_{1,2}$ and $y'' = r'_1 H_{1,2} + r'_2 H_{2,2}$. $G_{1,1} = |H_{1,1}|^2 + |H_{1,2}|^2$, $G_{1,2} = H_{1,1} H_{1,2} + H_{1,2} H_{2,2} = G_{2,1}$, etc. Hence, (19) becomes

\[
\|r - Hx\|^2 \propto -2R[y_1] I[x_1] + 2I[y_1] R[x_1] + 2R[G_{1,2}] I[x_1] R[x_2] + 2I[G_{1,2}] I[x_1] R[x_2] + 2R[G_{2,1}] R[x_1] R[x_2] + 2I[G_{2,1}] R[x_1] R[x_2] + 2R[G_{2,2}] R[x_1] I[x_2] + 2I[G_{2,2}] R[x_1] I[x_2] + 2R[G_{2,2}] I[x_1] I[x_2] + 2I[G_{2,2}] I[x_1] I[x_2],
\]

(20)

which is exactly the argument of the exponential in (15) in real-valued formulation.

Based on the formulation (19), [12] developed a methodology to calculate all the $|X|^M$ metrics by only $2M^2(2M + 3) - 2M$ multiplications. This remarkable result relies on the structure of the Ungerboeck model (15), which allows for a hierarchical formulation of the minimum metric terms, using submetrics in an efﬁcient manner avoiding duplication of calculations. The Ungerboeck metric is utilized in such a way that parallelization is achieved and multiple calculations are done in one clock cycle. Furthermore, a doubly recursive evaluation of submetrics is used; for a detailed description of this, see [12]. In [12], it is also shown that an efﬁcient implementation of a soft output max-log MAP detector for a $2 \times M$ MIMO system with quadrature amplitude modulation (QAM) inputs reduces the number of candidate tests by a factor of $|X|$ by rewriting the minimum metric expression in a hierarchical manner. The remaining candidate tests are performed in a recursive fashion avoiding multiplications altogether. As a result, the computational complexity for the metric calculations has been reduced by a factor of 250 for a $2 \times M$ MIMO system with Gray-coded 64-ary QAM (64QAM). Furthermore, it was estimated that with 10-bit quantization of the metric component values, 64QAM, and a $2 \times 2$ MIMO system, a chip area of 0.031 mm$^2$ would be required for a clock frequency of 125 MHz and 65-nm complementary metal–oxide–semiconductor (CMOS) technology. For more details and applications to the IEEE 802.11n standard, see [12].

**FACTOR-GRAPH-BASED DETECTOR WITH LINEAR COMPLEXITY IN THE NUMBER OF INTERFERERS**

As said earlier, optimal detection by means of the VA or the BCJR algorithm works over a trellis with $|X|^M$ states. Channel shortening tries to transform the original channel into a shorter one before detection. In addition to channel shortening, other approaches to complexity reduction have been based on a reduced search over the original trellis or on a search over a reduced trellis obtained from the original one through a partial representation of the symbols in the trellis state deﬁnition. Many
The factorization (25) can be visualized through an FG; an example is given in Figure 2. In this graph, variable and factor nodes are represented through circles and squares, respectively. An edge connects a variable node $x_k$ with a factor node if and only if that variable is an argument of the factor corresponding to that factor node. In the figure, we used dashed lines to represent edges involving nodes not explicitly represented in the graph. The meaning of bold edges will be explained below. Note that, when $g_k = 0$, the factor $I_{k,k-1}$ is equal to one and can thus be dropped from the factorization (25). In practice, the node $I_{k,k-1}$ must be included in (25) only when $g_k \neq 0$, i.e., only when $x_k$ and $x_{k-1}$ interfere with each other.

The factorization (25) is exact, since no approximation was adopted in its derivation. On the other hand, the marginalization of (25), required for computing the a posteriori probabilities $P(x_k | r)$, cannot be exactly carried out by applying the SPA to the FG in Figure 2, since it contains cycles. One of these cycles is indicated in the figure in bold. It is easy to prove that the FG corresponding to (25) cannot contain any cycle of length lower than six, irrespective of the number of symbols that interfere with each other. In fact, being factor nodes of at most degree two, the necessary and sufficient condition for the arising of a cycle of length four is to have two factor nodes of degree two connected to the same couple of variable nodes, and this is clearly not possible, by definition of $I_{k,k-1}$. Hence, in this case, the SPA may lead to favorable results since it is generally expected to provide a good approximation of the exact marginalizations when the length of the cycles is at least six.

The algorithm resulting from the application of the SPA to the described FG is iterative and has a complexity per iteration, which is linear in the number of interferers. This is related to the adopted factorization having the appealing property that nodes $I_{k,k-1}(x_k, x_{k-1})$, whose number linearly increases with the number of interferers, have degree two (i.e., they have two edges) irrespective of the number of interferers.

CONCLUSIONS
Although the Ungerboeck and the Forney observation models are equivalent whenever optimal ML receivers are employed, the two models have different properties with suboptimal receivers. Almost all reduced-complexity receivers take the Forney model as the basis for complexity reduction. The best example is that it took more than three decades from the time that the Ungerboeck model was published until a BCJR was derived for it. Thus, no reduced-complexity Ungerboeck-based BCJR could have been researched until recently. Meanwhile, the amount of research devoted to reduced-complexity Forney-based BCJR is impressive. We believe that many algorithms can benefit from being implemented in the Ungerboeck model and that there is much to gain if the awareness of the model is increased. As a step in this direction, we have discussed three examples where the key building block is the Ungerboeck model.
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Practical and Useful Tips on Discrete Wavelet Transforms

The discrete wavelet transform (DWT) [1] is one of the most powerful tools for time-frequency signal analysis. Its applicability is extremely relevant in various areas of science, as exemplified in [2], with digital signal processing (DSP) as the most notable one. After teaching this topic for many years, I have noted that neither young DSP students nor experienced researchers have perceived several interesting aspects of the DWT from a practical point of view. Thus, the objective of this article is to construe such relevant aspects, providing useful tips to calculate the transform in one (1-D) and two (2-D) dimensions. The entire discussion is also valid to the discrete wavelet-packet transform (DWPT), which extends the decomposition carried out by wavelet-packet transform (DWPT), which is necessary to understand them.

THE TIPS

The tips given herein come after a short review, which is necessary to understand them.

1-D DWT CALCULATION

Mallat’s algorithm [4] is the commonly used method to calculate the DWT of a certain discrete-time signal (f(t)) of length N. The procedure, consisting of a simple matrix multiplication, spans both the required convolutions of f(t) with h(t) and with g(t), which represent, respectively, a low-pass filter and a high-pass filter, and the downsamplings by two, all possible due to the reduction of the signals bandwidths [1]. Filters h(t) and g(t) form the analysis filter pair, which have, most of the time, the same length M, and form a quadrature mirror filter (QMF) [4] set that presents an orthogonality condition and half-band cutoff frequencies. The complete process to transform f(t) is shown in the boxed equation at the bottom of the page.

As the matrix A[1] is formed by the filters coefficients, advances from the first pair of lines until the last one, a shift to the right becomes necessary so that the coefficients fall beyond the length of a row, e.g., at the bottom of matrix A[1], they are pushed back at the beginning of the same row and the remaining positions are set to zero. This is known as wraparound. The procedure explained consists of the way the convolutions and the downsamplings were implemented.

After performing the calculations above, the resulting DWT corresponds to the concatenation of the sub-signal formed by the even indexes of r0, designated approximation of length (N/2), followed by that formed by the odd indexes of r1, designated detail of length (N/2). Thus, DWT (f(t)) = [r0, r2, r4, rN-2, ..., r1, r3, r5, ..., rN-1], registering the same length of the input signal, i.e., N. This corresponds to the first-level DWT (f0). If the detail sub-signal is kept intact and the approximation sub-signal is considered as being a new input to the same algorithm, then two other sub-signals of length (N/4) are obtained.

Their concatenation, following the same process described above, generates one sub-signal of length (N/2) that replaces the original input of the same length. The new complete signal is of length N and corresponds to the second-level DWT (f1). The process can be repeated (log(N)/log(2)) times, i.e., until the length of the approximation sub-signal at the current level becomes 1.

The aforementioned process is one we can easily find in literature, however, if the reader tries to calculate a DWT by hand, to check if he or she has learned the algorithm correctly, or even try to implement a computer software to perform the calculations, a problem may appear: as the level of decomposition advances, the approximation sub-signal, used as input, reduces its length to half. How can one proceed with the calculations if the dimension of the input becomes lesser than the filters support-size? For example, letting N = 8 and M = 4, then, after the second-level
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decomposition, the input subsignal to be used in the third level has length two, i.e., the multiplication is not possible because matrix $A_{111}$ and the input are not compatible in terms of length. Some of us may rapidly respond: proceed with a zero-padding in the input so that it reaches, at least, the filters support-size. This solution is, however, equivalent to simply discarding some of the filters coefficients, because they will be multiplied by zero, therefore, it is incorrect. The right solution to this problem is to repeat the input so many times as necessary until it reaches the minimum required length so that the matrix multiplication becomes possible.

**NUMERICAL EXAMPLE:**

Let $f_1 = \{1, 2, 3, 4, 4, 3, 2, 1\}$, which is a discrete-time signal of length $N = 8$, and let $h_1 = \{(1 + \sqrt{3})/(4\sqrt{2}), (3 + \sqrt{3})/(4\sqrt{2}), (3 - \sqrt{3})/(4\sqrt{2}), (1 - \sqrt{3})/(4\sqrt{2})\}$ and $g_1 = \{- (1 - \sqrt{3})/(4\sqrt{2}), (-3 + \sqrt{3})/(4\sqrt{2}), (3 + \sqrt{3})/(4\sqrt{2}), (1 - \sqrt{3})/(4\sqrt{2})\}$, which correspond to the Daubechies-4 filter pair [4]. The first and second levels of decomposition produce, respectively, the results shown in the boxed equation at the top of the page.

Performing the third-level decomposition, by using the subsignal $\{(156 + 28\sqrt{3})/32, (164 - 28\sqrt{3})/32\}$ as input, yields the boxed equation at the bottom of the page, which corresponds to the correct procedure. The reader can note that, when this tip is applied, $A_{111}$ is not a squared matrix. Instead, it contains only the required number of lines to obtain the number of expected coefficients in the resulting signal, i.e., two in this example. The calculations above result in:

$$DWT_{S1} = \begin{bmatrix}
20 - 4\sqrt{3} & 30 & 0 & 0 \\
4\sqrt{2} & 4\sqrt{2} & 4\sqrt{2} & 4\sqrt{2}
\end{bmatrix}$$

$$DWT_{S2} = \begin{bmatrix}
156 + 28\sqrt{3} & 164 - 28\sqrt{3} & 0 & 0 \\
32 & 32 & 32 & 32
\end{bmatrix}$$

An interesting algorithm to calculate 2-D-DWT ($S_{111}$) directly, instead of calculating the four submatrices separately, is the following:

1) obtain $R_{111} = A_{111}^T S_{111} A_{111}$, then $A_{111}^T$ is the transpose of $A_{111}$
2) rearrange the elements of $R_{111}$ so that

- $a_{111}$ is formed by the elements of $R_{111}$, which are on the even rows and even columns (starting at line and column zero)
- $p_{111}$ is formed by the elements of $R_{111}$, which are on the even rows and odd columns
- $v_{111}$ is formed by the elements of $R_{111}$, which are on the odd rows and even columns
- $d_{111}$ is formed by the elements of $R_{111}$, which are on the odd rows and odd columns.

The rearranged matrix corresponds to 2-D-DWT ($S_{111}$). Particularly, the aforementioned procedure corresponds to the first-level 2-D-DWT. To obtain the next levels, the submatrix $A_{111}$ of the current level is used as the new input and the entire process is repeated. In the calculations, matrix $A_{111}$ is exactly the same defined for the 1-D-DWT. As previously explained, wraparounds and repetitions of the input signal may be required.

The 2-D-DWT can be obtained by the inverse algorithm, i.e.,

1) rearrange the elements of 2-D-DWT ($S_{111}$) so that

- $a_{111}$ is now formed by the elements of 2-D-DWT ($S_{111}$), which are on the even rows and even columns
- $p_{111}$ is now formed by the elements of 2-D-DWT ($S_{111}$), which are on the even rows and odd columns
- $v_{111}$ is now formed by the elements of 2-D-DWT ($S_{111}$), which are on the odd rows and even columns
- $d_{111}$ is now formed by the elements of 2-D-DWT ($S_{111}$), which are on the odd rows and odd columns.

$$\begin{bmatrix}
1 + \sqrt{3} & 3 + \sqrt{3} & 3 - \sqrt{3} & 1 - \sqrt{3} \\
4\sqrt{2} & 4\sqrt{2} & 4\sqrt{2} & 4\sqrt{2}
\end{bmatrix}$$

$$\begin{bmatrix}
1 - \sqrt{3} & -3 + \sqrt{3} & 3 + \sqrt{3} & -1 + \sqrt{3} \\
4\sqrt{2} & 4\sqrt{2} & 4\sqrt{2} & 4\sqrt{2}
\end{bmatrix}$$
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The matrix is now formed by the elements of 2-D-DWT(S_{1|1}), which are on the odd rows and odd columns.
2) The rearranged matrix corresponds to R_{1|1}. The original signal is S_{1|1} = A_{1|1}^T R_{1|1} A_{1|1}^T.

**NUMERICAL EXAMPLE**

Let

\[
S_{1|1} = \begin{bmatrix}
4 & 6 & 10 & 12 \\
2 & 6 & 8 & 12 \\
1 & 4 & 6 & 7 \\
0 & 3 & 2 & 1
\end{bmatrix}, \quad R_{1|1} = \begin{bmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
0 & 0
\end{bmatrix}
\]

\[
\begin{align*}
g[1] & = \{1/\sqrt{2}, -1/\sqrt{2}\}.
\end{align*}
\]

To obtain 2-D-DWT (S_{1|1}), we need to calculate R_{1|1} = A_{1|1}^T S_{1|1} A_{1|1}^T, i.e., the boxed equation at the top of the page.

When rearranging the elements of this last matrix, we get:

\[
\begin{bmatrix}
4 & 6 & 10 & 12 \\
2 & 6 & 8 & 12 \\
1 & 4 & 6 & 7 \\
0 & 3 & 2 & 1
\end{bmatrix}
\]

which corresponds to the 2-D-DWT (S_{1|1}). The inversion is directly based on the algorithm above.

**CONCLUSIONS**

This article offered and subsequently described tips on the 1-D and 2-D DWT calculations that were not yet been documented in literature in a practical way. The information presented herein can certainly help young students and experienced researchers in using this important tool for time-frequency signal analysis. I have developed a C/C++ source code that implements the DWT, the IDWT, the DWPT, and the inverse DWPT (both 1-D and 2-D) containing examples of usage, and it is freely available. Please send your request to guidog@ieee.org. Additional tips I wrote on DWT and DWTP can be found in [5].
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The new IEEE Transactions on Computational Imaging seeks original manuscripts for publication. This new journal will publish research results where computation plays an integral role in the image formation process. All areas of computational imaging are appropriate, ranging from the principles and theory of computational imaging, to modeling paradigms for computational imaging, to image formation methods, to the latest innovative computational imaging system designs. Topics of interest include, but are not limited to the following:

### Imaging Models and Representation
- Statistical-model based methods
- System and image prior models
- Noise models
- Graphical and tree-based models
- Perceptual models

### Computational Sensing
- Coded source methods
- Structured light
- Coded aperture methods
- Compressed sensing
- Light-field sensing
- Plenoptic imaging
- Hardware and software systems

### Computational Image Creation
- Sparsity-based methods
- Statistically-based inversion methods, Bayesian regularization
- Super-resolution, multi-image fusion
- Learning-based methods, Dictionary-based methods
- Optimization-based methods; proximal iterative methods, ADMM

### Computational Photography
- Non-classical image capture, Generalized illumination
- Time-of-flight imaging
- High dynamic range imaging
- Focal stacks

### Computational Acoustic Imaging
- Multi-static ultrasound imaging
- Photo-acoustic imaging
- Acoustic tomography

### Computational Microscopic Imaging
- Holographic microscopy
- Quantitative phase imaging
- Multi-illumination microscopy
- Lensless microscopy

### Computational Consumer Imaging
- Cell phone imaging
- Camera-array systems
- Depth cameras

### Tomographic Imaging
- X-ray CT
- PET
- SPECT

### Magnetic Resonance Imaging
- Diffusion tensor imaging
- Fast acquisition

### Radar Imaging
- Synthetic aperture imaging
- Inverse synthetic imaging
- Terahertz imaging

### Geophysical Imaging
- Multi-spectral imaging
- Ground penetrating radar
- Seismic tomography

### Multi-spectral Imaging
- Multi-spectral imaging
- Hyper-spectral imaging
- Spectroscopic imaging
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The 23rd IEEE International Conference on Image Processing (ICIP) will be held in the Phoenix Convention Centre, Phoenix, Arizona, USA, on September 25 - 28, 2016. ICIP is the world’s largest and most comprehensive technical conference focused on image and video processing and computer vision. In addition to the Technical Program, ICIP 2016 will feature an Innovation Program focused on innovative vision technologies and fostering innovation, entrepreneurship, and networking. The conference will feature world-class speakers, tutorials, exhibits, and a vision technology showcase.

**Topics in the ICIP 2016 Technical Program include but are not limited to the following:**

- Filtering, Transforms, Multi-Resolution Processing
- Restoration, Enhancement, Super-Resolution
- Computer Vision Algorithms and Technologies
- Compression, Transmission, Storage, Retrieval
- Computational Imaging
- Color and Multispectral Processing
- Multi-View and Stereoscopic Processing
- Multi-Temporal and Spatio-Temporal Processing
- Video Processing and Analytics
- Authentication and Biometrics
- Biological and Perceptual-based Processing
- Visual Quality Assessment
- Scanning, Display, and Printing
- Document and Synthetic Visual Processing
- Applications to various fields (e.g., biomedical, Advanced Driving Assist Systems, assistive living, security, learning, health and environmental monitoring, manufacturing, consumer electronics)

The ICIP 2016 innovation program will feature a vision technology showcase of state-of-the-art vision technologies, innovation challenges, talks by innovation leaders and entrepreneurs, tutorials, and networking.

**Paper Submission:** Prospective authors are invited to submit full-length papers at the conference website, with up to four pages for technical content including figures and references, and with one additional optional 5th page for references only. Submission instructions, templates for the required paper format, and information on “no show” policy are available at [www.icip2016.com](http://www.icip2016.com).

**Tutorials and Special Sessions Proposals:** Tutorials will be held on September 25, 2016. Tutorial proposals should be submitted to tutorials@icip2016.com and must include title, outline, contact information, biography and selected publications for the presenter(s), and a description of the tutorial and material to be distributed to participants. Special Sessions proposals should be submitted to specialsessions@icip2016.com and must include a topical title, rationale, session outline, contact information, and a list of invited papers. For detailed submission guidelines, please refer the ICIP 2016 website at [www.icip2016.com](http://www.icip2016.com).

**Important Deadlines:**
- Special Session and Tutorial Proposals: November 16, 2015
- Notification of Special Session and Tutorial Acceptance: December 18, 2015
- Paper Submissions: January 25, 2016
- Visual Technology Innovator Award Nomination: March 30, 2016
- Authors’ Registration Deadline: May 30, 2016

[https://twitter.com/icip2016](https://twitter.com/icip2016)
[https://www.linkedin.com/groups/ICIP-2016-6940658](https://www.linkedin.com/groups/ICIP-2016-6940658)
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2015 IEEE Global Conference on Signal and Information Processing – Orlando Florida
General Chairs: Jose Moura and Dapeng Oliver Wu
Technical Program Chairs: Mihaela van der Schaar, Xiaodong Wang, and Hsiao-Chun Wu

The IEEE Global Conference on Signal and Information Processing (GlobalSIP) is a recently launched flagship conference of the IEEE Signal Processing Society. GlobalSIP’ 15 will be held in Orlando, Florida, USA, December 14-16, 2015. The conference will focus broadly on signal and information processing with an emphasis on up-and-coming signal processing themes. The conference will feature world-class speakers, tutorials, exhibits, and technical sessions consisting of poster or oral presentations. GlobalSIP’ 15 technical program will be comprised of a main program and several co-located symposia on special topics. Technical paper submissions are solicited in the interest topics which may include, but are not limited to:

- Signal processing in communications and networks, including green communication and Signal processing in optical communication
- Image and video processing
- Selective topics in speech and language processing
- Signal processing in security applications
- Signal processing in finance
- Signal processing in energy and power systems
- Signal processing in genomics and bioengineering (physiological, pharmacological and behavioral)
- Signal processing for social media networks
- Neural signal processing
- Seismic signal processing
- Selective topics in statistical signal processing
- Graph-theoretic signal processing
- Machine learning
- Compressed sensing, sparsity analysis, and applications
- Big data processing, heterogeneous information processing and informatics
- Human machine interfaces
- Multimedia transmission, indexing and retrieval, and playback challenges
- Hardware and real-time implementations
- Other novel and significant Applications of selected areas of signal processing

Submission of Papers: Prospective authors are invited to submit full-length papers, with up to four pages for technical content including figures and possible references, and with one additional optional 5” page containing only references. Manuscripts should be original (not submitted/published anywhere else) and written in accordance with the standard IEEE double-column paper template. All paper submissions should be carried out through EDAS system (http://edas.info). A selection of best papers and best student papers will be made by the GlobalSIP 2015 best paper award committee upon recommendations from Technical Committees.

Notice: The IEEE Signal Processing Society enforces a “no-show” policy. Any accepted paper included in the final program is expected to have at least one author or qualified proxy attend and present the paper at the conference. Authors of the accepted papers included in the final program who do not attend the conference will be subscribed to a “No-Show List”, compiled by the Society. The “no-show” papers will not be published by IEEE on IEEEExplore or other public access forums, but these papers will be distributed as part of the on-site electronic proceedings and the copyright of these papers will belong to the IEEE.

Timeline for paper submission:

May 15, 2015: Paper submission deadline
June 30, 2015: Review results announced
September 5, 2015: Camera-ready papers due
WIFS 2015
7th IEEE International Workshop on Information Forensics and Security
Rome, Italy, November 16-19, 2015

The IEEE International Workshop on Information Forensics and Security (WIFS) is the annual flagship workshop organized by the IEEE Information Forensics and Security (IFS) Technical Committee. Its major goal is to bring together researchers in the field to foster ideas exchange and to allow cross-fertilization among researchers working in the different areas of information security. The 7th edition of WIFS will be held in Rome, Italy, hosted by Roma Tre University, from November 16, to November 19, 2015. The conference will feature three keynote lectures, up to four tutorials, lectures and poster sessions, and also demo and ongoing works sessions. Topics of interest include, but are not limited to:

- Amonization and Data Privacy
- Cryptography for multimedia
- Biometrics
- Surveillance
- Forensic Analysis
- Hardware Security
- Information Theoretic Security
- Multimedia Hashing
- Network Security
- Adversarial Signal Processing
- Communication and Physical-Layer Security
- Steganography and covert communications
- Usability and Human Factors
- Watermarking and Data Hiding

Submission of papers: Prospective authors are invited to submit full-length, six-page papers, including figures and references. The WIFS Technical Program Committee will select the best submitted papers to be presented at WIFS 2015. Accepted papers will be scheduled in lecture tracks or in poster sessions. Authors are required to present their papers at the conference.

Tutorial proposals: Up to four tutorials will be scheduled for the first day of the conference, Monday November 16, 2015. Prospective tutorial contributors are encouraged to submit a tutorial proposal with the tutorial title, the presenters’ name, affiliation, and brief CV, along with the detailed structure of the tutorial, to the Tutorials Chairs at tutorials@wifs2015.org.

Demo and ongoing works proposals: The Demo session is open to both academic researchers and industrial exhibitors. An ongoing works session will be organized to give researchers the opportunity to present their latest activities to the general audience. Formal proposals have to be submitted to the Demo Session Chair at demo@wifs2015.org.

Submission of SPL and TIFS papers: Authors of IEEE Signal Processing Letters (SPL) and IEEE Transactions on Information Forensics and Security (TIFS) papers will be given the opportunity to present their work at WIFS 2015, subject to space availability and approval by the WIFS Technical Program Chairs. Proposals have to be submitted to the Technical Program Chairs at tpc@wifs2015.org.

Important dates:
- Tutorial/special sessions proposals........................................................................................................April 6, 2015
- Notification of tutorials/special sessions acceptance.................................................................................April 20, 2015
- Regular paper submission..........................................................................................................................June 19, 2015
- Demo/ongoing work proposals.................................................................................................................July 6, 2015
- SPL/TIFS papers submission.......................................................................................................................July 31, 2015
- Notification of demo/ongoing work proposals acceptance.................................................................August 31, 2015
- Notification of paper acceptance...............................................................................................................August 31, 2015
- Camera-ready paper submission..............................................................................................................September 21, 2015
- Early registration deadline.........................................................................................................................October 9, 2015
- Author registration deadline.....................................................................................................................October 16, 2015

For further details, please visit the WIFS 2015 conference website: http://www.wifs2015.org
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The **MLSP Best Student Paper Award** will be granted to the best paper for which a student is the principal author and presenter. **Prospective authors are invited to submit** a double column paper of up to six pages using the electronic submission procedure at [http://mlsp2015.conwiz.dk](http://mlsp2015.conwiz.dk). Accepted papers will be published on a password-protected website that will be available during the workshop. The presented papers will be published in and indexed by IEEE Xplore.
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ICASSP2016: Signal and information processing is the driving heartbeat of the development of technologies that enrich our lives and advance our society. The 41st International Conference on Acoustics, Speech, and Signal Processing (ICASSP) will be held in the Shanghai International Convention Center, Shanghai, China between March 20 and 25, 2016. The conference provides, both for researchers and developers, an engaging forum to exchange ideas and propel new developments in this field. The 2016 conference will showcase world-class presentations by internationally renowned speakers and will facilitate a fantastic opportunity to network with like-minded professionals from around the world.

Topics include but are not limited to:
- Audio and acoustic signal processing
- Bio-imaging and biomedical signal processing
- Signal processing education
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- Machine learning for signal processing
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Tentative Call for Papers

MMSP 2015 is the 17th International Workshop on Multimedia Signal Processing. The workshop is organized by the Multimedia Signal Processing Technical Committee of the IEEE Signal Processing Society. This year’s event has a **Heterogeneous Big Data Analytics in Multimedia** theme. The workshop will bring together researchers and developers in multimedia signal processing and applications to share their latest achievements and explore future directions and synergies in these exciting areas.

Papers are solicited in (but not limited to) the following topics, covering this year’s theme and the general scope of multimedia signal processing:

- Theories and applications for heterogeneous big media data analytics
- Semantic extraction and knowledge mining from heterogeneous big media data
- Massive-scale media detection and recognition
- Content-based analysis, retrieval and annotation for big media data
- Feature learning for heterogeneous big media data representation
- Multimedia security, forensic, privacy for big data
- Multimedia quality assessment and enhancement
- Affective computing and cross-media sentiment analysis
- Media algorithm optimization and complexity analysis
- Multimedia in economics, finance, business analytics
- Multimedia signals in geomatics
- Image/video coding and processing
- Speech/audio recognition and processing
- Multimedia communications and interactions

**Top 10% Paper Award**
This award is granted to as many as 10% of the total paper submissions, and is open to all accepted papers. Papers will be evaluated based on originality, technical contribution, and presentation quality during the workshop.

**Paper Submission**
Prospective authors should submit full-length papers of 6 pages in two-column IEEE format, including author affiliation and address, figures, tables and references, to the submission website. Only electronic submissions are accepted. Paper submission implies the intent of at least one of the authors to register and present the paper, if accepted.

**Important Dates**
- Proposals for Special Sessions: March 20, 2015
- Submission of Paper: May 28, 2015
- Notification of acceptance: July 6, 2015
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The IEEE ISSPIT 2015 is the fifteenth in a series of international symposia that aims to cover most of the aspects in the fields of signal processing and information technology. Sessions will include tutorials in addition to presentations on new research results. Papers describing original work are invited in any of the areas listed below. Accepted papers will be published in the Proceedings of IEEE ISSPIT 2015 and will be available via IEEE Xplore. Acceptance will be based on quality, relevance, and originality. Contest for Best Paper Award will be held and award will be given. Papers are invited in the following topics:
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CAMSAP 2015
Call for Papers
The Sixth IEEE International Workshop on
Computational Advances in Multi-Sensor Adaptive Processing
Cancun, Mexico
December 13 – 16, 2015
http://inspire.rutgers.edu/CAMSAP2015

Following the success of the first five editions of the IEEE workshop on Computational Advances in Multi-Sensor Adaptive Processing, we are pleased to announce the sixth workshop in this series. IEEE CAMSAP 2015 will be held in historic Cancun, Mexico, and will feature a number of plenary talks from the world’s leading researchers in the area, special focus sessions, and contributed papers. All papers will undergo peer review in order to provide feedback to the authors and ensure a high-quality program.

Topics and applications of interest for the workshop include, but are not limited to, the following.

TOPICS OF INTEREST
- Array processing, waveform diversity, space-time adaptive processing
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- Computational linear & multi-linear algebra
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APPLICATIONS
- Big data
- Biomedical signal processing
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- Sensor networks
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Submission of Papers: Prospective authors are invited to submit original full-length papers, with up to four pages for technical content including figures and references, using the formatting guidelines on the website for reviewing purposes. All accepted papers must be presented at the workshop to appear in the proceedings. Best student paper awards, selected by a CAMSAP committee, will also be presented at the workshop.

Special Session Proposals: In addition to contributed sessions, the workshop will also have a number of special sessions. Prospective organizers of special sessions are invited to submit a proposal form, available on the workshop website, by e-mail to the Special Sessions Chair.

IMPORTANT DEADLINES
Submission of proposals for special sessions .......................February 15, 2015
Notification of special session acceptance .........................March 15, 2015
Submission of papers ......................................................June 15, 2015
Notification of paper acceptance ...................................September 11, 2015
Final paper submission .................................................October 11, 2015
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For Transactions and Journals:
Authors are encouraged to submit manuscripts of Regular papers (papers which provide a complete disclosure of a technical premise), or Comment Correspondences (brief items that provide comment on a paper previously published in these TRANSACTIONS). Submissions/resubmissions must be previously unpublished and may not be under consideration elsewhere.
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By submission of your manuscript to these TRANSACTIONS, all listed authors have agreed to the authorship list and all the contents and confirm that the work is original and that figures, tables and other reported results accurately reflect the experimental work. In addition, the authors all acknowledge that they accept the rules established for publication of manuscripts, including agreement to pay all overlength page charges, color charges, and any other charges and fees associated with publication of the manuscript. Such charges are not negotiable and cannot be suspended. The corresponding author is responsible for obtaining consent from all co-authors and, if needed, from sponsors before submission.

In order to be considered for review, a paper must be within the scope of the journal and represent a novel contribution. A paper is a candidate for an Immediate Rejection if it is of limited novelty, e.g. a straightforward combination of theories and algorithms that are well established and are repeated on a known scenario. Experimental contributions will be rejected without review if there is insufficient experimental data. These TRANSACTIONS are published in English. Papers that have a large number of typographical and/or grammatical errors will also be rejected without review.

In addition to presenting a novel contribution, acceptable manuscripts must describe and cite related work in the field to put the contribution in context. Do not give theoretical derivations or algorithm descriptions that are easily found in the literature; merely cite the reference.

New and revised manuscripts should be prepared following the “Manuscript Submission” guidelines below, and submitted to the online manuscript system, ScholarOne Manuscripts. Do not send original submissions or revisions directly to the Editor-in-Chief or Associate Editors; they will accept your manuscript electronically via the ScholarOne Manuscript system.

Manuscript Submission. Please follow the next steps.
1. Account in ScholarOne Manuscripts. If necessary, create an account in the on-line submission system ScholarOne Manuscripts. Please check first if you already have an existing account which is based on your e-mail address and may have been created for you when you reviewed or authored a previous paper.

2. Electronic Manuscript. Prepare a PDF file containing your manuscript in double-column, single-spaced format using a font size of 10 points or larger, having a margin of at least 1 inch on all sides. Upload this version of the manuscript as a PDF file “double-pdf” to the ScholarOne Manuscripts site. Since many reviewers prefer a larger font, you are strongly encouraged to also submit a single-column, double-spaced version (11 point font or larger), which is easy to create with the templates provided IEEE Author Digital Toolbox (https://www.signalprocessingstandards/publications/standards/publications/authors/authors journals.html). Page length restrictions will be determined by the double-column version. Proofread your submission, confirming that all figures and equations are visible in your document before you “SUBMIT” your manuscript. Proofreading is critical; once you submit your manuscript, the manuscript cannot be changed in any way. You may also submit your manuscript as a PDF or MS Word file. The system has the capability of converting your files to PDF, however it is your responsibility to confirm that the conversion is correct and there are no font or graphics issues prior to completing the submission process.

3. EDICS (Not applicable to Journal of Selected Topics in Signal Processing). All submissions to the journals are classified by the author with an EDICS (Editors’ Information Classification Scheme) selected from the list of EDICS published online at the at the publication’s EDICS webpage (*please see the list below). Upon submission of a new manuscript, please choose the EDICScategories that best suit your manuscript. Failure to do so will likely result in a delay of the peer review process.

4. Additional Documents for Review. Please upload pdf versions of all items in the reference list that are not publicly available, such as unpublished (submitted) papers. Graphical abstracts and supplemental materials intended to appear with the final paper (see below) must also be uploaded for review at the time of the initial submission for consideration in the review process. Use short filenames without spaces or special characters. When the upload of each file is completed, you will be asked to provide a description of that file.

5. Supplemental Materials. IEEE Xplore can publish multimedia files (audio, images, video), datasets, and software (e.g. Matlab code) along with your paper. Alternatively, you can provide the links to such files in a reference list. The system has the capability of linking files to your submission. Submit all files that can be produced by others, these TRANSACTIONS encourages you to submit all files that can be produced by others.

6. Submission. After uploading all files and proofreading them, submit your manuscript by clicking “Submit.” A confirmation of the successful submission will open on screen containing the manuscript tracking number and will be followed with an e-mail confirmation to the corresponding and all contributing authors. Once you click “Submit,” your manuscript cannot be changed in any way.

7. Copyright Form and Consent Form. By policy, IEEE owns the copyright to the technical contributions it publishes on behalf of the interests of the IEEE, its authors, and their employers; and to facilitate the appropriate reuse of this material by others. To comply with the IEEE copyright policies, authors are required to sign and submit a completed “IEEE Copyright and Consent Form” prior to publication by the IEEE. The IEEE recommends authors to use an effective electronic copyright form (eCF) tool within the ScholarOne Manuscripts system. You will be redirected to the “IEEE Electronic Copyright Form” wizard at the end of your original submission; please simply sign the eCF by typing your name at the proper location and click on the “Submit” button.
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