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Signal Processing: Is it Time to Change the Society’s Name?

On 10 April 2014, I received an e-mail from Petar M. Djurić that was sent to all members of the IEEE Signal Processing Society (SPS), with the subject title, “The Power of a Name” [1]. The message provides a brief description of the evolution of the Society before suggesting that the time has come for another Society name change.

At the Board of Governors meeting in December 2013, a committee was formed (Philip Chou, Walter Kellermann, Anthony Kuh, Anna Scaglione, and Petar M. Djurić) to explore the possibility of changing the Society’s name, an issue that has been a topic of discussion for quite a long time. But what is the motivation for such a change?

There has been a series of columns and editorials published in IEEE Signal Processing Magazine (SPM) over the last decade that have addressed the important issue of what signal processing conveys for a layperson [2], [3]. More recently, in the new SPM column, “Reflections,” José M.F. Moura et al. shared their “reflections” on this thought-provoking topic, i.e., signal processing inside [4].

There is no doubt in my mind that we must do something to increase awareness about our profession among the public at large. The fundamental question we should ask is whether a name change alone would achieve this goal. Clearly, a change of name would help, but to what? The e-mail Petar M. Djurić sent on behalf of the committee can be found in [1]. It invites all SPS members to provide feedback on this topic and offers suggestions for some new names.

I took the time to read the many comments made by colleagues, and I found the exercise worthwhile. Some of the critics provide good arguments as to why the Society should stick with the name “Signal Processing.” One strong argument against a name change is that “The public (as a whole) has little awareness of what most professions really involve, or what they’re called. That is no reflection on the names or the crafts involved, and very clearly doesn’t matter…” The many in favor of a name change argue that they are “in favor of changing the name if the name chosen is broadening the domain of interest of SPS members in the sense of representing current (and eventually future) research and professional activities…”

The page is still available for comments, and we are interested in receiving feedback. So far, there seems to be interest in adding the word “Information” to “Signal.” It is the committee’s responsibility to evaluate the many comments provided and to draw conclusions.

My personal view is that a name change would help, indeed. More importantly, however, is to raise awareness about our profession among the laypeople. In my editorial in the May 2013 issue of SPM [5], I wrote, “My personal view is that we have to be more active in disseminating success stories of signal processing, not only to the decision makers, but also to the public at large.” One of the commentators in [1] wrote, “When people ask ‘What is SP?’ I say it is everything that goes on inside a smartphone and their eyes suddenly light up.”

Our mandate is to increase awareness to the point where the public no longer questions what signal processing is. If we were to change the name, and the public still does not know what our profession involves, it would solidify what the observer before wrote, “The public (as a whole) has little awareness of what most professions really involve.” This would not help the Society, and we would start the very same exercise years down the road. The real challenge is to actively promote our discipline so that just the mention of signal processing without any explanation would cause the public’s eyes to light up.

SPM is an outstanding vehicle to raise awareness among professionals in signal processing and among professionals in cognate areas through columns, forum, and the eNewsletter. It gives me great pleasure to introduce the new area editor (eNewsletter), Dr.-Ing. Christian Debes, whose mandate is to reshape the eNewsletter in this new area of communication. He will replace Z. Jane Wang, whom I thank for her hard work as area editor and who will support SPM in her new role as a member of the Senior Editorial Board.
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Included in the tier-2 Society membership fee of US$35 a year, you receive electronic access to all seven of these publications. In 2013, these seven publications produced 20,052 pages, a significant increase over the 14,419 pages published in 2008.

All of these IEEE journals are hybrid open access, meaning that authors of manuscripts accepted for publication are given the choice of paying to have their articles made freely available to all readers. These open access papers go through the identical peer-reviewed quality standards as conventional articles. This mechanism is valuable for authors whose research was funded by a government grant that requires open access publications.

The SPS is the fourth-largest Society by membership and second in publishing volume. This is a huge enterprise that requires many authors submitting manuscripts, numerous volunteers reviewing them, and staff putting it all together. I would like to offer my most sincere “thank you” to all. For those of you who are experts in one of our published fields, we welcome your assistance in helping us review qualified papers.

While quantity is an important metric, quality is even more important. Quality is a multidimensional assessment evaluated with metrics such as timeliness and impact factor. Timeliness is measured as average time from submission to publication. The impact factor of a journal is the average number of citations received per paper published in that journal during the two preceding years. The IEEE is also using additional metrics to measure the stature of a journal in a field.

The IEEE Periodicals Review Committee is tasked with ensuring quality, reviewing all IEEE journals and magazines every five years. In 2014, it was our turn. This process started with a thorough report prepared by the Society’s vice president of publications, publications board, and staff. In February, the Review Committee reviewed the reports and spent about 45-min per publication asking questions of the Society leadership and the publications’ editors-in-chief. Their overall feedback was quite positive. Many of our publications have an impact factor over “3,” while IEEE Transactions on Signal Processing ranks fifth in total citations and IEEE Signal Processing Magazine has consistently been in the top five in impact factor. The average time from submission to publication across all our periodicals is under a year, with the fastest being about three months for IEEE Signal Processing Letters. The Review Committee was also complimentary of our publications processes, especially our recent policy of allowing papers in IEEE Signal Processing Letters to be presented at conferences.

In addition to our own publications, SPS manages IEEE Transactions on Multimedia, and we cosponsor other periodicals covering topics such as cloud computing, big data, wireless communications, sensors, life sciences, the Internet of Things, and much more.

Reflecting the needs of our members in a fast-growing field, we have obtained approval for a new 2015 journal: IEEE Transactions on Computational Imaging. The IEEE Engineering in Medicine and Biology, IEEE Circuits and Systems, and IEEE Geoscience and Remote Sensing Societies are participating with us in this new journal, which we will manage. According to its approved scope, “The IEEE Transactions on Computational Imaging will publish articles where computation plays an integral role in the image formation process. Papers will cover all areas of computational imaging ranging from fundamental theoretical methods to the latest innovative computational imaging system designs. Topics of interest will include advanced algorithms and mathematical techniques, model-based data inversion, methods for image and signal recovery from sparse and incomplete data, techniques for nontraditional sensing of image data, methods for dynamic information acquisition and extraction from imaging sensors, software and hardware for efficient computation in imaging systems, and highly novel imaging system design.” I encourage all interested authors to submit high-quality papers to this journal.

Unwilling to rest on our laurels, I continue to appreciate your suggestions for further improving our publications processes and content.

Alex Acero
2014–2015 SPS President
a.acero@ieee.org
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“IEEE is the umbrella that allows us all to stay current with technology trends.”

Dr. Mathukumalli Vidyasagar
Head, Bioengineering Dept.
University of Texas, Dallas
This issue’s “Reader’s Choice” column contains a list of articles published by the IEEE Signal Processing Society (SPS) that ranked among the top 100 most downloaded IEEE Xplore articles through December 2013. The table below contains the citation information for each article and the rank obtained in IEEE Xplore. The highest rank obtained by an article in this time frame is indicated in bold. Your suggestions and comments are welcome and should be sent to Associate Editor Michael Gormish (gormish@ieee.org).

<table>
<thead>
<tr>
<th>TITLE, AUTHOR, PUBLICATION YEAR IEEE SPS PUBLICATIONS</th>
<th>ABSTRACT</th>
<th>RANK IN IEEE TOP 100 (2013)</th>
<th>N TIMES IN TOP 100 (SINCE JAN 2011)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A TUTORIAL ON PARTICLE FILTERS FOR ONLINE NONLINEAR/NON-GAUSSIAN–BAYESIAN TRACKING</td>
<td>This paper reviews optimal and suboptimal Bayesian algorithms for nonlinear/non-Gaussian tracking problems, with a focus on particle filters. Variants of the particle filter are introduced within a framework of the sequential importance sampling (SIS) algorithm and compared with the standard EKF.</td>
<td>8 6 25 8 4 4</td>
<td>33</td>
</tr>
<tr>
<td>AN INTRODUCTION TO COMPRESSIVE SAMPLING</td>
<td>This article surveys the theory of compressive sampling, also known as compressed sensing or CS, a novel sensing/sampling paradigm that goes against the common wisdom in data acquisition.</td>
<td>10 11 10 15 13 19</td>
<td>35</td>
</tr>
<tr>
<td>IMAGE QUALITY ASSESSMENT: FROM ERROR VISIBILITY TO STRUCTURAL SIMILARITY</td>
<td>This paper introduces a framework for quality assessment based on the degradation of structural information. Within this framework a structure similarity index is developed and evaluated. MATLAB code available.</td>
<td>28 24 33 37 38 30</td>
<td>15</td>
</tr>
<tr>
<td>IMAGE SUPER-RESOLUTION VIA SPARSE REPRESENTATION</td>
<td>This paper presents an approach to single-image superresolution, based upon sparse signal representation of low- and high-resolution patches.</td>
<td>31 44 51 51 82 68</td>
<td>7</td>
</tr>
<tr>
<td>SUPER-RESOLUTION IMAGE RECONSTRUCTION: A TECHNICAL OVERVIEW</td>
<td>This article introduces the concept of super resolutions (SR) algorithms and presents a technical review of various existing SR methodologies and models the low-resolution image acquisition process.</td>
<td>34 45 90</td>
<td>16</td>
</tr>
<tr>
<td>TITLE, AUTHOR, PUBLICATION YEAR</td>
<td>ABSTRACT</td>
<td>RANK IN IEEE TOP 100 (2013)</td>
<td>N TIMES IN TOP 100 (SINCE JAN 2011)</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-----------</td>
<td>----------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td><strong>COMPRESSIVE SENSING</strong> [LECTURE NOTES] Baraniuk, R.G. IEEE Signal Processing Magazine vol. 24, no. 4, 2007, pp. 118–121</td>
<td>This lecture note presents a new method to capture and represent compressible signals at a rate significantly below the Nyquist rate. This method, called compressive sensing, employs nonadaptive linear projections that preserve the structure of the signal; the signal is then reconstructed from these projections using an optimization process.</td>
<td>39 58 60 95 71 9</td>
<td>9</td>
</tr>
<tr>
<td><strong>SCALING UP MIMO: OPPORTUNITIES AND CHALLENGES WITH VERY LARGE ARRAYS</strong> Rusek, F.; Persson, D.; Buon Kiong L.; Larson, E.G.; Marzetta, T.L.; Edfors, O.; Tufvesson, F. IEEE Signal Processing Magazine vol. 30, no. 1, 2013, pp. 40–60</td>
<td>The more antennas the transmitter/receiver is equipped with, and the more degrees of freedom that the propagation channel can provide, the better the performance in terms of data rate or link reliability. This article quantifies the reliability and achievable rates.</td>
<td>43 75 73</td>
<td>10</td>
</tr>
<tr>
<td><strong>THE DISCIPLINE OF SIGNAL PROCESSING: PART 2 [REFLECTIONS]</strong> Kwasinski, A; Kaveh, M.; Deng, L. IEEE Signal Processing Magazine vol. 31, no. 1, 2014, pp. 157–159</td>
<td>This article discusses the field of signal processing engineering and reports on applications and technologies supported by its use.</td>
<td>62</td>
<td>1</td>
</tr>
<tr>
<td><strong>IMAGE PROCESSING USING SMOOTH ORDERING OF ITS PATCHES</strong> Ram, I.; Elad, M.; Cohen, I. IEEE Transactions on Image Processing vol. 22, no. 7, 2013, pp. 2764–2774</td>
<td>This paper extracts overlapping image patches, orders these patches and applies one dimensional filtering to the reordered set of pixels. These techniques are applied to denoising and inpainting.</td>
<td>63 90 36 12 9 15 7</td>
<td>7</td>
</tr>
<tr>
<td><strong>IMAGE INPAINTING: OVERVIEW AND RECENT ADVANCES</strong> Guillernot, C.; Le Meur, O. IEEE Signal Processing Magazine vol 31. no. 1, 2014, pp. 127–144</td>
<td>A survey of the processes of restoring missing or damaged areas in an image.</td>
<td>94</td>
<td>1</td>
</tr>
<tr>
<td><strong>VECTOR-VALUED IMAGE PROCESSING BY PARALLEL LEVEL SETS</strong> Elbrish, M.; Arridge, S.R. IEEE Transactions on Image Processing vol. 23, no. 1, pp. 9–18</td>
<td>This paper considers the components of an image as a vector. By minimizing large angles, parallel level sets are obtained and used for demosaicking.</td>
<td>98</td>
<td>1</td>
</tr>
<tr>
<td><strong>ROBUST PART-BASED HAND GESTURE RECOGNITION USING KINECT SENSOR</strong> Ren, Z.; Yuan, J.; Meng, J.; Zhang, Z. IEEE Transactions on Multimedia vol. 15, no. 5, 2013, pp. 1110–1120</td>
<td>This paper focuses on building a robust part-based hand gesture recognition system using Kinect sensor. To handle the noisy hand shapes obtained from the Kinect sensor, we propose a novel distance metric, finger-Earth mover’s distance, to measure the dissimilarity between hand shapes.</td>
<td>93</td>
<td>1</td>
</tr>
<tr>
<td><strong>A GENERALIZED MEMORY POLYNOMIAL MODEL FOR DIGITAL PREDISTORTION OF RF POWER AMPLIFIERS</strong> Morgan, D.R.; Ma, Z.; Kim, J.; Zierdt, M.G.; Pastalan, J. IEEE Transactions on Signal Processing vol. 54, no. 10, 2006, pp. 3852–3866</td>
<td>This paper reviews predistortion models based on memory polynomials and proposes a new generalized memory polynomial with results measured using a real 30-W, 2-GHz power amplifier.</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Signal Processing: On the Edge of Astronomy’s New Frontier

Digital signal processing (DSP) plays several important roles in modern radio astronomy, such as processing data to create high-resolution radio images, isolating weak emissions from celestial sources, and reducing distortions in incoming signals. DSP can also manage beam-forming, a complex process that allows radio signals to be received from across the sky from any direction, and even multiple directions simultaneously.

Many astronomy projects are now relying on advanced signal processing techniques to probe the edges of the universe to extend humanity’s understanding of its origins, scan the skies to image exoplanets—worlds outside our solar system—and investigate many of the major outstanding questions in astronomy. Here’s a look at two of them.

MORE ANTENNAS, MORE RECEIVERS

Radio astronomy is currently undergoing a fundamental change, perhaps its most important development since amateur radio operator and pioneer radio astronomer Grote Reber built the first parabolic dish radio telescope (measuring 9 m in diameter) in his Illinois backyard in 1937. In the years that followed, very large telescope dishes became icons of radio astronomy research.

Now, however, radio astronomy is moving toward antennas systems concentrated among individual receivers. The 2010 Low Frequency Array (LOFAR) project, for example, uses approximately 50 stations, each consisting of at least 96 low band antennas and 768 high band antennas concentrated among approximately 48 receiving stations. Extending this approach even further is the Square Kilometre Array (SKA), planned for full operation by 2030.

SKA’s designers anticipate deploying somewhere in the neighborhood of 50,000 networked receivers and perhaps as many as 2.5 million antennas. Many of the receivers will be located inside an inner core measuring approximately 100 km in length. Some receivers, however, will be arranged into a set of spiral arms measuring 1,500 km in length. With the help of interferometry signal processing, a collection of relatively small radio telescopes will be able to operate as single, gigantic “virtual” instrument possessing a maximum reception area equal to the combined area of the individual dishes (which for SKA, as its name indicates, is a square kilometer) (Figure 1). The system’s baseline—a measure of the telescope’s resolving power—will be equal to the distance between the furthest individual components, roughly 200 km. “We have about 350 people involved in the current phase, the preconstruction phase, and we have a huge amount of interest from industry, from signal processing companies—companies that make field-programmable gate arrays (FPGAs), for example,” says Tim Cornwell, SKAs architect.

SKA will be built in the southern hemisphere with cores in South Africa and Australia, locations where the view of the Milky Way Galaxy is best and radio interference is less of a problem. Upon completion, SKA promises to be approximately 50 times as sensitive as existing radio telescopes and capable of surveying the sky about 10,000 times faster. The telescope is also expected to generate a torrent of data—up to 160 Gb/second from each antenna. Much of that information will be used to help researchers find answers to some of the biggest outstanding questions in astronomy. SKA is being designed, for example, to help astronomers search for gravitational waves, the ripples in the structure of space–time predicted by Albert Einstein’s general relativity. “If you have a large number of pulsars all over the sky, you can use them to look for gravitational waves,” Cornwell shares. “That’s one of the projects that will be done, a survey of the entire sky looking for pulsars.”

The system also promises to allow more astronomers to join the hunt for exoplanets, using an investigative tool with far greater resolving power than existing radio telescopes. Even more tantalizing is the prospect of using SKA to look back in time to the universe’s so-called Dark Ages—a period extending up to some 400 million years after the Big Bang—an era of darkness that existed before the first stars and galaxies were formed and about which very little is directly known.

WHAT’S OLD IS NEW

Utilizing interferometry as a technique to enhance a radio telescope’s resolving power isn’t a new idea. Many existing radio telescopes, including LOFAR, are integrated into such networks. SKA, however, takes the approach to a new level. Planners envision a Very Long Baseline Interferometry Network (VLN) that will combine telescopes separated by thousands of kilometers to form a radio interferometer with resolution comparable to a single dish measuring thousands of kilometers in diameter. “Digital signal processing will enable us to collect the very large amount of data that we need and to process it to get all the information out,” Cornwell notes. “Radio astronomy has always been at the
Interferometry is used to obtain high-resolution information about a particular radio source. “At its heart, interferometry is just a statistical technique,” Cornwell explains. “The noise signals at two or more antennas are correlated via one of a number of techniques (mostly digital/computer now).” If the signals are totally correlated then there must be a small source on the sky producing the same signal in different antennas. “The difference in time between the signal landing at each telescope gives information about the location of the radio source on the sky,” Cornwell says. If the correlation shows more complex behavior then the source itself must be complicated. “A two-dimensional inverse Fourier transform (FT) will produce and image of the source,” Cornwell remarks.

Data from each SKA telescope will be transmitted to a system central correlator linked to high-speed computers that are designed to merge signals from multiple telescopes. The correlator will be situated near the array’s core, where the data will be combined and synchronized. Filters will then be used to separate the radio frequency signals required for astronomy from any interfering radio frequency signal that would contaminate the data.

“Basically in radio, if you want to see objects at a very great distance, you have to deal with very faint signals and you have to collect a lot of those signals,” Cornwell says. “In modern processing, we find that to get high-accuracy information out, we have do DSP,” he adds.

Data from the correlator will be sent to another location for processing. “In South Africa one option would be in Cape Town,” Cornwell says. “In Cape Town there will be a supercomputer, and it will take all of this data and make an image from the information over the region you’re looking at.”

Images will also have to be stored inside a massive database, a system that has yet to be developed. “The astronomer will connect to the archive and download the image and look at it and do astrophysics,” Cornwell says “By the time we’re up and running on our network internally, we’ll have something like an order of magnitude more data flowing than is on the entire global Internet today.”

SKA will also utilize beamforming, the critical signal processing technique used in radio astronomy to observe radio signals from specific regions of the sky. While radio dishes mechanically turn to observe an area of sky, SKA’s aperture array antennas will have no moving parts, so the beams must be electronically steered to allow the observation of specific sky regions.

SKA will also use signal processing to automatically detect the repetitive pulsed signal of objects such as pulsars buried in the data. Besides pulsars, the SKA will be able to automatically detect transient astronomical events, including supernovae, gamma-ray bursts, and microlensing events, which can temporarily brighten objects in the far reaches of the universe due to the gravity of a foreground object acting as a lens. Both methods of autodetection are time-frequency-based observations and require high time resolution data.

Cornwell notes that SKA will challenge signal processing algorithm development in two key areas. Faster and better ways will have to be developed to make the high dynamic range images required for SKA science (a ratio of 10^6:1 to 10^7:1). Effective radio interference mitigation algorithms will also be needed to enable observations across wide segments of the radio spectrum. The algorithms used will need to be as efficient as possible to process the huge amounts of data expected to pour through the system.

SKA’s signal processing will require exceptionally high-speed computer systems that must meet budget, processing, and thermal requirements. Four micro-processing platforms capable of supporting signal processing are currently being developed and tested by the astronomy engineering community as potential solutions: general-purpose processors, a graphics processing unit, FPGAs, and an application-specific integrated circuit.

Cornwell says he spends a great deal of time thinking about the massive amounts of data that SKA will generate. “Processing that involves going from the data that’s emitted from the correlator through to images—that’s very complex processing, and for SKA 1 [the project’s first phase] it requires a supercomputer running at about 100 petaflops,” he says. “I think that’s going to be one of the real challenges of this project: to get our methods, our algorithms, and our software to work on that scale.”

EXOPLANET EXPLORATION

Last year, with the help of a basic signal processing technique, a team of Massachusetts Institute of Technology (MIT) researchers announced that they had discovered an Earth-sized exoplanet, Kepler 78b, a world that orbits around its host star in only 8.5 hours—one of the shortest orbital periods ever detected. The planet has an orbital radius only about
three times the radius of the star. Such close proximity to its host results in an estimated surface temperature as high as 3,000 °K, or more than 5,000 °F. “Some people have taken to calling these really, really close-in Earth-sized planets ‘lava worlds,’ even though we don’t know what they’re made of, or what their surfaces look like,” says Josh Winn, an associate professor of physics at MIT (Figure 2) and a member of the team led by physics professor emeritus Saul Rappaport.

To discover Kepler 78b, the team pored through more than 150,000 stars monitored by the Kepler Telescope, a space observatory launched by NASA in 2009 to discover Earth-like planets orbiting other stars. The goal for the MIT researchers was to look for Earth-sized planets with very short orbital periods. To find such worlds, the team scrutinized light data from thousands of stars, looking for dips indicating that a planet may be periodically passing in front of a star.

Yet other types of periodic stellar phenomena can also affect light emission, such as a star eclipsing another star. To detect only signals specifically associated with actual planets, physics graduate student Roberto Sanchis-Ojeda searched through the set of periodic light curves looking for frequent smaller dips in the data midway between the planetary transits. “We take kind of a shortcut,” Winn says. “We look for the planets that happen to be eclipsing their stars so that, as they go around, their orbit is lined up with the Earth just so, and as the exoplanet’s orbit takes it right in front of the star, it blocks a tiny amount of its light and we can register that dimming.”

Still, detecting tiny dips among tens of thousands of light curves is lengthy, painstaking work. To accelerate the process, the researchers turned to signal processing in the form of an FT search. “Signal processing is very much a part of what we do,” Winn says.

The standard algorithm for transit searching is the box least squares (BLS) algorithm, which generally offers the greatest efficiency for transits with a duration that is short in comparison to the orbital period. Yet BLS also presents some drawbacks. One critical problem is that the BLS spectrum includes peaks at multiples of the orbital period and at multiples of the orbital frequency, complicating attempts to determine the correct period. Winn notes that BLS spectrum computation is basically a time-domain method. “It is essentially a matched filter for the transit signal (an inverse boxcar function),” he explains. “A detection statistic is computed after searching a range of candidate orbital periods, transit phases, and transit depths.” The researchers also found that the standard BLS algorithm generates spurious signals at periods that are integer multiples of the Kepler sampling period of close to half an hour.

Winn credits Rappaport with suggesting the Fourier approach. “He was really the one who had the insight that we could get much further just by using the plain old FT as opposed to the very complicated wavelet-based matched filter,” Winn says. “He’s retired, but he’s spending his retirement finding planets with Kepler data.”

The spurious peaks often lead to significant noise background in searches for planets with periods less than half a day. While a method exists to partially suppress the spurious peaks, the researchers felt that the introduction of an additional step would complicate the search. The team was also reluctant to follow in the footsteps of several other exoplanet research projects that scoured the Kepler database using a BLS algorithm.

Winn and his colleagues were able to take advantage of the fact that FTs can be computed so quickly that it was practical to repeat the search of the entire database many times while the code was being developed. Although the FT of a transit signal has power that is divided among several harmonics, the number of significant harmonics below the Nyquist limit declines as the orbital period is decreased. The FT is therefore quite sensitive to the shortest-period planets.

According to the researchers, the ratio of transit duration to period, or duty cycle, varies as P−1/3 (where P is the planet’s orbital period) and is as large as 20% for ultra-short-period planets, in which case the efficacy of the FT search is nearly equivalent to that of the BLS. Additionally, it’s rather simple to detect a peak in the FT and its equally spaced harmonics, either by means of an automated algorithm or by eye. Meanwhile, the absence of any subharmonics is a useful and important property of a true planet transit as opposed to a background blended binary.

In retrospect, Winn is pleased that taking a seemingly counterintuitive approach led the researchers to an important discovery. “The nice thing about the FT is that it’s as simple as anything that you learn in your first signal processing class in college, and we’re able to compute them extremely quickly,” he says. “Even though it’s not what the orthodox procedure would be, it turned out to work really well because it was so fast and so simple, and we could really tune it to the specific problem.”

**AUTHOR**

John Edwards (jedwards@johnedwardsmedia.com) is a technology writer based in the Phoenix, Arizona area.
Health Alliance Boosts Influence in Standards Development

Despite barriers relating to regulation, patient acceptance, and privacy concerns, market researchers estimate the growth of the mobile health-care market at US$9 billion in 2014. Looking ahead, analysts are projecting growth in the mHealth sector at a compound annual growth rate of nearly 40% over the next six years. Equally impressive, mHealth has the potential to dramatically reduce the cost of health care.

But the sector has become a moving target, with rapid changes in mobile device technology and technical standards with design cycles that are longer than most wireless products, mainly due to regulatory approval requirements. Then there’s the market itself—it’s becoming more consumer centric, intensifying competition among the market’s incumbent players.

One of the most influential organizations in the field is the Continua Health Alliance, an international nonprofit organization enabling end-to-end, plug-and-play connectivity of personal health devices and services with more than 220 member companies, including medical device, telecom, health tech service, and health-care industry leaders, working to develop new standards in medical electronics and take advantage of existing standards. While not formally a standards organization itself, Continua also works to identify and resolve gaps in standards to ensure that mHealth devices are interoperable.

The alliance has been a major contributor to technical standards developed by the IEEE Standards Association (IEEE-SA), including the development of the IEEE 802.11 family of standards, and has worked with the Wi-Fi Alliance to facilitate and promote the adoption of Wi-Fi technology in connected health applications. Since its approval as a formal standard, 802.11 has become the dominant wireless area network technology, while Bluetooth, ZigBee, and near-field communications (NFCs) continue to gain market share in mHealth products.

For this second in a series of Q&A features for IEEE Signal Processing Magazine (SPM), we talked to Michael Kirwan (Figure 1), technical operations director of Continua, about its relationship with the IEEE-SA, its collaboration with other health organizations, and changes in its new design guidelines for mHealth original equipment manufacturers.

IEEE SPM: You recently signed an agreement to collaborate with other health industry organizations. What’s that about?

Michael Kirwan: Continua recently partnered with the newly formed Personal Connected Health Alliance (PCHA). This is a collaboration with Continua, the mHealth Summit, and Healthcare Information and Management System Society (HIMSS) to establish a global nonprofit alliance representing the consumer voice in personal connected health. PCHA will promote personal connected health solutions featuring interoperable, plug-and-play devices and systems, such as mhealth tools, remote monitoring devices, and sensors. Each member organization brings its own perspective to the collaboration, but this will strengthen Continua’s international expansion efforts. The Continua brand is unchanged. Our vision and mission remain the same, with the same processes, events, and working groups. We will continue to focus on standards.

We have also signed a strategic agreement with IEEE Standards to help accelerate and broaden the adoption of globally relevant standards-based technologies for the health-care arena. IEEE Standards developed the IEEE 11073 family of standards designed for the entire health-care continuum for personal health device communications. The collaboration follows the U.S. Food and Drug Administration (FDA) announcement in November 2013 that it recognized the importance of interoperability in standards and published what it called its “final guidance” for developers of mobile medical devices last year in September. The agency said it will oversee apps that function like medical devices, but it does not expect manufacturers to submit premarket review applications or to register and list their apps with the FDA. It also listed 25 standards that help support medical device interoperability, including 12 IEEE 11073 standards.

IEEE SPM: Will the PCHA have any influence on the development of IEEE 11073 standards updates?

Kirwan: Absolutely. Continua members are also members of the IEEE Standards working groups that developing
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these standards. Of course, other organizations are involved with the IEEE-SA, such as universities, that are not members of Continua.

IEEE SPM: You publish Continua Design Guidelines every year to facilitate the interoperability and efficient use of smartphones and tablets for connected health. What can we expect in the newest version of the guidelines?

Kirwan: Going forward, we’re now working on what we refer to internally as Genome. This will be our 2015 version, and it will add additional device specialization from IEEE Standards, and additional functionality, along with improvements to the existing guidelines as well. The guidelines also include new initiatives, such as NFCs in smartphones, the adoption of a RESTful (RESTful, or “representational state transfer,” is generally described as the underlying architecture for the Web. Focusing on data elements in its construction, it has been used to develop Web services) style architecture to better engage app developers, and SMS-based capability, which can wake up a device to receive data. Continua requires that anything in our guidelines matches up with IEEE standards.

The Continua Design Guidelines have been adopted by the International Telecommunications Union (ITU) and have been translated into six different languages. The ITU has given final approval of a new standard, Recommendation ITU-T H.810, that is now part of the Continua guidelines. Everyone, including the IEEE, has adopted and included in its design specifications Technology Association of Korea, the European Telecommunications Standards Institute, and the Telecommunications Technology of Radio Industries and Business, the Telecommunications Standards Association, and the European Telecommunications Standards Institute, and the Telecommunications Technology Association of Korea, which is doing similar work and is probably a lot more interesting. oneM2M is expected to have its first [standards] release in July of this year. They’re developing a new architecture to help everyone build their Internet of Things from apps to systems in a similar way. Continua is helping them create a model of what they should be developing in the future, which would eventually be turned into a formal standard.

IEEE SPM: Other than the IEEE Standards Association and ITU, do you work with any other organizations involved in standards development?

Kirwan: One is the Bluetooth Special Interest Group (SIG). I work with them almost daily. I also work with the ZigBee Alliance, the NFC Forum, the USB group on occasion, and others.

IEEE SPM: Who has access to the Continua Design Guidelines?

Kirwan: It’s free from Continua. And it’s free to the ITU. All you have to do is tell us who you are and we’ll send you a copy through a link over the Internet.

IEEE SPM: Do you see any technology bottlenecks in the health-care industry?

Kirwan: Regulation is often an issue. We have a regulatory work group, and we weren’t getting enough guidance from the FDA, and then last year it came out with its “final guidance” for developers of mobile medical devices, giving IEEE standards recognition that its 11,073 standards are relevant to interoperability of medical devices, and how apps should be treated on mobile phones.

Another area we worked on for some time was the shift from an earlier version of Bluetooth that Continua had adopted, which was a health device profile standard by the Bluetooth SIG that was difficult for some companies to implement. The SIG has since switched from that to what is now Bluetooth Low Energy that Continua has adopted and included in its design guidelines. Everyone, including the IEEE, is now on board with the new [Bluetooth] standard, and companies are now designing their products to that standard. We’re also working with Google directly on Android to try to get them to support Continua standards.

IEEE SPM: What’s the impact of “big data” technology on the health-care industry?

Kirwan: Our job is to get the data. Without Continua, you’re stuck in proprietary channels. You’re not going to achieve big data that way. The way you achieve big data is by making your blood pressure cuff work with everything, and to go into every manufacturer’s back-end system, or in the cloud. You have to do that as a standard, and you can do that with Continua. Then, you can have multiple blood pressure cuffs, produced by multiple manufacturers, located around the world, sending data to multiple mobile devices.

IEEE SPM: The Internet of Things and machine-to-machine (M2M) technologies are getting a lot of attention in the industry. Is sensor technology currently up to the task of meeting the requirements of mHealth, or so-called connected health, applications?

Kirwan: We’re working with the ITU on M2M. The ITU established a Focus Group on the M2M Service Layer early in January 2012 that would provide a cost-efficient platform, and could be easily deployed. Continua is also a member of oneM2M [a global organization launched in 2012 by seven international standards development organizations, the Association of Radio Industries and Business, the Telecommunications Technology Committee of Japan, the Alliance for Telecommunications Industry Solutions, the Telecommunications Industry Association of the United States, the China Communications Standards Association, the European Telecommunications Standards Institute, and the Telecommunications Technology Association of Korea], which is doing similar work and is probably a lot more interesting. oneM2M is expected to have its first [standards] release in July of this year. They’re developing a new architecture to help everyone build their Internet of Things from apps to systems in a similar way. Continua is helping them create a model of what they should be developing in the future, which would eventually be turned into a formal standard.

IEEE SPM: Is Continua focusing on any one area at the moment?

Kirwan: In terms of standard development activity, the clinical and personal health devices groups are the busiest right now. But most of our focus in the last year
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Recent Advances in Radar Imaging

Radar imaging reaches back to the patent on synthetic aperture radar (SAR) by John Wiley in the year 1954. From the early days of SAR when imaging was performed using photographic film technology, to modern times where enormous images can be formed on a single computer in practically no time with exquisite accuracy and resolution, there have been tremendous advances in the field. These advances have, to some degree, motivated by the increasing availability of high-quality SAR data from the ever-expanding fleet of international airborne and spaceborne SAR systems in both the civilian and military sector. In the civilian sector alone, the National Aeronautics and Space Administration's (NASA's) SEASAT in 1978, followed by the NASA shuttle imaging radars SIR-A, SIR-B, and SIR-C, initiated a remarkable development of international radar missions including Canada's RADARSAT mission, Japan's Earth Resources Satellite (JERS) and Advanced Land Observing Satellite (ALOS) missions, Europe's European Remote Sensing (ERS) and Enviromental Satellite (ENVISAT), and NASA's Shuttle Radar Topography mission (SRTM), as well as Germany's TerraSAR-X satellite. These, in turn, have led to a new generation of missions with even greater sophistication in modes and operational characteristics. Airborne SAR test beds that offer even greater resolution and mode diversity often support the satellite programs. The multidecade time series of data these missions provide have inspired researchers to develop exciting new processing technologies for exploitation, which continue to evolve.

SAR systems are now capable of providing resolutions comparable to optical systems while operating in all weather and times, which are features of key importance for many applications. SAR data provide key information about the imaged area, unique and distinct from what optical systems can provide in that the SAR is sensitive to the electrical and roughness characteristics of the scene rather than its chemical properties. The ability to control the illumination source gives a range of diversity in observations—polarization, phase-time, and frequency dependence—enabling broad applications including classification and change detection, forestry, soil characterization, monitoring of areas subject to natural and anthropogenic hazard, and many others.

Air- and space-based sensors that have been realized span frequencies extending from very high frequency to the upper millimeter wave region, offering deep exploration of scattering phenomenon and insights into the nature of targets and surfaces. Extended SAR capabilities, such as the Shuttle Radar Topographic mission cross-track interferometer, the TanDEM-X satellite pair and the Constellation of Small Satellites for the Mediterranean Basin Observation (COSMO)/SKYMED constellation, have expanded applications of SAR in unique and important ways, including across/along track and repeat pass interferometry techniques for topographic mapping, velocity estimation of moving targets, and accurate deformation monitoring, as well as multiband operations and polarimetric exploitation: options that add to the almost incredible improvements in geolocating fine-resolution images through precision data processing. Today's SAR technology offers a cost-effective alternative to traditional techniques, capable of reaching accuracy and measurement density that are starting to be comparable to lidar systems while retaining synoptic view and global coverage advantages.

This special issue of IEEE Signal Processing Magazine (SPM) provides an overview of recent developments in SAR imaging and delineates potential research avenues for further progress in this area. It covers the relevant topics of high-resolution and multistatic SAR imaging, SAR imaging of complex scenarios and buried targets, SAR interferometry, SAR tomography and polarimetric SAR, and multipath mitigation and exploitation in SAR. The intent is to provide readers with a breadth of topics in the theory and applications of SAR processing, capturing recent developments and highlighting new frontiers.

The first article by Ash et al. addresses the issue of overcoming limitations of traditional SAR imaging based on narrowband/narrow angle acquisition. It provides an overview of the methods used for wide-angle SAR imaging and deals with problems related to anisotropic scattering and the deviation from point scattering assumptions and their effects on data interpretation and processing.

Çetin et al. provide an overview of recent research on SAR imaging for increased resolvability of point scatterers, reduced speckle, proper segmentation, and robustness to limitations in data quality and quantity.

The article by Fornaro et al. focuses on the developments of SAR interferometry, which has enabled the monitoring of ground deformations with applications to natural hazards as in revealing seismic and volcanic risks and landslides and underground excavation/withdrawal. It also addresses the developments of SAR tomography that turns interferometric into multidimensional (space–time) imaging methods.

(continued on page 158)
Advances in radar hardware have enabled the sensing of ever-wider synthesized apertures. In this article, radar video—a sequence of radar images indexed on sub-aperture—is discussed as a natural, convenient, and revealing representation to capture wide-angle scattering behavior of complex objects. We review the inverse problem of recovering wide-angle scene reflectivity from synthetic aperture radar (SAR) measurements, survey signal processing approaches for its solution, and introduce a novel Bayesian estimation method. Examples from measured and simulated scattering data are presented to illustrate scattering behavior conveniently revealed by the SAR video framework.

**INTRODUCTION**

Radar performs echo-location using a band-pass signal by measuring time delays due to reflecting objects. This is illustrated in Figure 1, where the red curve shows the envelope of the echo. The echo provides a one-dimensional projection of the three-dimensional (3-D) scene; points along concentric spheres collapse into a single position in the measurement. The radar bandwidth provides timing accuracy, and hence gives range resolution. To form a spatial map of scene reflectivity, the scene is viewed from a diversity of viewing angles; this is accomplished by moving the transmitter, here colocated with the receiver, to synthesize an aperture much larger than the antenna’s physical size. Measurement positions along a notional synthetic aperture are depicted by dots in Figure 1. A small diversity of viewing angles can provide significant spatial resolution; for example, for a 3-cm wavelength, approximately 3° of azimuth suffices to achieve 1-ft resolution [1].

Technological advances in digital hardware, radio frequency signal generation, and navigation have facilitated the use of ever-larger synthetic apertures in airborne radars [2]–[5]. Wide-angle SAR may be defined as employing any synthesized aperture whose azimuthal angular extent exceeds the sector required for equal resolution in range and cross-range. That is, a wide-angle aperture has extent exceeding $2\sin^{-1}(BW/(2f_c))$ radians, where $BW$ and $f_c$ are the bandwidth and center frequency of the radar, in Hertz. However, reflector geometry, shadowing, and coherent scintillation cause scattering behavior that can be strongly dependent on viewing angle. With the scattering dependent not only on space, but also on viewing angle, measurement over a large aperture invites the question, “What is a wide-angle radar image?” In this tutorial article, the viewpoint is that SAR video, a map of reflectivity as a function of both space and viewing angle, is a natural signal processing choice. An image product from SAR video is illustrated in Figure 2. The red circle on the left graphically depicts frequency-domain radar measurements on a polar grid where radius corresponds temporal frequency and angle corresponds to the azimuthal viewing angle. Simulated far-field echoes here are collected for a 360° circular aperture, 640-MHz bandwidth and
10-GHz center frequency [6]. Images are computed for a sequence of subapertures, possibly overlapping, to produce images of reflectivity, $r(z)$, indexed on both spatial location, $r$, and azimuth angle, $z$. [For reference, a mesh model of the reflecting object is given in Figure 3(a).]

A wide aperture greatly increases information about objects of unknown orientation [7]. Given the specular nature of radar returns from man-made objects, the wide-angle aperture captures more glints and yields a higher probability of capturing the most discriminating features. In addition, for reflectors that persist across angle, a wider aperture provides improved spatial resolution [1]. For reflectors that do not persist, a wide aperture allows detection of the anisotropic behavior.

Table 1 lists the classes of signal processing approaches surveyed in this article for reconstruction of a sequence of aspect-dependent images, $(r, z)$. Across a wide aperture, scattering is aspect dependent, and the reconstruction of a single image therefore obscures the anisotropic behavior. We first survey the subaperture, or windowed, approach in which the wide aperture is divided into smaller subapertures on...
which scattering is more nearly homogeneous; on each sub-
aperture, a single subimage is formed. For subaperture 
methods, we review a recursive linear imaging procedure and 
study several nonlinear techniques that have been proposed 
for sharpening the resolution of the individual subimages. 
We next survey three inversion approaches that jointly pro-
cess the wide-aperture data to explicitly reconstruct scatter-
ing as a function of both space and viewing angle. Before 
proceeding to the survey, we provide an elementary state-
ment of the image reconstruction problem. Following the 
survey, we discuss the benefits of SAR video and contrast the 
merits of the various approaches.

INVERSE SCATTERING
Traditional transmitters employ linear FM chirp waveforms for 
a constant envelope transmission; a receiver, after mixing and 
filtering, directly yields the in-phase and quadrature samples of 
the Fourier transform of the complex-baseband echo signal. 
Thus, far-field measurements can be indexed by the frequency 
and viewing angle, as illustrated in Figure 1.

For decades, airborne radar systems have typically operated 
with a small diversity of wavelengths and viewing angles. Two 
consequences result for imaging [1], [8]. First, the point scatter-
ing assumption that reflectivity is constant across frequency and 
angle may be used with great success. Second, the small aperture 
allows for a plane-wave (far-field) assumption to hold across a 
large scene. Together, these approximations render the

[ TABLE 1 ] A SURVEY OF ANISOTROPIC IMAGING PROCEDURES.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>EXAMPLE REFERENCES</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUBAPERTURE METHODS</td>
<td></td>
</tr>
<tr>
<td>NONLINEAR: FILTER BANKS</td>
<td>[12]–[15]</td>
</tr>
<tr>
<td>NONLINEAR: REGULARIZED LEAST-SQUARES</td>
<td>[17]–[20]</td>
</tr>
<tr>
<td>FULL-APERTURE METHODS</td>
<td></td>
</tr>
<tr>
<td>PARAMETRIC MODELING</td>
<td>[21]–[25]</td>
</tr>
<tr>
<td>REGULARIZED LEAST-SQUARES</td>
<td>[26]–[27]</td>
</tr>
<tr>
<td>BAYESIAN</td>
<td>[29]</td>
</tr>
</tbody>
</table>

For decades, airborne radar systems have typically operated 
with a small diversity of wavelengths and viewing angles. Two 
consequences result for imaging [1], [8]. First, the point scatter-
ing assumption that reflectivity is constant across frequency and 
angle may be used with great success. Second, the small aperture 
allows for a plane-wave (far-field) assumption to hold across a 
large scene. Together, these approximations render the

![Subaperture X-band imaging of a backhoe with 600-MHz bandwidth. (a) A mesh model, (b) composite backprojection image color-coded to azimuth angle of peak response across 11 subapertures, (c) composite backprojection image from maximum amplitude across 11 subapertures, (d) backprojection image from a single 20° subaperture, (e) nonlinear imaging to deconvolve sidelobes from a single 20° subaperture, and (f) reference image from a single 20° subaperture and 4-GHz bandwidth. In (c)-(f), color encodes the top 40 dB of response amplitude.](image-url)
measurements to be simply samples of the Fourier transform of the scene reflectivity; the rectangular coordinates in Figure 1, \((k_x, k_y, k_z)\), are these spatial frequencies. Thus, imaging via Fourier transformation results in an image that is bandlimited in spatial frequency. Backprojection with convolution [8] yields the same result, and backprojection alone serves to approximate an inverse operator by the adjoint operator. This adjoint operator is the matched filter for ideal point scattering.

Taking a closer look, electromagnetic scattering from a scene may be fully described as a function of spatial location, viewing geometry, frequency, and polarization. For monostatic data collection, the scattered electric field from an object can be described by a \(2 \times 2\) polarimetric scattering matrix:

\[
\Psi(r, r_m, f),
\]

(1)

where \(r = (x, y, z)\) is the object location, \(r_m \in \mathbb{R}^3\) is the \(m\)th measurement location, and \(f\) is frequency. The measured fields are modeled by [1]

\[
E(f, r_m) = \int_{[r]} \frac{1}{\|r - r_m\|} \Psi(r, r_m, f) \times E_i \exp\left\{j2\pi f \sqrt{\|r_m - [r_m - r]\|} \right\} dr.
\]

(2)

The \(2 \times 2\) complex-valued vector \(E_i\) is the incident field for a given polarization basis, and the two-way propagation time relative to the scene center, \(r = 0\), is \(2\sqrt{\|r_m - [r_m - r]\|}/c\). In this linear (Born) model, only backscatter is modeled; any nonlinear interactions in actual scattering must be accounted for in the linear model by additional, spurious reflectors or “artifacts.”

Via traditional imaging, a two-dimensional or 3-D spatial representation is formed of the multivariable function \(\Psi\). Consequently, some behaviors may be obscured. A linear aperture leaves unresolved any displacement orthogonal to the slant plane containing the aperture and the scene center. Thus, for a linear aperture viewing the position may be parametrized by one angle, and location by two variables. In addition, with a narrowband assumption, the frequency variable is eliminated to arrive at scattering as a function of three real variables, \(\Psi(x, y, \phi)\), where \(\phi\) is the azimuth angle. Traditional imaging techniques further abandon the angle dependence [1], [8], yielding a function of two variables readily depicted as a two-dimensional map, \(\Psi(x, y)\). Finally, a far-field plane-wave propagation assumption yields a linearization of the differential range, \(|r_m| - \|r\|\) and

\[
E(f, \phi) \approx \int_{x, y} \Psi(x, y) 
\]

\[\times E_i \exp\left\{j2\pi f \cos \theta \left(\frac{x \cos \phi + y \sin \phi}{c/2}\right)\right\} dx \, dy.
\]

(3)

The plane wave assumption yields the simplicity of Fourier processing for inversion of (3) but results in a predominantly quadratic phase error due to wavefront curvature; this error is limited by restricting the image scene size to be small relative to the standoff distance. For example, for a linear aperture subtending 30°, a 10-GHz center frequency, and a 15-km standoff distance, the scene radius must be less than 28 m to limit quadratic phase error to \(\pi/4\) radians. Backprojection imaging, and its fast variations [5], apply with or without the far-field approximation, while Fourier imaging requires the phase linearization provided by the approximation.

In contrast to a linear aperture, a curvilinear aperture can disambiguate reflector locations in three spatial dimensions [1]. A special case is circular SAR (CSAR), in which the aperture positions lie on a circle of constant altitude, and a wide-beam antenna persistently illuminates a scene within the projection of the circle onto the ground below. Multiple circular orbits can further diversify viewing geometry and improve the 3-D resolution, e.g., using interferometric approaches [9], [10]. Experimental demonstration of 3-D reconstructions, \(\Psi(r)\), has been reported at X-band [2], VHF [4], and L-band [5]. For either linear or circular apertures, SAR video introduces an angle index, \(\phi\), to reconstruct \(\Psi(r, \phi)\). Examples below consider both linear and circular apertures.

SUBAPERTURE METHODS

We first survey the subaperture, or windowed, approach: the wide aperture is divided into smaller subapertures on which scattering is more nearly homogeneous. On each subaperture, a single subimage is formed. Nonlinear techniques have been proposed for deconvolving the sidelobes, or “sharpening,” of the individual subimages.

RECURSIVE BACKPROJECTION

A sequence of subaperture images may be linearly constructed by recursive implementation of backprojection imaging. The recursive approach offers computational advantage in memory and peak-processing requirements, versus a block-processing strategy. In traditional block processing, a set of echoes across a contiguous set of aperture positions are filtered, weighted, and then backprojected to an imaging surface to form a complex-valued map of reflectivity. Fast backprojection algorithms reduce computational load (e.g., [5]). An aperture weighting provides suppression of the image point spread function sidelobes due to the finite aperture, but at the cost of a modest increase in the mainlobe width. Traditional block-processing image formation computes an aperture-weighted backprojection image, \(\overline{\Psi}^\theta(r)\), at slow-time azimuth position \(\theta\). The image is made using the synthetic aperture defined by the \(J\) most recent pulses and takes the form

\[
\overline{\Psi}^\theta(r) = \sum_{j=0}^{L-1} w_j B(\psi_j, .),
\]

(4)

where \(\psi_j\) is the echo at aperture position \(t\), \(B\) is the filter-and-backproject operator, and \(w_j, j = 0, \ldots, J - 1\), is an aperture weighting sequence, such as that provided by a Taylor or Hanning window. In SAR video applications requiring the production of a sequence of \(\theta\)-indexed images, the block-processing approach suffers from high memory and peak computation overhead, both proportional to the aperture size \(J\).

In contrast, a recursive approach [11] to the computation (4) can offer nearly identical imagery with orders of magnitude reduction in memory and peak processing requirements,
Recursive backprojection imaging enables orders of magnitude reduction in memory and peak computation for typical SAR video scenarios [11]. Here a third-order recursion well approximates a Hanning sequence for cross-range sidelobe control.

The recursion is given by

$$\Psi^{(3)}(r) = \sum_{m=1}^{M} \alpha_m \Psi^{(2)}(m) + \beta \Psi(0),$$

(5)

where $M < < J$ is the recursion order, and $\{\alpha_m\}$ are constants controlling the effective weighting sequence. An example is provided in Figure 4 illustrating that a third-order recursion provides an excellent match to a Hanning window for aperture weighting. The recursive imaging provides SAR images at a frame rate equal to the pulse repetition frequency.

NONLINEAR RESOLUTION ENHANCEMENT

The processing of subapertures presents a tradeoff between spatial cross-range resolution and the blurring of scattering changes versus aspect angle. The same tradeoff is encountered, e.g., in the use of the short-time Fourier transform for time-series analysis. Nonlinear processing procedures have been applied in radar to enhance the resolution of a single subaperture image. The methods implicitly assume nearly isotropic reflectivity across the small subaperture and result in a spatially varying point spread function. We briefly survey two classes of such approaches: filter banks and regularized least-squares.

FILTER BANKS

The linear image formation techniques noted above can be viewed as fixed filter banks, where the image at location $r$ is a linear combination of the vector $y$ of data samples. $\Psi(0) = \Psi^{(3)}$. Nonlinear sharpening techniques used in SAR are largely adapted from the rich literature of spectrum estimation; see [12] for an expansive survey. For adaptive filter bank methods, the weight vector itself is a function of the data. The data adaptive approaches reduce both speckle and sidelobes at the expense of the processing gain in the target-to-clutter ratio (TCR). Let $a_r$ denote the ideal, noiseless modeled response from location $r$, an isotropic point is the ubiquitous modeling choice. The minimum variance method (MVM) [12] seeks to minimize the expected energy, $\mathbb{E}[|\Psi(r)|^2]$, subject to a unity gain constraint, $|\Psi^{(3)}(r)|^2 = 1$. The solution to the linearly constrained quadratic optimization yields

$$w_r = \frac{R^{-1}a_r}{a_r^2 R^{-1}a_r}.$$

The covariance matrix, $R$, is estimated as the sample covariance matrix computed from multiple overlapping data subapertures. Variations on the MVM approach include diagonal regularization of the covariance, $R + \mu I$, and a rank-1 modification [13]. The high-definition imaging (HDI) approach [14] modifies MVM to constrain the angle between $w_r$ and $a_r$. Each of these MVM variations have a computational complexity that is cubic in the number of pixels.

Adaptive sidelobe reduction (ASR) [12] provides a computational complexity that is merely linear in the number of pixels; a single snapshot viewpoint is adopted, and, implicitly, a rank-1 covariance assumption. Data-adaptive weights are used to modify a matched-filter image via a spatially varying finite impulse response filter. The filter is constrained to be real valued, symmetric, have center tap equal to one, and to have all other taps yield sum of squares less than a prescribed constant. The constrained filter taps are then adapted to minimize the output energy. The approach is further simplified in spatially variant apodization (SVA), whereby the filtering is separable, uses only the two neighboring pixels in each direction, and imposes a coefficient positivity constraint. To suppress sidelobes, the SVA approach relies on the oscillatory structure of a separable sinc point response.

Other spectrum estimation approaches have been proposed, as well, such as the use of a smoothed Wigner–Ville distribution, rather than short-time Fourier transform, in cross-range [15].

REGULARIZED INVERSION

To enhance the resolution of a single subaperture image, sidelobes may be deconvolved via a regularized least-squares inversion of the linear, isotropic scattering model. Adopting $\Psi$ as a vectorized representation of the discrete pixels in $\Psi(r)$, the inversion may be expressed

$$\Psi = \min_{\Psi} \| \Psi \|_0 \text{ subject to } \| A \Psi - y \|_2 \leq \epsilon,$$

(6)

where the $\ell_0$ pseudo-norm $\| \cdot \|_0$ counts nonzero entries in a vector and expresses the preference for an image dominated by a few strong reflectors (or, more generally, sparse in some basis). Greedy methods, such as CLEAN and orthogonal matched pursuit (e.g., references in [10] and [16]) have been widely used and can solve this NP-hard problem with suitable restrictions on both the correlation in columns of $A$ and the sparsity of $\Psi$; likewise, the $\ell_0$ quasi-norm can be relaxed to an $\ell_p$ quasi-norm, $\| \Psi \|_p = \left( \sum_\Psi | \Psi |_p \right)^{1/p}$. Authors have used
A fixed-point iteration has appeared in the literature as a solution technique (e.g., [19] and [20]) for (6); and, a conjugate gradient (CG) procedure has been applied to (7) with good success [17]. Moreover, in the CG framework, the objective can be generalized from $\|\Psi\|_1$ to $\|D(\|\Psi\|)\|_1$ with a differentiable function $D$ providing an edge-preserving region enhancement in the recovered imagery [17]. Lagrange multipliers, such as the $\mu$ in (7), are tunable algorithm parameters and may significantly impact resulting imagery. The use in radar imaging of greedy and optimization-based approaches for sparse linear inversion predates the theoretical underpinnings provided by compressive sensing [16]; however, the recent explosion of work in the area of compressive sensing has given rise to many good convex programming algorithms for numerical solution of (6) relaxed to $\|\Psi\|_1$ for $p = 1$.

**SUBAPERTURE PROCESSING EXAMPLES**

We next illustrate the application of subaperture methods, providing visualization of both aspect-dependent scattering and the ability of nonlinear processing to deconvolve sidelobes. For the examples, synthetic monostatic scattering data are generated for a backhoe model, illustrated in Figure 3(a), using a high-frequency computational electromagnetics code [6]. The center frequency is 10 GHz, and the bandwidth is 600 MHz unless otherwise noted. A linear aperture in the far field is used, with 45° depression angle at the center of the aperture.

In Figure 3(b) and (c), a 110° aperture is processed as a sequence of 11 overlapping subapertures, each of 20°. False color encodes the center azimuth angle of the subaperture at which the maximum amplitude occurs in (b), and in (c) encodes the maximum amplitude across the subapertures. Note that the noncoherent combination of subaperture images as in (c) can be interpreted as a generalized likelihood ratio test for a single reflector with 20° persistence and an unknown orientation aligned to one of the 11 subapertures.

Figure 3(d)–(f) illustrates nonlinear sidelobe deconvolution applied to a single 20° subaperture. The point spread function is displayed in the upper right-hand corner of (d) and reveals a finer resolution in cross-range than range, as expected. Also note that the orientation of the impulse response points towards the center of the 20° synthetic subaperture. Linear backprojection processing results in (d); at this orientation the glint due to the backhoe shovel appears prominently, seen at the far left. Deconvolution processing [17] of the coherent data, with $p = 0.7$ and $\mu = 0.1$ in (7), results in (e), yielding many features that are more clearly delineated than in (d). For comparison, a reference image is shown in (f); the reference is based on a large 4,000-MHz bandwidth, integration over the same 20° subaperture, and formed via backprojection as in (d), without deconvolution processing.

The choice of very large subapertures for nonlinear deconvolution of the point spread function (psf) offers no benefit; the modeled psf implicit in the deconvolution algorithm can become increasingly mismatched to actual scattering as the subaperture is extended. Hence, the bias due to model mismatch can result in undesired imaging artifacts.

**FULL-APERTURE METHODS**

In contrast to the subaperture methods that presume nearly constant reflectivity versus azimuth angle across a small subaperture, the class of full-aperture methods models scattering as a function of both space and azimuth angle across the full aperture. By explicitly adopting azimuth angle as an independent variable, the dimensionality of the image object, $\Psi(r, \phi)$ grows, which therefore invites some form of regularization to recover the image from the sampled data. Here we survey three such approaches: parametric modeling, regularized linear inversion, and Bayesian estimation.

**PARAMETRIC MODELING**

Parametric modeling approaches explicitly posit a parametric model for the scattering behavior and compute a nonconvex least-squares fit. These approaches are computationally expensive, especially considering the need to estimate a model order. Representative examples of this approach include sinc behavior in aspect [21]–[23], and Gaussian aspect dependence [24]. A larger family of canonical scattering objects has likewise been employed [25].

As an example of the parametric model fitting approaches, Figure 5 shows a 3-D reconstruction comprising even bounce (red) and odd bounce (blue) reflectors with a sinc response in azimuth, as predicted by physical optics approximation to high-frequency scattering [23], [25]. The reconstruction is computed via nonlinear least-squares estimation from the Gotcha X-band airborne measurements [2] using eight circular apertures and copolarized data measurements. The extent of a sinc response in azimuth is inversely related to the length of the reflector given in the visualization. In (a), a model of the Ford Taurus wagon vehicle is superimposed on the estimated reflectors, and the 3-D backprojection image is displayed in (b).

**REGULARIZED INVERSION**

The regularized least-squares approach in (7) has been explicitly extended from $\Psi(r)$ to the anisotropic model, $\Psi(r, \phi)$. For example, in [26], a large dictionary of angle-dependent returns in the matrix $A$ is managed by an iterative selection of a subset of columns. In [27], an angle-indexed image, $\Psi(x, y, \phi)$ is explicitly recovered using two regularization terms. The first is a total variation norm on the aspect dependence of pixel magnitudes, to promote correlation in scattering behavior versus viewing angle. The second is a $q$-norm on the scattering strength at a given spatial location, to promote sparse reflectors

$$
\min_{\Psi(x,y)} \left\{ A \Psi - y \right\}^T + \lambda_1 \sum_{x,y} \sum_i \left[ \Psi(x,y,\phi_i) \right]^2 \\
- \left[ \Psi(x,y,\phi) \right]^q + \lambda_2 \sum_{x,y} \sum_i \left[ \Psi(x,y,\phi_i) \right]^q \right\}^q.
$$

$$
\Psi = \min_{\Psi} \| A \Psi - y \|_2^2 + \mu \| \Psi \|_1.
$$

(7)

(8)
BAYESIAN INVERSION

Here, we introduce an alternative wide-angle imaging technique that extends the regularized least-squares philosophy to a Bayesian estimator. The approach makes the modeling assumptions explicit, reports posterior confidence in inferred scattering behavior, and can provide automated tuning of algorithm parameters.

For wide-angle collections, the generation of azimuth-indexed SAR imagery has a natural interpretation as a state-space estimation problem within a dynamical system. In this context, a state vector $\mathbf{y}(t) \in \mathbb{C}^N$ encodes the reflectivity at $N$ spatial points of interest within the scene and when viewed from a particular azimuth angle $\phi$, measured at time $t$. The state vector may be considered as a spatial image, and the collection $\{\mathbf{y}(1), \mathbf{y}(2), \ldots, \mathbf{y}(T)\}$ comprises a time-series of images capturing the azimuth-dependent scattering behavior that we wish to recover from radar measurements,

$$y^{(t)} = F^{(t)} \mathbf{y}^{(t)} + e^{(t)}.$$  \hspace{1cm} (9)

Here, $y^{(t)} \in \mathbb{C}^M$, $t = 1, \ldots, T$, denotes the $k$-space measurements obtained at time $t$, and $F^{(t)}$ is the Fourier operator accounting for the radar bandwidth, sampling, and platform position at time $t$. It is assumed that the measurements are corrupted by additive noise, assumed to be zero-mean complex circular Gaussian, to be independent across time and space, and to have variance $\sigma^2$. This is denoted $e^{(t)} \sim \mathcal{CN}(0, \sigma^2 I)$.

When the state dynamics governing the evolution of $\mathbf{y}^{(t)}$ are known, we may employ classical methods to generate filtered estimates of $\mathbf{y}^{(t)}$, based on linear measurements $\{y^{(t)}, \ldots, y^{(T)}\}$, or smoothed estimates, based on measurements $\{y^{(1)}, \ldots, y^{(T)}\}$. A thorough review of classical state-space estimation may be found, e.g., in [28] and references therein. However, for the anisotropic SAR problem, recent results in large-scale Bayesian inference of sparse time series are more appropriate. This field is generally referred to as dynamic compressive sensing (DCS) within the compressive sensing literature [29]. In wide-angle scenarios, sparsity is not only important because radar backscatter is often spatially sparse, but also because anisotropic behavior implies sparsity in the azimuth dimension as well.

The DCS problem considers the estimation of a sparse time series $\{\mathbf{y}^{(t)}\}$ from linear measurements $\{y^{(t)}\}$ and exploits two forms of structure. First, the sparsity pattern of the signal is expected to change slowly over time (azimuth), and second, the nonzero coefficients (reflector amplitudes) vary slowly with time, as prescribed by an a priori model [29]. Incorporating the dynamics of amplitude and sparsity evolution enables DCS algorithms to outperform “snapshot” approaches based on solving a sequence of standard compressive sensing problems over a set of subapertures. Further, DCS problems may be considered in a completely Bayesian setting where both the time-varying amplitudes and the supports are estimated with posterior uncertainty.

As such, the Bayesian DCS approach to wide-angle imaging is distinct in two respects from SAR video formed by independent processing of overlapping subapertures. First, the azimuth-indexed state estimates utilize all available data (in the case of smoothing), as opposed to a limited integration window with size selected by the user. In the Bayesian setting, an a priori model for reflector persistence implicitly controls the effective azimuth extent attributed to a scattering location. Second, the Bayesian DCS approach produces a measure of confidence to accompany the sequence of azimuth-indexed images. Specifically, the approach generates an estimate of the posterior marginal distribution of reflectivity as a function of scattering location and azimuth look angle. Knowledge of this uncertainty

\[\text{FIG5} \hspace{1cm} (a) A 3-D parametric modeling of wide-angle scattering data [2] as a sum of dihedrals (red) and flat plates (blue). Lengths of estimated reflectors are inferred from the anisotropy of the azimuthal responses. A facet model of the Ford Taurus wagon is superimposed on the estimated reflectors for visual comparison. (b) The SAR image from same measurements processed by 3-D backprojection.\]
is useful for subsequent exploitation tasks, such as automated target recognition, that utilize the wide-angle measurements.

APPROXIMATE BELIEF PROPAGATION
In the context of wide-angle SAR imaging, we review in this section a Bayesian approach to DCS based on approximate message passing [29]. An auxiliary time series \( \{s^{(0)}, s^{(1)}, \ldots, s^{(N)}\} \) is introduced, where \( s^{(t)} \in \{0, 1\}^N \) indicates the nonzero support at time \( t \). That is, if the \( n \)th pixel of \( \Psi^{(0)} \), \( \Psi^{(t)}_n \), has nonzero amplitude, then \( s^{(t)}_n = 1 \), otherwise \( s^{(t)}_n = 0 \). A second time-varying random process \( a^{(t)} = C, t = 1, \ldots, T \), is introduced representing the amplitudes of the nonzero elements of \( \Psi^{(0)} \). Combined, the sparsity \( s^{(t)} \) and amplitudes \( a^{(t)} \) fully characterize the reflectivity of the \( n \)th pixel at time \( t \) as

\[
\Psi^{(t)}_n = s^{(t)}_n a^{(t)}_n. \tag{10}
\]

The support and amplitudes are both hidden vector-valued random processes that we wish to estimate from radar measurements. To impose the notions of sparsity and smoothness described above onto the model, the \( \{s^{(0)}, \} \) and \( \{a^{(t)}\} \) processes are imbued with certain a priori dynamical structures.

The support structure is modeled as a first-order Markov chain where the value of \( s^{(t)}_n \) only depends on its temporal ancestor \( s^{(t-1)}_n \). Independent Markov chains are used for \( n = 1, \ldots, N \), although spatial correlation across \( n \) is possible. The Markov chains are fully defined by the initial probability that the \( n \)th pixel is nonzero \( \lambda_1 \equiv \text{prob}(s^{(0)}_n = 1) \) and the transition probabilities \( \lambda_{1,0} \equiv \text{prob}(s^{(t)}_n = 1 | s^{(t-1)}_n = 0) \) and \( \lambda_{0,1} \equiv \text{prob}(s^{(t)}_n = 0 | s^{(t-1)}_n = 1) \). The \( \lambda \)-probabilities fully control the sparsity assumptions in the model. For example, small values of \( \lambda_{1,0} \), and large values of \( \lambda_{0,1} \), favor short sequences of nonzero support. This would be appropriate to model specular reflectors with limited persistence [3], [9].

Smooth structure in the amplitude parameters is captured using a first-order Gauss–Markov model

\[
a^{(t)}_n = \alpha a^{(t-1)}_n + \xi^{(t)}_n, \tag{11}
\]

where the scaling factor \( \alpha \) and zero-mean Gaussian process noise \( \xi^{(t)}_n \sim \mathcal{N}(0, \sigma^{(t)}_{\text{proc}}) \) control the temporal dynamics, with the initial state assumed to be Gaussian, \( a^{(0)}_n \sim \mathcal{N}(0, \sigma^{(0)}_{\text{proc}}) \). Large values of \( |\alpha| \), and small process variance \( \sigma^{(t)}_{\text{proc}} \), favor a slowly varying radar cross section (RCS) across azimuth look angle. Conversely, small \( |\alpha| \) and large \( \sigma^{(t)}_{\text{proc}} \) imply rapidly varying RCS across azimuth with little correlation between adjacent look angles. As with the support variables, independent scalar processes are assumed for \( n = 1, \ldots, N \).

The models for azimuth-dependent scattering dynamics combine with the radar measurement model (9) to form a complete dynamical model describing the state space variables

\[
p(s^{(t)} | a^{(t)} , \Psi^{(t)} ) \propto \prod_{t=1}^T p (y^{(t)} | \Psi^{(t)} ) p (\Psi^{(t)} | s^{(t)} ) p (s^{(t)} | s^{(t-1)} ) p (a^{(t)} | a^{(t-1)} ). \tag{12}
\]

where \( p(s^{(t)} | s^{(t)}) \equiv p(s^{(t)} | s^{(t)}) \) and \( p(a^{(t)} | a^{(t-1)}) \equiv p(a^{(t)}) \) correspond to the initial prior distributions. The model (12) is illustrated graphically by the factor graph in Figure 6. In the graph, square nodes represent factors in the posterior distribution, and circles represent random variables, with shaded circles corresponding to observed random variables. From (9), the measurement factors are \( p(y^{(t)} | \Psi^{(t)}) = C N(y^{(t)}; F^{(t)} \Psi^{(t)}, \sigma^2 I) \), and from (10), \( p(\Psi^{(t)} | s^{(t)} , a^{(t)}) = \delta (\Psi^{(t)} - s^{(t)} a^{(t)}) \), where \( \delta \) denotes the Dirac delta function applied element-wise.

Apparently in the factor graph is that the model describes a coupled dynamical system where the support variables form a hidden Markov model that is coupled to the linear dynamical system describing the non-Gaussian process through the jointly dependent linear measurements \( y^{(t)} \), governed by the linear system. Inference in coupled systems is generally difficult, and tackled, for example, by structured variational approximations. Alternatively, recent DCS work [29] leverages approximate message passing algorithms [30] and loopy belief propagation to efficiently generate approximate marginal state estimates for the exact system model, (12).

EXAMPLE
Figure 7 illustrates the results of applying the approximate message passing approach to measured circular SAR data of a Ford Taurus wagon, similar in orientation to the model shown in Figure 5. The measured SAR data comes from the X-band Gotcha data set [2] with 640 MHz of bandwidth. In (a), a backprojection image is illustrated utilizing the entire 360° in the circular collection. The vehicle is oriented such that its front corresponds to approximately 45° azimuth, and the passenger broadside is at approximately 315°. This wide-angle image displays scattering from all aspect angles, but does not reveal the anisotropic behavior of the constituent scatters on the vehicle. In contrast, the two plots in (b) illustrate the azimuth-dependent posterior mean.
state estimates for two particular points on the vehicle. The state-space includes a uniform grid of spatial points covering the vehicle, although the figure only presents results for two locations: the first, P1, is from the front of the vehicle, and the second, P2, is from the passenger broadside.

The state-space estimates exhibit sparsity and low noise as expected. Further, the posterior state estimates correctly identify the dominant response directions: approximately 45° for the front of the vehicle (P1), and approximately 315° for the passenger broadside (P2). The P1 response also appears with lower amplitude, and broader, than P2. This is consistent with dihedral scattering approximations to vehicle sides [23], where the relatively longer broadside induces a larger RCS, but with shorter persistence, relative to the front of the vehicle.

**DISCUSSION**

**WHY SAR VIDEO?**

For wide-angle radar imaging, SAR video can provide maximum TCR and is a revealing format for analysis of scattering signatures.

First, for a signal detection application, SAR video can provide maximum TCR. Application of the radar range equation yields the TCR

\[
\text{TCR} = \frac{\sigma T_\text{ot}}{\sigma_0 \delta T_\text{oc}}. \tag{13}
\]

where \(\sigma\) is the target’s radar cross section, \(\sigma_0\) is the probabilistic clutter return power per unit area, and \(\delta\) is the pixel area, given by the product of range and cross-range resolutions. The variables \(T_\text{ot}\) and \(T_\text{oc}\) are the time (equivalently, aperture extent) on target and clutter, respectively. All other radar range equation terms, such as radiated power, antenna area, and energy spreading, cancel in the ratio. The TCR equation predicts the behavior shown in Figure 8 for a reflector with limited angular persistence. In the denominator of (13), an increase in the clutter integration time is offset by finer cross-range resolution; in the numerator, received power at a pixel increases with increasing integration aperture, until the reflector ceases to persist. For example, at 10 GHz a dihedral reflector 30 cm in length with base parallel to the \(xy\) plane has azimuth angular response that persists only 5°, as measured by the 6-dB beam width [25]. Thus, in SAR video, TCR is maximized for any subaperture integration angle greater than \(\theta_\text{a}\). Pixel amplitude histograms from measured Ku-band data illustrate the effect experimentally in Figure 8. Histograms are computed from clutter pixels and target pixels for coarse-resolution (30 cm) and fine-resolution (3.75 cm) images. The two histograms correspond to the two points highlighted on the TCR curve. The \(8 \times 8\) reduction in pixel area results in \(10\log_{10} 64 = 18\ \text{dB}\) shift in the clutter histogram, as predicted by (13).

Second, for fine-scale analysis of target signatures, SAR video provides a revealing format for automated or human-aided interpretation of scattering physics, owing to several effects. For high-frequency radar, energy in a target signature is dominated by specular returns, which are highly directional. These dominant returns can obscure other scattering behaviors; a sequence of subaperture images serves to combat this dynamic range issue. Additionally, the number of strong
reflectors present in a single subaperture is less than across the full aperture, resulting in a more parsimonious, or more sparse, signature that is more amenable to nonlinear sharpening methods which deconvolve sidelobes. Moreover, the aperture index provides a simple data structure for using the anisotropic behavior of the scattering to improve object classification [7]. Thus, several physical behaviors provide rationale for the use of SAR video format in the signature analysis context.

**MERITS**

Of the imaging procedures outlined in Table 1, the recursive backprojection is simple, low complexity, linear, and robust to modeling assumptions. Further, pulse-by-pulse autofocus can be embedded using a closed-form procedure. The recursive backprojection procedure is well suited to wide-area coverage, and the analysis illustrated in Figure 8 informs proper choice of the subaperture extent. Several conclusions can be drawn for the subaperture nonlinear sharpening techniques. The model fitting and spectrum estimation techniques are computationally demanding, and therefore are only applicable for the processing of small regions of interest. In addition, the plane-wave assumption can limit the applicability of the spectrum estimation techniques. However, the nonlinear sharpening technique has been empirically demonstrated to provide a modest improvement in object classification due to resolution enhancement (e.g., see [10] and references therein).

The full-aperture procedures operate on the entire wide-aperture data record; consequently, they are inherently more computationally costly than the subaperture techniques and offer less opportunity for efficient parallelization. The applicability of the full-aperture techniques is therefore limited to the processing of small regions of interest. The Bayesian approach avoids difficulties in both order selection for parametric techniques and Lagrange multiplier choice for regularized inversion.

**CONCLUSIONS**

Radio frequency scattering varies not only with spatial location, but also with viewing angle, polarization, and frequency. Technological advances have allowed for a more comprehensive measurement of this behavior. Interpretation of the measurements can be formulated as an inverse task to provide a rich characterization of scattering behavior across dimensions beyond simply two or three spatial coordinates, as depicted in traditional imagery. The signal processing tools surveyed in this article provide aspect-dependent characterization of scene reflectivity.
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This article presents a survey of recent research on sparsity-driven synthetic aperture radar (SAR) imaging. In particular, it reviews 1) the analysis and synthesis-based sparse signal representation formulations for SAR image formation together with the associated imaging results, 2) sparsity-based methods for wide-angle SAR imaging and anisotropy characterization, 3) sparsity-based methods for joint imaging and autofocusing from data with phase errors, 4) techniques for exploiting sparsity for SAR imaging of scenes containing moving objects, and 5) recent work on compressed sensing (CS)-based analysis and design of SAR sensing missions.

INTRODUCTION

SAR imaging and sparse signal representation are well-established distinct lines of research. That said, sparsity has been of interest for SAR imaging implicitly over many years, and more explicitly within the last 15 years or so. In fact, a considerable fraction of recent developments for SAR imagery have been driven by moving from a purely Fourier transform type processing paradigm to one that couples physics-motivated sensing models with some form of sparsity-based priors. Ideas based on sparse signal representation, proposed by a number of research groups, have recently led to advanced image formation methods offering a number of benefits for SAR, including increased resolvability of point scatterers, reduced speckle, easier-to-segment regions, and robustness to limitations in data quality and quantity.

Furthermore, the sparse signal representation perspective has provided inspiration for new ways to think about and produce solutions for several important problems for SAR, which are also motivated by a number of emerging SAR data collection scenarios. These problems include autofocusing, wide-angle imaging, interferometry, SAR tomography (TomoSAR), through-the-wall radar imaging, multiple-input, multiple-output (MIMO) radar imaging, passive radar imaging, and moving target imaging, among others. Finally, recent results on CS, built upon sparse signal representation, have generated considerable interest in radar waveform design as well as analysis and design of radar sensing scenarios under data collection constraints. Pursuing this overall new line of inquiry on SAR imaging leads to the discovery of a variety of technical problems that fall outside the standard domain of sparse signal representation, but that involve issues of critical concern for SAR imaging. The result is a rich, new area of research that has already shown its promise but that also motivates interesting lines of inquiry for the future. In this article, we present an overview of the recent line of research pursued by several research groups on sparsity-driven SAR imaging. Our article shares some aspects of two recent survey papers [1], [2]. The first of these papers [1] provides a broad introduction to the use of CS in radar,
and considers three applications: pulse compression, radar imaging, and air space surveillance with antenna arrays. The second paper [2] provides an overview and examples of how central themes in sparsity and CS have been present in the array processing literature in general, and in radar imaging in particular, over many years. Our article complements these papers in several ways and presents a focused and up-to-date picture of sparsity-driven radar imaging. In particular, we provide a comprehensive coverage of recent use of sparsity in a variety of radar imaging scenarios, with a signal processing focus and perspective. Applications and connections covered include wide-angle imaging, autofocusing, moving target imaging, as well as CS.

ANALYSIS AND SYNTHESIS-BASED SPARSE RECONSTRUCTION FOR SAR

SAR imaging can be viewed as a linear inverse problem in which an unknown spatial reflectivity field is reconstructed from noisy measurements of waves backscattered from a scene. After certain steps of preprocessing of the radar returns, the resulting data can be related to the underlying reflectivity field through a discretized model of the following form, which essentially involves a spatial Fourier transform:

\[
 r(f_s, \theta) = \sum_{m=1}^{M} s(x_m, y_m) e^{j \frac{4\pi}{c} (x_m \cos \theta + y_m \sin \theta)} + n(f_s, \theta),
\]  

where \( c \) denotes the speed of light. We can stack the entire set of noisy phase history measurements \( r(f_s, \theta) \), and the noise \( n(f_s, \theta) \) at all available frequencies \( f_s \), \( k = 1, \ldots, K \), and viewing angles \( \theta_l \), \( l = 1, \ldots, L \), as well as the reflectivity function or scattering response \( s(x_m, y_m) \) at all spatial locations \( (x_m, y_m) \). \( m = 1, \ldots, M \) (which include all the points containing the non-negligible scatterers), into vectors to obtain the following observation model:

\[
 r = Hs + n,
\]

where \( s \) denotes the underlying, complex-valued reflectivity image and \( H \) is the mathematical model of the observation process described by (1). While this model and the ideas described in this article can be used in the context of a variety of SAR operating modes, for basic SAR imaging we will mostly assume spotlight-mode operation for concreteness. Given limitations in the bandwidth of the measured data and in the diversity of look angles, as well as the inherently noisy nature of the measurement process, the inverse problem in (2) is ill posed. To generate a solution, implicit or explicit assumptions need to be made. Principled ways to incorporate such assumptions, in the form of constraints or prior information, include regularization and Bayesian estimation methods. Within this context, the information or constraint that the underlying reflectivity field admits a sparse representation has proved to be a very useful asset for SAR imaging. The simplest form of sparsity (or compressibility) to exploit would be a scene consisting of a small number of dominant scatterers (e.g., man-made metallic objects). Exploitation of this type of sparsity has led to superresolution imaging in SAR (see Figure 1) [56]. More generally, the scene could be sparse in a different domain, as we discuss in more detail below. The remainder of this section provides an overview of analysis and synthesis-based sparse signal representation methods applied to SAR imaging.

In an analysis model, sparsity is imposed on some transformation or features of the signal of interest, and, in this case, is often called cosparse. Such an approach for SAR imaging was proposed in [3], where an estimate of \( s \) is obtained by minimizing the following cost functional:

\[
 J(s) = \| r - Hs \|_p + \lambda_1 \| s \|_c^p + \lambda_2 \| \nabla s \|_q^p. \tag{3}
\]

Here \( \| \cdot \|_p \) denotes the \( \ell_p \)-norm, \( \nabla \) is a discrete approximation to the two-dimensional (2-D) derivative operator (gradient), \( | s | \) denotes the vector of magnitudes of the complex-valued vector \( s \), and \( \lambda_1 \) and \( \lambda_2 \) are scalar parameters. For \( p < 2 \) we have promotion of sparsity, which gets weaker as we approach \( p = 2 \). The values used for \( p \) in sparsity-driven SAR imaging are around 1, so the second and third terms enforce sparsity. The relative contribution of these two terms is determined through the choice of the hyperparameters \( \lambda_1 \) and \( \lambda_2 \). The second term indicates a preference for spatially sparse reflectivity fields. The third term enforces sparsity on the gradient of the reflectivity magnitudes, indicating a preference for piecewise smooth reflectivity magnitude fields. Such piecewise smoothness constraints have a long history in real-valued image restoration and reconstruction, under various names including edge-preserving regularization and total variation restoration. Within the context of SAR imaging, such smoothness is expected within homogeneous natural terrain types and within some man-made structures. Even in homogeneous regions, the phases of the reflectivities in spatially neighboring pixels however are generally uncorrelated, hence no such smoothness is expected in phase. As a consequence, we need to impose sparsity on \( \nabla | s | \), and not on \( s \) itself, as the latter would lead to smoothing of the real and imaginary parts of the reflectivity field, which may not lead to the desired smoothing effect on the magnitudes.

Another perspective on sparsity-driven SAR imaging is that it can be used to preserve and enhance features that might be used in decision making based on SAR images, such as automatic target recognition. With this perspective, the image formation approach of (3) was called feature-enhanced imaging in [3], with a dominant second term leading to point-enhanced imaging and a dominant third term leading to region-enhanced imaging. Point-enhanced imaging provides improved resolvability in sparse scenes, an example of which is provided in Figure 1. Region-enhanced imaging imposes sparsity on spatial gradients and leads to images with reduced speckle and easier to segment regions. Such improvements have partially been quantified in terms of feature extraction accuracy and object classification performance [4], [5].

Having to use a penalty on the magnitudes makes the optimization problem in (3) more challenging than its counterparts in real-valued sparse signal recovery problems. Efficient algorithms
matched to this problem structure have been developed [3]. These algorithms are based on half-quadratic regularization, and can be viewed as quasi-Newton methods with a specific Hessian update scheme. Another interpretation is that the overall nonquadratic problem is turned into a series of quadratic problems, each of which is efficiently solved in each iteration using conjugate gradients. The special case of point-enhanced imaging can be solved by a variety of algorithms developed for sparse signal representation. In [6], a fast and adaptive sequential basis selection strategy is employed for point-enhanced imaging. Rather than solving a basis pursuit type optimization problem for point-enhanced SAR imaging, an alternative is to use a greedy matching pursuit algorithm, as in [7] and [8]. While the development of computationally efficient algorithms matched to the problem structure has been and continues to be an important line of research, at the fundamental level, the cost of solving the optimization problems involved in sparsity-driven SAR imaging is significantly higher than conventional processing. Hence there is certainly a price to be paid for potential improvements obtained in image quality. We should also note that many cost functionals considered in sparsity-driven SAR imaging are nonconvex. Throughout the work surveyed in this article, local optimization algorithms aiming to find the local minima of such cost functionals are used.

Now let us turn to synthesis-based models for sparse representation. In a synthesis model, the formulation is based on representing the signal of interest in terms of a dictionary and imposing sparsity on the dictionary coefficients. Let us just focus on one appealing feature of a synthesis model in the context of SAR imaging. We note that (3) uses two different regularization terms, one imposing the spatial sparsity of the field, and the other its piecewise smoothness. (One could combine the two terms into a single term using a “tall” operator carrying out both analysis operations.) These two terms are used together to handle cases in which one of these terms does not serve as a good enough constraint throughout the scene. However, (3) imposes these two potentially conflicting constraints jointly everywhere in the scene, leading to some degree of inconsistency with the stated objective. This issue may be handled in a more consistent manner within a synthesis model. In particular, one can form an overcomplete dictionary consisting of atoms corresponding to the different types of features represented by the two constraints in (3). As the atoms can also exhibit spatial locality, one or the other type of feature can be “active” at a particular location in the scene, avoiding simultaneous use of potentially conflicting constraints. This could lead to a sparser representation for scenes exhibiting different types of features at different spatial locations. Based on these thoughts, a synthesis model for sparsity-driven SAR imaging has been proposed in [9]. As in (3), what admits sparse representation is the magnitude of the reflectivity field $s$. Hence we are interested in a representation of the form $|s| = \mathbf{D}\alpha$, where $\mathbf{D}$ is an overcomplete dictionary with the coefficient vector $\alpha$. Let us also write $s = \Phi|s|$, where $\Phi$ is a diagonal matrix, the $i$th diagonal element of which is $e^{j\gamma_i}$, with $\gamma_i$ indicating the unknown phase of the $i$th scene element $s_i$. Based on this notation, we can rewrite the observation model as

$$r = \mathbf{H}s + n = \mathbf{H}\mathbf{D}\alpha + n.$$

(4)

Letting $\phi$ be a vector consisting of the diagonal elements of $\Phi$, we can write the following cost functional to be minimized for SAR imaging:

$$J(\alpha, \phi) = \|r - \mathbf{H}\mathbf{D}\alpha\|^2 + \lambda \|\alpha\|^p \quad \text{s.t.} \quad |\phi_i| = 1 \quad \forall i.$$

(5)

We note that the variables to be optimized involve the phase of the field, and the representation coefficients of its magnitude. This problem can be solved using the coordinate descent algorithm developed in [9]. Figure 2 contains a sample reconstruction using a wavelet transform-based dictionary based on TerraSAR-X data [57]. For examples of other dictionaries used in this framework, including ones that are better matched to the task of representing reflectivity magnitudes, see [9]. This approach provides the capability to preserve and enhance multiple distinct features on different spatial regions of the scene utilizing combinations of a variety of standard and custom-made signal dictionaries including contourlets, combination of spikes.
Reconstructions of a scene based on TerraSAR-X data [57].
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bistatic SAR apertures [21].

Sparsity-driven three-dimensional (3-D) image formation has been extended to four-dimensional (4-D) (differential, i.e., space-time) TomoSAR [20].

Angle into the problem for 3-D imaging, as well as to four-dimensional (4-D) imaging [17]. It has also been extended to interferometric SAR [16], as well as for the problem of inverse SAR (ISAR) imaging [13].

While the sparsity-driven SAR imaging problem was formulated as a regularized optimization problem above, it could alternatively be viewed as a maximum a posteriori (MAP) estimation problem with a Bayesian perspective, in which the sparsity constraint turns into a heavy-tailed prior distribution for the features of interest. Continuing with the Bayesian perspective, one could also be interested in choosing other costs, leading to other estimators than MAP, or characterizing the posterior density rather than finding just a point estimate. There has been some exploration in this direction [11], [12]. There also exists some preliminary work on automatic regularization parameter selection for sparsity-driven SAR imaging [13].

Sparsity-driven SAR imaging has been extended to and applied in emerging sensing scenarios in which the imaging aperture or the data are limited or sparse in some sense (see the section “Compressed Sensing-Based Analysis and Design of SAR Sensing Missions”), as well as in multistatic active and passive radar [14] including MIMO architectures [15]. The benefits provided by sparsity-driven imaging are even greater in such non-conventional sensing scenarios. Sparsity-driven imaging has also been used for the problem of inverse SAR (ISAR) imaging of rotating targets [16], as well as for through-the-wall radar imaging [17]. It has also been extended to interferometric SAR [18] and SAR tomography (TomoSAR) [19] adding the elevation direction into the problem for 3-D imaging, as well as for four-dimensional (4-D) (differential, i.e., space-time) TomoSAR [20].

Wide-angle SAR imaging has been extended to and applied in emerging sensing scenarios in which the imaging aperture or the data are limited or sparse in some sense (see the section “Compressed Sensing-Based Analysis and Design of SAR Imaging”), as well as in multistatic active and passive radar [14] including MIMO architectures [15]. The benefits provided by sparsity-driven imaging are even greater in such non-conventional sensing scenarios. Sparsity-driven imaging has also been used for the problem of inverse SAR (ISAR) imaging of rotating targets [16], as well as for through-the-wall radar imaging [17]. It has also been extended to interferometric SAR [18] and SAR tomography (TomoSAR) [19] adding the elevation direction into the problem for 3-D imaging, as well as for four-dimensional (4-D) (differential, i.e., space-time) TomoSAR [20].

Wide-angle SAR, a SAR modality in which radar returns are collected over a large azimuth extent or long aperture, has become possible due to advances in navigation and avionics that permit aircraft to follow precise routes for long distances. In theory, the wider the aspect angle covered by the synthetic aperture is, the finer the resolution of images in the cross-range direction can be. However, there are two main issues that arise in wide-angle SAR image formation. First, the sampling pattern of the collected radar returns in the frequency domain takes on an arch shape. However, the conventional Fourier transform-based polar format algorithm [22] is predicated on the polar frequency sampling pattern being a good approximation to a rectangular sampling pattern, which is violated with wide-angle apertures. Violation of this assumption leads to an irregular point spread function and to artifacts in imagery formed by conventional processing.

The second issue, and the main point of discussion in this section, is that when objects are viewed from diverse aspect angles, they have different scattering behaviors, i.e., the scattering response is a function of the azimuth angle. Imagine an upright flat metal plate; it will reflect radar signals back to the receiver strongly when viewed straight on but weakly when viewed obliquely. Angle-dependent scattering, termed angular anisotropy, is only prominent with wide-angle apertures, not narrow-angle apertures, in which case it is a reasonable assumption that scattering amplitude is constant over the aperture. The failure to model anisotropy in conventional image formation algorithms results in an averaging of scattering response over angle, leading to inaccurate scattering estimates in the formed imagery. Moreover, as anisotropy of scatterers is not characterized, one misses the opportunity of using it as a feature for automatic target recognition and scene understanding.

The problems of detecting, estimating, and modeling aspect-dependent scattering behavior have recently been studied. Anisotropy characterization methods may be broadly categorized into those employing parameterizations for angle-dependent scattering in the phase history domain, multiaperture methods that operate in the image domain, and sparsity-driven nonparametric image formation and anisotropy characterization methods. Within the third category, techniques either apply sparse reconstruction methods described in the previous section independently on a set of (possibly overlapping) small subapertures [8], [23]–[25] or jointly process wide-aperture data by incorporating prior information on aspect-dependent scattering [26]–[28]. The independent processing methods have similarities with image domain multiaperture methods. In the remainder of this section, we describe one example formulation of a sparsity-driven subaperture approach and two formulations of joint processing: one analysis based and one synthesis based.

Let us consider the following discrete version of the measurement model with anisotropy:

$$r(f_i, \theta) = \sum_{m=1}^{M} s(x_m, y_m; \theta) e^{-j \frac{2\pi}{\lambda} rf_x(x_m \cos \theta + y_m \sin \theta)} + n(f_i, \theta),$$

(6)
where \( k = 1, \ldots, K \), and \( l = 1, \ldots, L \). The difference from the previous section is the scattering response now being a function of the viewing angle \( s(x_m, y_m; \theta) \). In the narrow-angle setting, the entire set of phase history measurements \( r(i, \theta) \) is inverted to obtain the isotropic scattering response \( s(x_m, y_m) \).

For the wide-angle case, if we assume isotropic scattering within small ranges of azimuth angles, we can perform the inversion separately on intervals of \( \theta \) to obtain \( I \) separate subaperture images \( s_h(x_m, y_m) \) centered at angles \( \tilde{\theta}_i, i = 1, \ldots, I \) [23]. The ranges of angle, which may overlap from one subaperture image to the next, lead to \( I \) linear systems of equations:

\[
v_h = H_h s_h + n_h,
\]

where \( v_h \) represents the subset of phase history measurements corresponding to the subaperture centered at \( \tilde{\theta}_i \), \( H_h \) is the corresponding subset of forward operations, and \( s_h \) is the \( i \)th subaperture image we would like to find. Using methods described in earlier sections, one can reconstruct point-enhanced subaperture images by minimizing

\[
J(s_h) = \| v_h - H_h s_h \|_F^2 + \lambda \| s_h \|_p, \quad i = 1, \ldots, I.
\]  

(7)

The resulting set of subaperture images can then be stacked and viewed as a 3-D volume in the two spatial dimensions and the angular dimension. Also, in a generalized likelihood ratio test fashion, a composite image can be formed by taking the maximum magnitude (over angles) at each pixel location [23], on which one might also use color coding to display dominant angular response directions of scatterers. Noncoherent combination of subaperture images is also studied in [24]. Motivated by a number of applications including foliage penetration (FOPEN) radar, this approach has also been shown to be effective on data with frequency-band omissions. The idea of independent processing of small subapertures described above has recently been applied in the context of 3-D circular SAR with little elevation diversity, where improved image quality is attributed to scattering center sparsity that is incorporated into the algorithms [5], [8], [25]. A sample 3-D imaging result from [25] is shown in Figure 4.

The forming of independent subaperture images fails to take prior information about the expected angular behavior of scatterers into account. In particular, point scatterers resulting from natural and man-made objects tend to have contiguous intervals of strong scattering response as a function of angle. Although each scatterer has limited persistence over the full wide-angle aperture, there exists a high correlation in magnitude response at closely spaced aspect angles within its persistence interval. Therefore, an improvement over independent reconstruction of subapertures is joint reconstruction of all subaperture images with an additional regularization term penalizing the \( \ell_q \)-norm, \( q \leq 1 \), of the change in scattering magnitude at each spatial location across subaperture images [27]. The cost functional for such analysis-based joint (point-enhanced) processing is

\[
J(s_{h1}, \ldots, s_{hI}) = \sum_{i=1}^{I} \| v_h - H_h s_h \|_F^2 + \lambda_1 \sum_{m=1}^{M} \left( \sum_{i=1}^{I} | s_h(x_m, y_m) |^2 \right)^{\rho/2}
+ \lambda_2 \sum_{i=1}^{I} \| |s_{h1}| - |s_h| \|_p,
\]

(8)

where \( p \) is chosen to be around 1 to promote sparse solutions. The second term imposes spatial sparsity on the total scattering magnitude response collected over all aspect angles, whereas the third term enforces piecewise smoothness of the scattering magnitude in the angular dimension.

An alternative synthesis-based joint processing to take the prior information on contiguity of angular persistence into account constructs an overcomplete dictionary representation for the angular dimension with atoms that are zero over some contiguous ranges of aspect angles [26]. There are no subaperture images in this approach. Specifically, for a single spatial location, the anisotropic scattering function is expanded as

\[
s(x_m, y_m; \theta) = \sum_{n=1}^{N} d_{m,n} \delta_n(\theta),
\]

(9)
where the $a_{m,n}$ are coefficients and the $b_n(\theta_i)$ are atoms. For each spatial location, there is one atom for each possible angular persistence width within the wide-angle aperture and each possible center angle. With such a dictionary construction, the number of atoms per spatial location is quadratic in $L$, the number of aspect angles in the aperture. Substituting the dictionary expansion (9) into the anisotropic phase history expression (6), and stacking all data points into vector form yields an underdetermined system of linear equations of the form $r = \Psi a$, where $a$ is a vector of all coefficients in the problem. The overcomplete dictionary at each spatial location can represent all contiguous angular scattering functions with a single atom. Hence in addition to spatial sparsity, the anisotropic scattering at each pixel can, in principle, be sparsely represented as well. So the problem is solved using sparsity regularization by minimizing

$$J(a) = \|r - \Psi a\|^2 + \lambda \|a\|^2,$$  

(10)

where $\lambda$ is chosen to be around 1. Because of the quadratic number of atoms in the number of aspect angles, it is not tractable to optimize (10) directly, however the nesting structure of the dictionary allows the optimization to be approximated using a greedy graph search procedure [26]. Another challenge posed by a very large dictionary is that the problem becomes more underdetermined and it becomes harder to guarantee perfect recovery. The atomic decomposition allows for a direct interpretation of the coefficients in terms of the persistence and center angle of scattering centers. This idea can be taken a step further by setting the dictionary atoms to be canonical scattering response magnitudes from typical object geometric configurations [28].

Image formation and anisotropy characterization from wide-aperture data collection using sparsity-driven approaches leads to improved results over conventional Fourier-based methods. We illustrate this point by showing results on a 110° aperture data set corresponding to a scene containing a backhoe loader [58]. Numerical quantifications of algorithm performance may be found in the respective papers [23], [26], and [27]. In this data set, the radar signals are generated using a high fidelity electromagnetic scattering code. Backhoe results from the conventional, independent point-enhanced subaperture, joint subaperture reconstruction, and overcomplete dictionary algorithms are shown in Figure 5 (b)–(e), respectively. The image formed by conventional processing is quite unresolved and full of artifacts—it is difficult to even discern that the scene contains a backhoe. The backhoe is much more recognizable in the sparsity-driven results. Among the sparsity-driven approaches, joint processing gives finer resolution of the scattering behavior. The approaches we have described produce more than 2-D reactivity images, in particular, these methods essentially reconstruct an angular scattering response at each pixel, leading to anisotropy characterization. This is demonstrated in Figure 6 for the analysis-based joint processing approach of [27]. The figure shows varying persistence of scattering as a function of angle in different parts of the backhoe. Such information could not be recovered by conventional image formation methods and could serve as an important feature for automatic target recognition and scene understanding.

**IMAGING AND AUTOFOCUSING**

**IN THE PRESENCE OF PHASE ERRORS**

Phase errors in SAR phase history data arise due to errors in the estimation of the time required for the transmitted signal to propagate from the SAR platform to the scene and back. The most common causes of inaccuracies on the roundtrip propagation time are SAR platform position uncertainties and propagation induced errors due to atmospheric effects. The implication of such errors on conventional SAR imagery is the convolution of the image with a blurring kernel. Because of the defocusing effect of such errors, techniques developed for removing phase errors are called autofocus techniques. Existing well-known autofocus techniques commonly postprocess conventionally reconstructed defocused images to estimate the phase errors. One of these state-of-the-art techniques is mapdrift autofocus [29] which uses subaperture data to estimate the phase errors. Subaperture based techniques are suitable mostly for quadratic and slowly varying phase errors across the aperture. One of the most widely used autofocus techniques, phase gradient autofocus (PGA) [30], estimates phase errors using the data obtained by isolating several defocused targets via center-shifting and windowing operations. Another well-known approach for autofocusung is based on the optimization of a sharpness metric. Commonly used metrics are entropy or square of the image intensity. A relatively new autofocus technique, multichannel autofocus, is based on a noniterative algorithm that finds the focused image in terms of a basis formed from the defocused image, relying on a condition on the image support to obtain a unique solution.

The SAR autofocus problem has recently been handled in the context of sparsity-driven imaging as well. In [31], phase error estimation is performed by comparing and aligning sparsity-driven images produced from a sequence of smaller coherent processing intervals, for which motion errors can be assumed to be tolerable. For sparse aperture ISAR imaging, [32] proposes first to remove the phase errors by a weighted eigenvector-based phase correction method and then to form the image by sparsity-driven imaging. The study in [33] demonstrates the effects of phase errors on sparsity-driven imaging and presents results.
obtained by implementing PGA on sparsity-driven reconstructions. In these pieces of work, the process of sparsity-driven imaging and that of autofocusing are rather isolated.

Going one step further, one can perform autofocusing and imaging simultaneously in a sparsity-driven framework, which has been shown to produce promising results [5], [34]–[37]. As an example of such an approach, the sparsity-driven autofocus (SDA) method [34] for an isotropic scattering scenario is based on the following observation model in which phase errors are considered as model errors:

\[
    r = H(\epsilon)s + n. \tag{11}
\]

Here, \( H(\epsilon) \) denotes the model matrix that takes the phase errors \( \epsilon \) into account. Assuming spatial sparsity of the reflectivity field, the following cost functional is minimized over both the field and the phase errors using a coordinate descent approach:

\[
    J(S, \epsilon) = \| r - H(\epsilon)s \| + \lambda \| s \|. \tag{12}
\]

Hence, SDA estimates the phase errors and performs sparsity-driven imaging jointly by solving this optimization problem. SDA has been used to compensate a variety of commonly encountered types of phase errors. A sample result on the backhoe data for a case involving randomly varying phase errors along the aperture with a uniform distribution in \([-\pi, \pi]\), is displayed in Figure 7. Note that this is a wide-angle imaging scenario and SDA is applied on subapertures within the framework of the wide-angle imaging method of [23]. Figure 7(a) and (b) show the reconstructions obtained by conventional imaging, and direct application of sparsity-driven imaging without phase error compensation, respectively. The result of joint sparsity-driven imaging and phase error compensation through SDA is shown in Figure 7(c), which demonstrates the effectiveness of SDA in removing phase errors and reconstructing a high-quality image. The experimental analysis in [34] also shows how SDA provides improvements over existing autofocus methods.

More recently, [35] and [36] have used similar ideas to achieve autofocusing of undersampled SAR data. The method proposed in [35] is based on minimizing a constrained version of the cost functional in (12). Optimization is performed through a three-block relaxation approach by using an extra surrogate parameter for the field to guarantee convergence. In [36], motion compensation and image reconstruction are performed for SAR data obtained at a fraction of the Nyquist rate using reduced rate analog-to-digital converters. A total variation penalty on the field is incorporated into the optimization problem as well. In [37], the idea of joint sparsity-driven imaging and autofocusing is used for 3-D imaging based on undersampled linear array SAR data.
MOVING TARGET IMAGING

Joint SAR imaging and ground moving target localization has proven to be an important but challenging task due to an inherent ambiguity in target geolocation and velocity. While the components of the received signal belonging to a particular stationary target have the same phase in successive radar returns, the phase of a moving target varies due to its varying range. Hence, to the conventional SAR imager working under the assumption that the scene is stationary during aperture synthesis, motion amounts to phase errors and results in defocusing and even displacement of moving target energy. On the other hand, if the SAR imager assumes a particular nonzero scene motion, the moving target with a matching velocity appears focused, while all stationary and velocity mismatched targets appear defocused.

A common approach for SAR moving target imaging is first to find the smeared imagery of moving targets in a conventionally formed image and then perform phase error estimation and compensation for the corresponding image parts. Space-time adaptive processing uses data obtained from multiple channels to suppress clutter and separate moving targets from the background. Velocity SAR exploits phase information from multiple receive antennas, whereas dual-speed SAR processes the data collected by a platform flying with two different speeds in the radar observation duration.

Sparsity-based methods have recently made their way into moving target SAR imaging. In [38]–[41], sparse representation techniques are used to search for a solution over an overcomplete dictionary that consists of atoms for several velocity-position combinations. The overcomplete dictionary approach amounts to linearizing the nonlinear problem of target scattering and motion estimation and subsequently to solving the problem as a larger, unified regularized inversion problem involving sparsity constraints. A sample multistatic imaging result from [38] is illustrated in Figure 8. When a scene consisting of a stationary, a slowly moving, and a fast-moving target [shown in Figure 8(a) at time zero] is conventionally imaged under a zero-velocity assumption, the slowly moving target is defocused, while the fast-moving target disappears [Figure 8(b)]. The conventional reconstruction over a set of hypothesized velocities accurately localizes the moving targets, albeit with residual blur. Finally, Figure 8(d) shows that target features can be recovered by the sparsity-enforcing overcomplete dictionary approach [38]. In [40], a similar optimization problem to the one in [38] is solved after a clutter cancellation procedure is applied to the data.

Based on the observation that radar returns from a scene with motion can be viewed as data from a stationary scene, but with phase errors due to motion, a recently proposed idea is to view moving target imaging as a generalized, spatially variant autofocus problem. The work in [42] does just that and extends the SDA framework, described in the previous section, to the problem of moving target imaging. Due to the spatially variant nature of the defocusing (due to the possibility of targets with different velocities at different locations), the number of unknowns is much greater than a basic autofocus problem, making this a very ill-posed problem, requiring effective constraints for a successful solution. Based on this observation, [42] not only exploits the sparsity of the reflectivity field, but also imposes a constraint on the spatial sparsity of the phase errors based on the assumption that motion in the scene will be limited to a small number of spatial locations. The phase errors corresponding to all points in the scene, for all aperture positions are incorporated into the problem using the vector $\beta$, whose elements are in the form of $e^{i\theta}$’s. The following cost functional is minimized jointly with respect to the field and the phase errors:

$$J(s, \beta) = \| r - H(\beta)s \|_2^2 + \lambda_1 \| s \|_1 + \lambda_2 \| \beta - 1 \|_1 \quad s.t. \quad |\beta(i)| = 1 \quad \forall i.$$  

(13)
Here, 1 is a vector of ones. Assuming that the number of moving points constitutes a small percentage of the total number of points in the scene, most of the $e$ values are zero, and subsequently most of the elements in the vector $\beta$ are one. Therefore, this sparsity on the phase errors is incorporated into the problem formulation by using the regularization term $\| \beta - 1 \|$. Results of an experiment on a synthetic scene containing two moving targets are shown in Figure 9. The six pointlike targets are stationary. To simulate the SAR returns from the two large targets moving with constant cross-range velocities, quadratic phase errors with a center to edge amplitude of $\pi$ radians and 2.5$\pi$ radians have been added to the data of these particular targets. These phase errors correspond to velocities of 2 m/s and 5 m/s, respectively, for the SAR system used in this experiment. Figure 9(a) and (b) show the results of conventional imaging and sparsity-driven imaging without phase error compensation, respectively. The result of sparsity-driven moving target imaging [42], displayed in Figure 9(c), shows the effectiveness of the method in removing the phase errors due to motion, as well as in producing an image that exhibits the qualities of sparsity-driven SAR imaging.

There exist several other pieces of recent work exploiting sparsity for moving target SAR imaging. The work in [39] concentrates on targets with micromotions that are mainly embodied with rotation and vibration. To enforce sparsity, generalized Gaussian and student-t prior models are considered, and the variational Bayes’ approximation estimator is applied to the hierarchical Bayesian models involved in the problem. The paper [41] considers the problem of motion parameter estimation of moving targets with Doppler spectrum ambiguity and Doppler centroid frequency ambiguity encountered in SAR systems with low pulse repetition frequency, and presents a sparsity-based method that involves the use of the Radon transform to acquire unambiguous across-track velocities and range positions in the range profile domain. The paper [43] proposes an adaptive CS-based SAR system for dynamic sparse target scenes. The proposed system uses the recovered target scene information to detect if the scene has changed and optimizes the transmission waveform and sensing matrix accordingly. Finally, the paper [44] presents an approach that combines sparsity-driven radar imaging and change detection for detecting and localizing moving humans behind walls and inside enclosed structures.
COMPRESSED SENSING-BASED ANALYSIS AND DESIGN OF SAR SENSING MISSIONS

As discussed in previous sections, ideas based on sparse signal representation have led to advanced image formation methods that offer a number of benefits for SAR such as increased resolvability of point scatterers and reduced speckle, as well as robustness to limitations in data quality and quantity. Robustness to missing or undersampled data has recently become a particularly critical concern due to new mission requirements and sensor geometries that result in nondense and irregular sampling patterns in the SAR measurement space. Current radar systems are capable of accommodating multiple operational modes such as searching, tracking, and imaging on the same platform. Timeline constraints of a higher priority mode may require interrupts in SAR data collection and lead to gaps in the synthetic aperture. Likewise, jamming and interference from nearby transmitters may lead to frequency gaps in SAR data collection. Furthermore, multiphase and passive sensing from transmitters of opportunity result in sparse sensing geometries and irregular sampling of the SAR measurement space. Such irregular and undersampled data scenarios motivate the application of CS ideas and signal processing algorithms to SAR. Sparsity-driven methods described in previous sections serve as the main computational tool for inverting such limited data. In this section, we provide an overview of a subset of recent work on the use of CS theory and principles for analysis and design of monostatic and multistatic SAR sensing missions under various constraints on data collection.

CS seeks to acquire as few measurements as possible about an unknown signal, and given these measurements, reconstruct the signal either exactly or with provably small probability of error. Reconstruction methods used in CS involve sparsity-constrained, nonquadratic regularization ideas and algorithms similar to the ones discussed in previous sections. Based on CS theory, such methods can successfully recover the signal sampled well below the Nyquist rate provided that the signal has a sparse representation in some suitable domain and that its measurement process satisfies certain properties (such as incoherence [46]) with respect to the signal's sparsifying basis [45]. For example, signals sparse in the canonical basis (which is what we will assume in this section) can be accurately reconstructed from measurements involving extremely few, but randomly chosen Fourier samples of a signal. Since both monostatic and multistatic SAR sensing can be viewed as obtaining samples of the spatial Fourier transform of the scattering field, these results open opportunities for reduced-data SAR sensing.

Random sampling of SAR data in 2-D Fourier space closely matches observation scenarios assumed in existing CS theory. While random subsampling can be primarily used to reduce onboard data storage requirements, it may not represent data limitations due to more structured interrupts and it may not enable reallocation of SAR sensing resources to other tasks. To enable such resource management and retasking, one could consider collecting returns of, e.g., a reduced number of transmitted waveforms by imposing randomness into the synthetic aperture [47], [48]. It would then be of interest to analyze and design sensing missions, i.e., practical data sampling configurations, based on the expected signal reconstruction quality and assess how well metrics appearing in CS theory (and that are defined by the measurement scenario) predict reconstruction performance from such limited data. Recent work on this question suggests CS principles may be used to analyze and guide the design of monostatic and multistatic SAR sensing missions under various constraints on data collection.

Here we provide highlights of such an analysis. One idea is to study sensitivity to data limitations and to the sampling patterns through mutual-coherence based metrics, which appear in CS theory. The mutual coherence of a measurement operator was proposed as a simple, but conservative measure of the ability of sparsity-enforcing reconstruction to accurately reconstruct a signal [46]. The mutual coherence of a complex-valued matrix $\mathbf{H}$, which in our case becomes the mutual coherence of a sensing configuration, is defined as

$$\mu(\mathbf{H}) = \max_{i \neq j} g_{ij}, \quad g_{ij} = \left| \langle h_i, h_j \rangle \right| / \| h_i \| \| h_j \|, \quad i \neq j, \quad (14)$$

where $h_i$ is the $i$th column of the matrix $\mathbf{H}$, and the inner product is defined as $\langle h_i, h_j \rangle = h_i^* h_j$. The $i$th column vector $h_i$ can be viewed as a range-aspect “steering vector” of a sensing
geometry or the contribution of a scatterer at a specific spatial location to the received phase history data. The mutual coherence measures the worst case correlation between responses of two distinct scatterers at different spatial locations. The $t\%$-average mutual coherence, $\mu_{t\%}$, has been proposed as a measure more closely related to the average reconstruction performance of sparsity-driven SAR reconstruction [47]

$$
\mu_{\ell_i}(H) = \frac{\sum_{i \neq j} g_{\ell_i} H_{ij}(t_{\ell_i})}{\sum_{i \neq j} H_{ij}(t_{\ell_i})},
$$

where $\ell_i$ denotes the set containing the largest $t\%$ column cross-correlations $g_{\ell_i}$. Based on this definition, $\mu_{t\%}(H)$ measures the average cross-correlation value within the set of the $t\%$ most similar column pairs. A large value of $\mu_{t\%}(H)$ indicates that there are many similar pairs of columns of $H$ that can potentially confuse the reconstruction algorithm. This measure is more robust to outliers, which can unfairly dominate the mutual coherence. The $t\%$ -mutual coherence can be related to the cumulative coherence [49] that, in the CS literature, has been used to derive sparse signal recovery conditions with convex cost function relaxations. The cumulative coherence provides an upper bound on the $t\%$-mutual coherence. Note that $\mu_{t\%}$ can be computed for a sensing configuration before actual data collection. The question then is whether it can serve as a predictor of reconstruction quality of a sparse scene based on data to be collected through a particular configuration.

Figure 10 provides an example of the utility of $t\%$-average mutual coherence on an urban scene from the publicly released Gotcha SAR data set [59]. Figure 10(a) shows the scatter plot of root-mean-square error (RMSE) of the reconstructions versus $\mu_{0.5\%}$ when the number of randomly missing aperture positions increases linearly up to 50%. Just for visualization, Figure 10(b) and (c) shows sample conventional and sparsity-driven reconstructions of the scene with 24% of the synthetic aperture missing. The result in Figure 10(a) indicates that configurations with sufficiently small values of the $t\%$-average mutual coherence achieve high-quality reconstruction and that $\mu_{0.5\%}$ appears to be a good predictor of reconstruction quality. This is an easily computed parameter that can be utilized for real-time evaluation of sensing configurations and task planning of multimode radars. Although we have considered a simple monostatic scenario here for simplicity, the analysis in [47] suggests that such a CS-motivated metric can be useful in the analysis and design of multistatic sensing missions as well. In the multistatic case, CS and sparsity-driven reconstruction have the potential to allow for sensing with fewer transmitted probes and reduced acquisition time.

Another way CS theory has recently impacted SAR imaging is by motivating the design of new radar waveforms. New radar waveforms such as Alltop and pseudorandom sequences have been shown to lead to high-resolution imaging radar and reduced analog-to-digital conversion bandwidth [7], [50]. Compressive sensing through convolution using random noiselike transmitted waveforms followed by random time-domain subsampling and its application to SAR was discussed in [51]. These waveforms result in incoherent radar sensing matrices and allow for accurate reconstruction of sparse target scenes. Multistatic and distributed radar waveform design for CS was discussed in [52]. CS for MIMO radars was addressed in scenarios involving uniform linear antenna array configurations [33], [54] and antennas randomly distributed over a small area [55].

**SUMMARY AND DISCUSSION**

We have presented an overview of recent lines of inquiry that lie at the intersection of two domains: sparse signal representation and SAR image formation. For basic SAR imaging, we have described image formation methods founded upon analysis and synthesis-based sparse signal representation ideas, and discussed how the complex-valued and potentially random-phase nature of SAR reflectivities have led to interesting optimization formulations different from those encountered in basic sparse signal representation problems. Motivated by emerging applications, including those involving sensing by unmanned aerial vehicles, we have considered the problem of wide-angle SAR imaging and described how exploitation of the sparsity of the scene and that of the angular scattering response can lead to effective imaging and anisotropy characterization. Then we have turned to the issue of phase errors, and described how exploitation of sparsity enables autofocusing in challenging conditions. We have pointed to...
recent pieces of work that attempt to use sparsity for the challenging problem of moving target SAR imaging. Finally, we have discussed how recent developments in CS theory have motivated not only the use of sparsity-driven methods for SAR imaging, but also the analysis and design of SAR sensing missions under physical, geometric, or temporal constraints on data collection.

The body of work on sparsity-driven SAR imaging we have covered here (and related pieces of work we were not able to cover due to space constraints), shows that sparsity can be a useful asset for SAR imaging especially in nonconventional data collection scenarios (e.g., when the data are sparse, irregular, limited) leading to severely underconstrained, ill-posed problems for image formation. Sparsity-driven imaging should not necessarily be viewed as a general-purpose approach that should replace more traditional SAR image formation methods completely. When used properly, it is a tool that can enable the radar engineer to extract interesting pieces of information from SAR data that is not possible through more conventional means. As any approach for solving an ill-posed problem, it relies on a certain type of assumption, which, in this particular case, is that the scene admits sparse representation in some domain. It performs very well on scenes that exhibit sparsity or compressibility, and enhances aspects of a particular scene that exhibit these characteristics. If the important characteristics of the scene and the sparse structure imposed through a particular dictionary are mismatched, we would obviously not expect the approach to produce improved imagery. This is why we expect “learning” to be an important theme in future work, as we describe below. Furthermore, when sparsity by itself is not sufficient to capture the rich information content of a scene, it might be possible to combine it with other types of priors each of which describes a component of a decomposed scene.

The research we have reviewed provides a principled basis and demonstrates how sparsity can be exploited in several contexts in SAR imaging. We believe we will witness wider utilization of sparsity-based methods in real SAR imaging applications over the upcoming years if several challenges are addressed and further research is carried out with a broader perspective. These challenges include reducing computational complexity, establishing stronger connections between imaging and decision-making, using effective machine-learning ideas to tune the notion of sparsity to a particular context, and going beyond sparsity to capture other forms of simple structures present in the data. Based on this perspective, we briefly describe four lines of research that we believe will enrich this problem domain and widen its applicability.

1) **Decision-directed imaging.** We envision two potential major lines of inquiry suggesting the establishment of closer connections between SAR imaging and machine learning. The one we describe here involves the interplay between SAR imaging and further decision making. As discussed in the body of this article, one of the early motivations for sparsity-driven SAR imaging has been the preservation and enhancement of features important for tasks such as automatic target recognition. While this line of thinking has produced images with, e.g., better preservation of scatterer locations or easier to segment regions, accomplishments have been limited in at least to ways: first, only very low-level features have been used, and second, this has been an “open-loop” process. It would be interesting to bring in higher-level information, such as object shapes, into the problem formulation. It would also be interesting to take a decision-directed perspective and use information fed back from the inference engine, such as partial information on classes of objects in the scene, while solving the image formation problem. Whether one could formulate a sparse representation perspective to incorporate such high-level statistical information is a question worthy of exploration.

2) **Decision-directed imaging.** Another major line of inquiry we foresee involves close integration of machine-learning methods into sparsity-driven SAR imaging. We have already mentioned that sparsity-driven imaging can be formulated using a Bayesian perspective that involves priors on the reflectivity field and the parameters, and in which the imaging problem involves characterizing a posterior density. While there exists some work with this perspective, using machine learning methods to demonstrate the benefits offered by such a statistical perspective is of interest for the future. Another aspect in which we expect learning methods to play a more prominent role is the construction of the dictionaries used in sparse representation. While there has been some preliminary work on dictionary learning in the context of SAR imaging, significant benefits are yet to be demonstrated. Connecting this back to decision-directed processing, one might consider performing discriminative dictionary learning as well.
4) Other forms of “simplicity.” The final area of research we anticipate is about exploiting other types of structures potentially exhibited by SAR data in addition to sparsity. In particular, a concrete potential line of work could involve the use of low-rank models. Recent theoretical work on low-rank models shares many aspects of earlier work on sparsity and CS: low-rank matrix recovery problems are posed as optimization problems, relaxed forms of which, involving nuclear norms of matrices, are solved efficiently. Temporal and spatial dependencies in SAR data may lead to successful use of low-rank models, in a variety of contexts including moving target imaging and wide-angle imaging, and could possibly involve decomposition of some of the signals into sparse and low-rank components as well.

Overall, sparsity-driven SAR imaging is an exciting topic of study for both radar imaging experts and statistical signal processing researchers. Due to its connections to interesting ongoing theoretical work on signal representation and CS, as well as due to its potential for real impact on existing and emerging applications, we expect that it will continue to be an active area of academic and engineering development in the near future.
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SAR synthesizes a large antenna along the movement direction to provide images at microwaves with resolutions comparable with those achieved with optical sensors but with the advantage of day–night and all-weather acquisition capabilities [1]. Interferometric SAR (InSAR) techniques exploit angular imaging diversity, offered by vertical spatial orbit, flight track, or antenna position offsets (spatial baselines), to reconstruct the scene topography: the technology is cost effective in terms of coverage/accuracy [2] and has been also used to map the Earth topography on a global scale [1]. The typical satellite-enabled regular and systematic data acquisition plays a key role in applications to environmental risk monitoring and security. In particular, differential interferometry (DInSAR) can reveal Earth displacements to a subcentimeter accuracy and has been widely used for the analysis of large deformations, for instance, associated with main earthquakes.

In the last decade, the development of algorithms [1], [3]–[5] able to process large stacks of multipass interferometric SAR images relevant to an area of interest has also allowed the monitoring of slow and long-term movements, for instance, of landslides and subsidence, e.g., due to mining and water/oil extraction. SAR tomography techniques are a recent advance that “turn” interferometric methods into (multidimensional) imaging [6]–[11]. By exploiting acquisitions collected with multiple spatial baselines and temporal separation (temporal baselines), these techniques allow the implementation of a synthetic fine beam (radar) scanner along the vertical direction for full 3-D scene reconstruction [6]–[8], as well as for slow, long-term deformation monitoring in complex areas [9]–[11], i.e., four-dimensional (4-D) (3-D+time) imaging.

The 3-D imaging (focusing) enables the investigation of the scene scattering structure along the vertical direction, which is not possible with neither conventional two-dimensional (2-D) SAR imaging nor with InSAR. This is an important feature for applications where the scattering is distributed along the height, for instance, for application to forests and glaciers.
INSIGHTS ON SAR INTERFEROMETRY

SAR interferometry exploits at least two SAR images acquired with angular or time diversity to estimate the scene topography or the possible displacements of ground targets [2]. The key principle is the use of the phase difference between complex SAR images for the accurate measurement (to a subwavelength accuracy) of the radiation traveled path variation (path difference) in the two images. For images acquired simultaneously from multiple sensors or from multiantenna platforms (single-pass interferometry) observing the scene with slightly different incidence angles (cross-track interferometry), such a measurement allows, on one hand, estimating the scatterer elevation $s$, i.e., the scene topography. On the other hand, when images are acquired through different passes (repeat-pass acquisitions) the path difference is used to measure possible displacements of the target even due to slow deformation with sub-cm accuracy (differential SAR interferometry, DInSAR).

We refer to (1), that in the hypothesis of high azimuth and range resolution, is the most general expression of the complex signal received at different antennas. Assuming the presence of a single scatterer at elevation $s$, the phase of the complex interference between a pair of acquisitions $g_1$ and $g_2$ is

$$\phi = \arg [g_1 g_2^*] = \frac{4\pi}{\lambda} \frac{b - d}{s} + \frac{4\pi}{\lambda} \frac{a - d}{s} + \phi_0 + \phi_\gamma + \phi_w, \quad (S1)$$

wherein $b$ is the orthogonal baseline difference between the acquisitions and $d$ is the scatterer displacement. All remaining terms are error sources: $\phi_\gamma$ and $\phi_\nu$ are the backscattering phase change and the atmospheric phase delay (APD) variation between the two acquisitions, respectively, and $\phi_w$ is the phase contribution of the thermal noise.

On one side, simultaneous or quasi-simultaneous acquisitions (in the absence of fast target movements) makes both $\phi_\gamma$ and $\phi_w$ zeroed: the system is able to measure, pixel by pixel, $s$, and therefore to generate accurate digital elevation models. On the opposite side, for $b = 0$, the system is able to measure $d'$ provided that the associated component has a dynamic larger than $\phi_\gamma$ (for instance, displacements associated with earthquakes). In the case of large $b$, an external digital elevation model (DEM) must be used to subtract (DInSAR) the term related to the topography thus reducing the variation of $s$. The possibilities mentioned above are feasible when $\phi_\gamma$ and $\phi_w$ do not overwhelm the useful signal component.

Effects of $\phi_w$ are “felt” generally in areas characterized by low backscattering; on the other hand, effects of $\phi_\gamma$ are, as speckle, independent on the target backscattering magnitude and relate to decorrelation, which originates from imaging angular variations (even associated with small variation of the target incidence or aspect angles) or from temporal backscattering changes. In the former case, the phenomenon is referred to as angular decorrelation, whereas in the latter case it is referred to as temporal decorrelation. The image cross correlation index, specifically its amplitude (coherence), evaluated on a pixel-by-pixel basis through a suitable complex multilooking, provides a way to quantify the decorrelation and is used to discriminate between reliable and unreliable regions for interferometric processing [1], [2].

The APD shows, unfortunately, spatial correlation and cannot be mitigated, as thermal noise, via spatial multilooking. The only possibility to separate it from the deformation signal is provided by the use of multiple observations at different times: in such a case the APD can be estimated via advanced DInSAR (A-DInSAR) techniques and compensated essentially by exploiting its different temporal statistics (typically uncorrelated over the epochs). A-DInSAR techniques, which allow APD removal and measurement of deformation time series (Figure S1), are essentially divided in two classes: the DInSAR stacking techniques and the PSI, which rely on different assumptions about the ground scattering. DInSAR stacking methods, such as the small baseline subset [4] and the coherent point targets [5], assume the scattering to be spatially distributed over the resolution cell and are based on the exploitation of both only small baseline interferograms (hard baseline thresholding) and spatial coherent multilook to limit the effects of decorrelation (8); see Figure S1. They are tailored to the monitoring of wide areas, including rural areas with slow temporal correlation losses. On the other hand PSI, such as the PSIinSAR [3], [28] assumes the presence of dominant scatterers (8) and uses all (i.e., also large) baselines to achieve high accuracy in the localization of targets for precise and accurate monitoring of man-made structures. Differently from SAR tomography, PSI methods are essentially phase model-based, i.e., do not use the amplitude information for estimating the target position and deformation parameters. Moreover, besides an early work on separation of double scatterers moving with the same velocity proposed in [29], precursor of the application of tomographic methods for layover solution over vertical buildings, they assume the presence of a single persistent scatterer per resolution cell.

Recently a new approach, SqueeSAR, has been introduced [23]: it relies on the use of the data covariance matrix, estimated by spatial adaptive averaging (Figure S1) to implement a soft and adaptive baseline threshold aimed at handling both the distributed and the dominant scatterers model. A principle
By solving the layover problem, today SAR tomography techniques offer a unique tool to carry out accurate 3-D reconstruction and long-term slow displacements monitoring of even single-built structures, which can be useful for security and long-term structural health-monitoring issues.

The article is meant to provide a concise overview of SAR interferometry and, together with the companion article focused on the use of compressive sensing (CS), of the developments of SAR tomography. The experiments’ results on real data are provided for both airborne and spaceborne SAR sensors to give a flavor of the application scenarios of the described techniques. Multiple polarization and polarimetric processing approaches have been also employed in the SAR tomography context, leading to polarimetric SAR tomography [14]–[16], however, this topic is outside the scope of this article.

By solving the layover problem, today SAR tomography techniques offer a unique tool to carry out accurate 3-D reconstruction and long-term slow displacements monitoring of even single-built structures, which can be useful for security and long-term structural health-monitoring issues.
Tomographic SAR and reference geometry.

SIGNAL MODELS

The multiacquisition SAR geometry is depicted in Figure 1 in the slant range $r$-slant height (elevation) $s$ plane, which is defined with respect to a reference ground plane and is orthogonal to the azimuth direction ($x$), this latter being coincident with the track of a reference master antenna. Assuming parallel antenna tracks (typically obtained by multiple passes with current satellite and airborne technologies), $b_n$ in Figure 1 ($n = 0, \ldots, N-1$) is the orthogonal component of the baseline connecting the $n$th antenna to the master one.

For a generic $n$th acquisition (at time $t_n$), after the application of a standard azimuth-range (2-D) raw SAR focusing, the complex values $g_n$ of each ($x, r$) image pixel is the superposition of multiple elementary backscattering contributions described by the distribution of the complex amplitude of the scattering $\gamma_n(s)$ along $s$ (at $t_n$)

$$g_n = e^{j\phi_n(s)}\int_{t_n} \gamma_n(s)e^{-\frac{j2\pi b_n s}{\lambda}}e^{-\frac{j2\pi b_n s}{\lambda}}ds + w_n. \tag{1}$$

where
- $e^{j\phi_n(s)}$ is the term associated with the atmospheric phase delay variation caused by the propagation of the radiation in the atmosphere
- $\lambda$ is the radar wavelength
- $t_n$ is the scene extension in the slant height direction
- $d(s,t_n)$ is the deformation signal at epoch $t_n$ (positive toward the sensor) affecting the generic scatterer at elevation $s$
- $w_n$ is the noise term in the focused pixel accounting for thermal noise, which has a strong impact in low backscattering areas.

As anticipated in the introduction, the model we consider refers to the single polarization case.

In the following, we neglect the term $\phi_n$ by assuming that the atmospheric contribution is compensated through a preliminary standard multipass interferometric processing (data calibration) [10], as depicted in the left part of the tomographic processing block diagram in Figure 2. In “Insights on SAR Interferometry,” details are provided on the data calibration step and, in general, on the main issues related to InSAR and DInSAR for application to digital elevation model generation and monitoring of surface deformation, which have significantly pushed the development of the SAR technology.

The double-framework, i.e., interferometric and tomographic, description is fundamental to clarify that the latter (SAR tomography) must be considered as a tool that enhances the former (SAR interferometry) with reference to specific applications, e.g., urban areas, infrastructures, and forest.

With reference to (1), the particular case of simultaneous acquisitions implying the absence of temporal diversity, i.e., $t_n$ fixed, or alternatively of the absence of any deformation (and temporal backscattering change), leads to the classical tomographic (3-D) framework

$$g_n = \int_{t_n} \gamma(s)e^{-\frac{j2\pi b_n s}{\lambda}}ds + w_n. \tag{2}$$

Equation (2) constitutes a Fourier transform (FT) operator. Two different equivalent visions can be considered depending on the choice of the transformation pairs:

$$\{s, \xi_n = -2b_n/(\lambda r)\}, \quad \{b_n, \ell_n = 2s/(\lambda r)\}. \tag{3}$$

In a first vision, the sequence $g_n$ is a (sampled) spatial spectrum, at frequencies $\xi_n$, of the (tomographic) scene, with $\gamma(s)$ being the (spatial) signal; this is the so-called wavenumber domain frame. Dually, in a second vision, the data sequence $g_n$ is the spatial (baseline) sampled signal, while $\gamma(s)$ is a spatial spectrum (elevation scattering distribution) in the variable spatial frequencies $\ell_n$: this frame can be termed spectral analysis, or SPECAN, vision and is also used in array signal processing [direction of arrival (DOA) estimation] [7]. For this reason it is also referred to as array processing-based vision.

In the more general and frequent case of acquisitions carried out with multiple passes at time $t_n$, the deformation term cannot be neglected. By introducing the conjugate variable $v$ having the dimensions of a velocity (m/s), the second exponential term in (1), related to motion of the scatterer at elevation $s$, can be expanded in Fourier harmonics with Fourier conjugate variables $\{\eta, \eta_n = -2\eta_v/\lambda\}$ as follows:

$$e^{-\frac{j2\pi b_n s}{\lambda}} = \int_{\eta} h(s,v)e^{i2\pi \eta \eta_v/\lambda}dv, \tag{4}$$

where $h(s,v)$ plays in $v$ the role of the spectrum of the motion-related signal for elevation $s$. Note that the decomposition in (4) is analogous to the quick-time Doppler spectrum used in surveillance radars, which can be expressed as a distribution of spectral velocities (“equivalent velocities”). This effect was exemplified for a jitted motion in [9]. It is also worth noting that, as happens for Doppler spectra, the spectral velocity variable $v$ in the $h(s,v)$ distribution is not an instantaneous (deformation) velocity; the difference between the two velocities is exactly that associated with spectral and instantaneous frequencies in the common signal theory and frequency modulation.
context. In particular, in the case of uniform deformation motion at a given $s$, where the motion-related signal in (4) is a pure complex sinusoid, the spectral velocity turns to be a single one (i.e., $h$ is a Dirac-shaped along $v$) and coincides with the constant velocity of the motion. On the other hand, the presence of a peak at a given spectral velocity $v_r$ corresponds to a scatterer motion with a deformation mean velocity of $v_r$.

The substitution of (4) in (1) leads to

$$g_n = \iint_{v_o} \gamma_n(s,v) e^{j2\pi v_o d_o} e^{-j2\pi v_o h} dv_o dw_n,$$

where $\gamma_n(s,v) = \gamma_n(s) h(s,v)$ is the backscattering distribution in the $(s,v)$ plane.

Equation (5) describes what is known as differential-tomography (4-D) model [9]–[11]. It shows that a 2-D FT relation stands between the data $g_n$, which notably are typically irregularly sampled both in the baseline and temporal domains and the backscattering distribution. Similar to the 3-D case, a dual vision is possible by introducing, in addition to (3), the two following FT variables pairs:

$$\{v, \eta = -2t_o/\lambda\} \quad \{t_o, h = 2v/\lambda\},$$

wherein, the use of the left variable pair leads to the wavenumber vision, whereas the use of the right variable pairs refer to the array processing vision.
Accordingly, (5), (3), and (6) show that, in the presence of deformations, the 3-D model in (2) is extended to the velocity domain and involves a 2-D FT in both elevation and velocity.

The (3-D/4-D) tomography problem consists of the estimation, in each image pixel, of the scene backscattering profile \( \gamma(s) \), or of the backscattering distribution \( \gamma(s,v) \), starting from the \( N \) samples \( g_n \); it involves, in the most general case, the inversion of (5), that is a spectral analysis of the data.

Equation (5) represents the most general (4-D) imaging model. Nevertheless some important particularizations are useful to link to classical concepts, well known in the InSAR and DInSAR context, as well as for the developments of advanced 3-D/4-D imaging methods. In particular, to link to the classical persistent scatterers (PS) approach [3], a temporal invariant \( (s,v) = (s) \) and concentrated nature of the scattering is assumed.

With reference to the application to urban areas and particularly with high frequency systems (for instance, C-band and X-band sensors), due to frequent occurrence of the layover, the backscattering profile can be in fact assumed to be composed by a finite number \( K \) of \( \delta \)-Dirac functions in the \((s,v)\) domain (line focus) centered in the different elevation/velocity scatterers phase centers \((s_k, v_k)\). Under this assumption \( \gamma(s,v) = \sum_{k=0}^{K-1} \delta(s-s_k)\delta(v-v_k) \), where \( \gamma \) is the complex amplitude of the \( k \)th scatterer, and the 4-D model in (5) (including the 3-D case) reduces to

\[
g = \sqrt{N} \sum_{k=0}^{K-1} a(s_k, v_k) \gamma_k + w, \tag{7}
\]

where \( g = [g_0, ..., g_{N-1}]^T \) is the vector collecting, for each pixel, the complex data matrix, \( w = [w_0, ..., w_{N-1}]^T \) collects the noise contribution at each acquisition \( T \) defines the transposition operator and \( a(s,v) \) can be termed steering vector, as from the array processing area, and its elements are defined as \( a(s,v) = \exp[-j2\pi(\xi s + \eta v)]/\sqrt{N} \) for the generic elevation/velocity pair \((s,v)\). We refer to (7) as the fully coherent (concentrated, i.e., pointlike, and time invariant) scattering model.

In real cases, the scattering cannot be always assumed to be concentrated at discrete heights, thus leading to angular (spatial baseline) decorrelation; even more important, it cannot be considered invariant over the time (temporal decorrelation) [1][2]. We refer therefore to (5) and restore the dependence of the backscattering over time and suppose the scattering to be distributed over “small” elevation intervals \( \Delta_s \) (compact scatterers) centered in \( s_k \) and moving with velocity \( v_k \). In this case we have [7], [17]

\[
g = \sqrt{N} \sum_{k=0}^{K-1} a(s_k, v_k) \otimes \gamma_k + w, \tag{8}
\]

where \( \otimes \) denotes the Hadamard (element-by-element) product and \( \gamma_k = [\gamma_{k,0}, ..., \gamma_{k,N-1}] \), with \( \gamma_{k,n} = \int_{s_k} \gamma(s) \exp[j2\pi\xi(s-s_k)]ds \), is a vector collecting the (angularly decorrelating and time-variant speckled) realizations of the \( k \)th scattering as seen at the \( N \) tracks. The decorrelation property of the scatterer, including compact time-invariant, concentrated time-invariant, and more generally compact time-variant scattering will be statistically described through the correlation matrix defined as \( R_x = E[\gamma_k \gamma^*_k] \). The particular case in which \( R_x = E[\gamma_k]1_{s_k}1_{v_k} \), where \( 1_{s_k} \) is the \( N \)-dimensional unity vector and \( E[\gamma_k \gamma^*_k] \) is the (possibly temporally averaged) scatterer powers, leads to the (statistical) equivalence between the speckled and time variant model in (8) and the pointlike model in (7) when \( \gamma_k \) are random variables. For this reason, we refer to the time-variant speckled model in (8) as the partially coherent scattering model.

MULTIDIMENSIONAL TOMOGRAPHY IMAGING METHODS

The 3-D and 4-D SAR imaging is achieved via inversion of (2) or (5), respectively. The acquisition geometry poses limitation on the imaging capabilities which can be overcome by the use of some specific techniques. The baseline distribution defines a reliable elevation span, i.e., the maximum extension in elevation direction to avoid heavy effects of aliasing. Assuming a uniform baseline distribution with an antenna separation of \( \Delta_b \), the unambiguous elevation interval is \( \Delta_e = \lambda/2(2\Delta_b) \); in the nonuniform case \( \Delta_b \) is typically replaced by the average baseline separation. The Rayleigh elevation resolution of the system is \( \Delta_e = \lambda/2(2B) \), with \( B \) being the total baseline span. In the same way, an unambiguous velocity interval and a velocity resolution can be also defined as \( \Delta_c = \lambda/(2\Delta_v) \) and \( \Delta_c = \lambda/(2T) \), where \( \Delta_e \) and \( \Delta_c \) are the average temporal separation and total temporal span, respectively.

Several techniques can be used to implement the inversion that leads to the estimation of the backscattering distribution along \( s \) or in the elevation/velocity plane \((s,v)\). Each is characterized by a different tradeoff between simplicity, computational efficiency, sidelobes reductions, and super-resolution capability and may be well suited for specific applications. Nonparametric methods, i.e., beamforming (BF), singular value decomposition (SVD), and adaptive Capon BF, provide flexibility of application to scenarios with any elevation backscattering profile, in particular with distributed (speckled) scatterers, and including also the pointlike scattering case. However, for 3-D imaging of forest volumes, linear methods such as SVD and nonparametric Capon BF can be well suited for handling the case of irregular baselines. On the contrary, for application to 3-D/4-D urban imaging and monitoring areas characterized by layover, super-resolution methods for compact scatterers like, e.g., multiple signal classification (MUSIC) may be better suited but require a prior determination of the scattering order for each pixel. In any case, as better specified in the following section dedicated to detection issues, with reference to this application even the simple BF performs better than classical interferometric approaches, such as persistent scatterers interferometry (PSI).

**BEAMFORMING**

Referring to the 3-D model in (2), the backscattering profile \( \gamma(s) \) can be estimated as follows:

\[
\hat{\gamma}(s) = \sum_{n=0}^{N-1} g_n[a(s)]_n = a^T(s)g, \tag{9}
\]

where \( (\cdot)^T \) denotes the conjugation and Hermitian operators, respectively. This technique is also usually referred to as...
(classical) BF in array processing or matched filter. Extension to the 4-D case of estimating $\gamma(s,v)$ is easily carried out by the use of the 2-D steering vectors $a(s,v)$. Hereafter, we will refer to the generic 4-D inversion problem, assuming the 3-D focusing as a special case in which all dependences on $v$ drop out ($v = 0$).

According to (9), BF corresponds to a rephase-and-sum array processing that forms a “beam” in the elevation/velocity directions. In practical applications, as baselines are far from being uniformly distributed, BF may give poor reconstruction performances in terms of sidelobes and leakage of the point spread function. Strategies alternative to plain BF have been adopted to improve the resolution below the inherent Rayleigh limit (superresolution) and the sidelobe suppression.

**SINGULAR VALUE DECOMPOSITION**

The discretization of the integral in (5) is now introduced with the assumption of a temporal invariant behavior, i.e., $\gamma = \gamma$. Letting $\gamma = [\gamma(s_0,v_0),...,\gamma(s_{M-1},v_{M-1})]^T$ be the vector that collects the $M=M_x \times M_z$ samples of $\gamma(s,v)$ at the discrete points, hereafter called bins, $(s_m,v_n)$, $m=0,...,M-1$, belonging to the $M_x \times M_z$ elevation/velocity grid, we have that the FT operator in (5) can be rewritten in the discrete case as

$$g = A\gamma + w, \quad (10)$$

where $A = [a_0,...,a_{M-1}]$ is the $N \times M$ system matrix collecting the steering vectors associated with each discretization bin synthetically defined as $a_m = a(s_m,v_m)$.

Particularly, with reference to the fully coherent model in (7), assuming the discretization grid to include the scatterer locations in the $(s,v)$-plane, the vector $\gamma$ will be characterized by only $K$ nonzero elements at the bins corresponding to the scatterers phase centers. The case in which $K < M$ leads to a sparsity nature of the unknown vector $\gamma$, which is of interest, as explained in [31], for the use of CS approaches.

The use of the SVD of the operator $A$ in (10) allows regularizing the inversion by restricting the solution space and benefiting of the inclusion of very limited a priori information on the expected scene elevation extent. The regularization, obtained through the so-called truncated SVD, allows the avoidance of noise amplification and inversion instabilities, and hence generally provides a better sidelobe reduction as well as slight super-resolution than plain BF [8], [10].

**CAPON SPECTRAL ESTIMATION**

To counteract the increase of sidelobes even more, 3-D and 4-D SAR focusing has been successfully set in the adaptive spectral estimation/array BF framework, in particular employing the Capon method [7], [13], [18]. As a result, (elevation) superresolution adaptive tomography methods have been developed of non-parametric kind. The strong (elevation) spatial leakage associated with the irregular baselines is significantly reduced through the adaptive nulling, which interestingly results, jointly with a sensible reduction of the anomalous sidelobes, in some elevation superresolution capabilities beyond the Rayleigh limit. This also allows dealing with system problems of limited baseline span or of very detailed layover/volumetric analysis needs. In the general 4-D case, the data-dependent processing is based on the multi-baseline array spatial/temporal (“hybrid”) correlation matrix of the data $R_x$ [7], which requires operation with multilook data (multiple observations of the array data vector) for its estimation. The multilook operation is coherent, as in SAR interferometry, and the looks are typically obtained from multiple adjacent pixels (multilook cell). In this context, the tomographic output is the average squared modulus of $\gamma(s,v)$, $P(s,v) = E\{ |\gamma(s,v)|^2 \}$, which is retrieved as follows:

$$P(s,v) = (a^H(s,v) R_{sv} a(s,v))^{-1}. \quad (11)$$

In the tomographic application of the Capon beamformer, the integration of diagonal loading methods is necessary to handle problems related to the possible nonpositive-definiteness of the correlation matrix and to generally improve the inversion robustness [9]. Today, 3-D Capon tomography is a standard tool to get image enhancements beyond the above linear methods, in particular being very suitable for analyses of volumetric scatterers and thus being commonly used for forest scenes [1], [14], [15], [19].

A typical result, which shows a demonstration of the Capon tomography [7] capability to well perform 3-D focusing on forest scenarios [19], is reported in the lower left plot in Figure 2. The figure reports a tomographic slice obtained by processing nine tracks of P-band data (HV polarization) acquired with DLR E-SAR airborne platform over a boreal region in Sweden, where light temporal decorrelation effects occur.

**MUSIC**

Model-based beamformers matched to line spatial spectra have been applied to SAR tomography to get further performance improvements for the (urban) pointlike scatterers scenarios, revealing good capabilities even for distributed scatterers, depending on the compactness degree, despite the model approximation [7]. In particular, the spatial correlation matrix-based MUSIC method relying on the subspace decomposition [7] has been validated both for urban/infrastructure [16], [20] and forest scenarios 3-D imaging [15], [19]. In the case of compact or pointlike scatterers and nonfull yet sensible time coherence, a 2-D MUSIC estimator can be used for the 4-D case as follows [19], [21]:

$$\hat{P}(s,v) = (a^H(s,v) Q Q^H a(s,v))^{-1}, \quad (12)$$

where $Q$ is the noise eigenvector matrix and $\hat{P}(s,v)$ is a pseudospectrum.

As an example, the plot in the lower right part of Figure 2 shows an automatic-order MUSIC [7] tomogram obtained with the X-band airborne three-antenna (single-pass) system AER-II (FGAN) data [22] acquired over Weitingen, Germany. The result has been obtained by integrating an information theoretic criterion [21] order selection method exploiting the eigenvalues [7].
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A significant recent advancement has been the extension for single-look processing of the Capon and MUSIC [20]; this has allowed obtaining high superresolution and sidelobe cleaning capabilities at full horizontal resolution operation. The principle relies on knowledge-based baseline interpolation [20]. These resulting methods are intrinsically computationally light with respect to CS with a processing burden very close to plain linear focusing. A typical sample of the backscattering distribution in the \((s,v)\) plane for an urban cell obtained with 4-D single-look BF and Capon processing of CSK data is reported in Figure 3. The Capon distribution, in (b), is apparently characterized by a sub-Rayleigh double scatterer (the height distance between the two scatterers is equal to 2.5 m), going beyond the manifest resolution limits of the classical BF method shown in (a). Moreover, the Capon sidelobes level is much better than the BF one. Validation on wide regions are presented in [21], and notably the best height superresolution gain achieved is about seven times below the Rayleigh limit, the methods thus being an alternative to CS.

DETECTION OF CONCENTRATED SCATTERERS

The interpretation of the produced MultID images requires the detection of typical pointlike scatterers where the retrieved information is reliable. Referring to the signal model in (7) with \(K\) scatterers, starting from the backscattering profile reconstructed through one of the above inversions, it is necessary to detect the generic \(k\)th scatterer in relative low signal-to-noise ratio conditions and estimate its parameters \((s_k,v_k)\). For the case of \(K = 1\) (single scatterers) the detection problem consists in discriminating between the hypothesis \(H_0\) (absence of target) and \(H_1\) (presence of target). Under the typical Gaussian statistical modeling [2], [23], the generalized likelihood ratio test is [24]

\[
\max_{H_0, H_1} \frac{|g^H h(s,v)|^2}{\|g\|^2 \|h(s,v)\|^2} \geq T, \tag{13}
\]

where \(T\) is the detection threshold, belonging to the \([0,1]\) interval and set according to the desired level of false alarm. It is worth noting that, for single scatterers, the test statistic represents the highest peak of the normalized BF reconstruction and the argument of the maximization is the maximum likelihood estimation of the \((s,v)\) position. Comparison of the performances of tomographic reconstruction in detecting single scatterers with the standard PSI technique [3], which is based on the use of only the phase information, i.e., by substituting \(g\) in (13) with its version obtained by considering only the phase of the elements, leads to the conclusion that the tomographic approach allows achieving significant increase of the detection probability for a fixed false alarm rate [24]. An extension to the case of \(K = 2\) based on the sequential use of the detection scheme in (13) has been proposed in [25].

Results of the application of the detector in (13) on a data set of 28 CSK (3-m spatial resolution) acquisitions is shown in the middle image in the right column of Figure 2, representing the 3-D cloud of detected points over the area of the San Paolo stadium in Naples, Italy (colors are set according to the estimated height). The shapes of buildings are well recognizable: notice the comparison with the optical view of the same area taken from Google Earth, reported in the upper image in the same figure. Conversely, Figure 4 is relevant to the deformation mean velocity map estimated again through the detector in (13) on a data set of 29 CSK images over the city of Rome. In this case, the color of each point is associated with the estimated velocity. The area is affected by the presence of severe subsidence caused by consolidation of the alluvial sediments of the Tevere River and affecting the stability of buildings: it has been widely investigated with the SAR technology for geotechnical and structural reasons.

The literature provides a large number of contributions to the problem of detecting the presence of single and multiple scatterers in tomographic processing framework based also on
model order estimation strategies. As an example of application of the least square (LS) detector [13], [18], [20], 4-D single-look fitting fed by the Capon output in Figure 3(b) identifies a double scatterer, in agreement with the visual interpretation. Other 3-D/4-D extensive results of Capon-LS/MUSIC-LS detection are reported in [20] and [21] for CSK data.

CONCLUSIONS AND FUTURE RESEARCH
This work has given an overview of the main advances achieved over the last decade in the SAR interferometry/tomography areas. The basic concepts of multipass DInSAR and PSI have been summarized to provide indications about importance of such techniques for surface height mapping and monitoring in the natural risk and security areas as well as to perform the calibration steps necessary for describing the advances achieved by adopting an imaging view, i.e., SAR tomography (3-D SAR imaging) and differential SAR tomography (4-D SAR imaging) with reference to application to forest, urban, and infrastructure imaging and monitoring.

A general formulation that starts from a model also addressing the typical decorrelation problem has been introduced to provide the basis for future research accounting for target correlation properties [17], [19], and several imaging methods have been considered. Examples of results relevant to real cases for L- and P-band airborne data for application to forest imaging and latest-generation X-Band data for urban and infrastructure monitoring have been discussed, leaving to the existing literature validations that were also carried out on C-band medium-resolution data [8], [10], [13], [18], [20].

The existing SAR tomography literature also cover topics that have not been discussed due to article space limitations. This is the case of the extension of 4-D imaging to match specific nonuniform deformation motion models, e.g., of thermal building dilations associated with temperature (baseline) distribution, to get five-dimensional (4-D+temperature) single-look analysis [26], and parametric superresolution [21]. Besides, fertilization of the MultiD imaging area with Cramer–Rao bounding tools has been also given for tomographic system and mission planning; see [7] and [24]. The extension of 4-D SAR imaging for improved monitoring of thermal dilations has shown that a high correlation degree between (mainly temporal and temperature) baseline distributions may lead to detection ambiguity problems. In any case, an unnecessary increase in the dimensionality of the imaging reduces the scatterer detection performances.

Emerging research topics are related to the extension of SAR tomography to unstructured SAR tomographic and scattering decomposition methods based on principal component analysis.

[FIG4] The deformation mean velocity of scatterers detected on the BF reconstruction on a data set of 29 CSK images over Rome. The subsidence due to consolidating alluvial-deposit close to the Tevere River is well recognizable. (Image courtesy of Google.)
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Synthetic aperture radar (SAR) is capable of assessing the deformation of the ground and buildings in the order of centimeters and millimeters due to its coherent nature and short wavelengths. Spaceborne SAR systems are particularly suited for long-term monitoring of such dynamic processes. A single SAR image, however, only provides a two-dimensional (2-D) projection of the objects, which is in many cases noninjective (i.e., suffers from layover). To retrieve the real three-dimensional (3-D) localization and motion of scattering objects, advanced interferometric methods, like persistent scatterer interferometry (PSI) or SAR tomography (TomoSAR), are required, which exploit stacks of complex-valued SAR images with diversity in space and time [1]–[6]. Modern spaceborne SAR sensors like TerraSAR-X, TanDEM-X, and COSMO-Skymed, provide data with very high spatial resolution (VHR) in the order of 1 m, which matches well with the scale of building features (typical floor height and window size and distance). This motivated the further development of existing TomoSAR techniques for exploring the potentials of VHR SAR data for urban infrastructure mapping [6]–[8]. In the last decade, conventional spectral estimation methods have been implemented for tomographic SAR imaging [3]–[6], [8]. However, for VHR urban monitoring, the following requirements should be met:

- Maintaining the meter azimuth-range resolution, i.e., avoiding multilooking
- Improving the elevation resolution, i.e., providing superresolution (SR)
- Achieving high 3-D localization accuracy even in the presence of unmodeled, non-Gaussian noise
- Retrieving nonlinear motion, e.g., due to seasonal thermal dilation [9].

Driven by these requirements, new algorithms have been invented in the last few years that take advantage of recent developments in signal processing such as sparse reconstruction and compressive sensing (CS) [10]–[12]. This article deals with CS-based TomoSAR inversion and is a follow-up to a companion TomoSAR article, also in this issue of IEEE Signal Processing Magazine [13].
**TomoSAR SYSTEM MODEL**

Conventional SAR imaging provides a projection of the 3-D object reflectivity to the 2-D azimuth-range (r-s) plane. TomoSAR is a technique that allows resolving scatterer densities in the third native radar coordinate “elevation” (s), orthogonal to the azimuth-range plane. The term tomography is misleading since it suggests that a large range of angles is required like in computed axial tomography. TomoSAR uses only an extremely small angular diversity though. It rather extends the synthetic aperture principle—as employed in the azimuth direction—to the elevation direction b | s by combining multiple passes of the radar at slightly different orbit positions to establish a virtual array of antennas, as depicted in Figure 1. Typically, the elevation extent Δb of the antenna array, i.e., the maximum orbit spread, is about 250 m for TerraSAR-X and the distance to the scene 700 km, leading to an angular diversity as small as 0.02 degrees.

By stacking all the multiview coherent images and by performing the tomographic processing, s-profiles can be retrieved for every x-r pixel. These profiles can be continuous in the case of forest biomass imaging or may consist of only a few discrete responses, typically corresponding to scatterers located on the ground, façade, and roof, in the case of urban mapping. This article is devoted to the latter application, i.e., the result of tomographic arrangement is related to the elevation aperture extent Δb

\[ \rho_s = \frac{\lambda b}{2 \Delta b} \]  

For the typical TerraSAR-X parameters given above, \( \rho_s = 30–50 \) m.

**EXTENSION TO MULTIMODAL DEFORMATION**

For the spaceborne case, the multipass acquisitions used in tomographic reconstruction are taken over a time span of several weeks to years. Hence, the long-term motion of a scattering object during this time period must be considered or is even the signal of interest. The additional motion term leads to an extended version of the system model from (1)

\[ g_n = \int_I \gamma(s) \exp(-2\pi \xi_n s) ds + w_n, \]  

where \( d(s, t_n) \) is the line of sight (LOS) displacement as a function of elevation and time. The motion may be modeled as a linear combination of \( M \) basis functions \( \tau_m(t_n) \)

\[ d(s, t_n) = \sum_{m=1}^{M} p_m(s) \tau_m(t_n), \]  

where \( p_m(s) \) is the corresponding motion coefficient to be estimated. The choice of the basis functions depends on the underlying physical motion processes. For example, long-term geodynamic processes may lead to a linear, accelerating, or decelerating motion; instantaneous geodynamic events, like earthquakes, result in a stepwise motion; thermal expansion causes a motion correlated to temperature, etc.

To convert (3) into a convenient Fourier transform, we warp the acquisition time function for each motion basis function \( \tau_m(\cdot) \) according to \( \tau_{\text{ms}} = 2 \tau_m(t_n)/\lambda \). Then (3) can be rewritten as an \((M+1)\)-dimensional Fourier transform of \( \gamma(s) \delta(p_1-p_1(s),...,p_M-p_M(s)) \) which is an \( M \)-dimensional linear \( \delta \)-manifold (line, plane, or hyperplane) in the \((M+1)\)-dimensional elevation-motion parameter space [9]:

\[ g_n = \int_{I_1} \cdots \int_{I_M} \int_{\tau_{\text{ms}}} \gamma(s) \delta(p_1-p_1(s),...,p_M-p_M(s)) \exp(-2\pi \xi_n s + \eta_1 p_1 + ... + \eta_{M+1} p_{M+1}) ds dp_1...dp_M + w_n, \quad n = 1,...,N, \]  

where \( I_{\text{ms}} \) stands for the maximum support of motion parameter \( p_m(s) \). The ideal \( \delta \)-manifold may broaden up a bit if the real motion does not follow our motion model. With this system model, the elevation profile and motion parameter retrieval boils down to an \((M+1)\)-dimensional spectral estimation problem. In the following, for the sake of simplicity of the equations, we refer to one-dimensional (1-D) spectral estimation, i.e., the 3-D reconstruction case. Any motion term can be considered by adding another dimension. For the same reason we make no explicit distinction between “TomoSAR” and “differential TomoSAR.”

![TomoSAR geometry and signal sparsity in the range-elevation (r-s) plane.](image)
Discretizing the elevation profile in (1) [or the M-dimensional $s \cdot p_1, \ldots, p_M$ space in (5)] leads to this standard linear system equation
\[
g = A \gamma + w,
\]
where \(g\) is the measurement vector of length \(N\), \(A\) is an \(N \times L\) irregular Fourier matrix composed of the so-called steering vectors, \(\gamma\) is the reflectivity profile uniformly sampled in elevation at \(s_l (l = 1, \ldots, L)\), and \(w\) is noise. The profile \(\gamma\) to be reconstructed is often sampled much more densely than suggested by the elevation resolution \(\rho_e\) to allow SR. As a consequence, \(L \gg N\) and (6) is severely underdetermined. An appropriate SR regularization is required for obtaining an unambiguous and robust estimate of \(\gamma\).

**SPARSITY AND THE CITY**

The tomographic imaging configuration for urban scenes of Figure 1 illustrates the following:

- Short-wavelength microwaves are scattered at surfaces and to a limited extent in vegetation volumes. The vegetation responses tend to decorrelate over time and mostly contribute to noise rather than to the useful signal. Hence, our object to be retrieved is more or less a 2-D surface in 3-D space, or, for every azimuth position, a 1-D line in the 2-D range-elevation plane. The object is zero elsewhere in space; it is sparse.
- The tomographic 3-D resolution element (the blue-shaded area in Figure 1) is highly anisotropic, if the elevation aperture size, i.e., the maximum orbit spread \(\Delta b\), is limited as it is with modern satellite systems. For TerraSAR-X, the azimuth and range resolutions are in the range of 0.5-1 m, while \(\rho_e = 30-50\) m. Therefore, SR in elevation is desirable; otherwise layover cannot be resolved in the lower parts of buildings.

As mentioned previously, SR, i.e., oversampling of \(\gamma\), is equivalent to setting up an underdetermined equation system that requires either regularization or parametric estimators. The standard \(L_1\) norm regularizer leads to the conventional linear maximum a posteriori (MAP) estimator
\[
\hat{\gamma}_{\text{MAP}} = (A^\top C_{ww} A + C_{\gamma \gamma}^{-1})^{-1} A^\top C_{ww}^{-1} g,
\]
where \(C_{ww}\) and \(C_{\gamma \gamma}\) are the covariance matrices of noise and prior, respectively. The truncated SVD method described in [5] and [13] falls into the same class. These solutions are not able to achieve significant SR, however. Several nonlinear or parametric estimators known from spectral analysis are presented in the companion article [13] in this issue. Instead, we use the mentioned sparsity property and the CS framework.

Object sparsity could be exploited in several ways. A brute-force approach would attempt to reconstruct the line segments representing the surfaces, visible to the SAR (bold in Figure 1), in the 2-D range-elevation plane for every azimuth position. However, in the case of an anisotropic resolution element like the one in Figure 1, we only need SR in the elevation direction. The intersections of such an elongated resolution element with the ground, the façade, and the roof of a building have an extent much smaller than \(\rho_e\). Hence, the elevation profiles to be reconstructed for every azimuth-range pixel can be considered as consisting of a few \(\delta\)-functions, i.e., as sparse. The sparsity property can be used as a strong prior for regularizing the underdetermined inverse problem.

**THE COMPRESSIVE SENSING-BASED SL1MMER ALGORITHM**

Using the concept of CS for TomoSAR has been proposed by [10] and first demonstrated by the authors in [11]. We developed the SL1MMER algorithm (pronounced “slimmer”). The acronym stands for the three processing steps: 1) scale-down by \(L_1\) norm minimization, 2) model order selection, and 3) parameter estimation reconstruction. Considering that the elevation profile is sparse, we may assume that among the infinitely many solutions of the underdetermined system equation, the sparsest solution, i.e., the solution having the minimum \(L_0\) norm \(\|\gamma\|_0\), (number of nonzero elements), is assumed to be the most probable one. The solution could be found by parametric nonlinear least squares (NLS) estimates of increasing number of scatterers combined with model order selection. However, this optimization task is NP-hard, it requires a combinatorial search of all possible scatterer positions. CS theory [14], [15] tells us that under certain constraints, the \(L_0\) norm may be replaced by the convex \(L_1\) norm. Since the measurements are contaminated with noise, the \(L_1\) norm is preferably jointly minimized with the classical residual data term (log-likelihood)
\[
\hat{\gamma} = \arg \min_{\gamma} \{||g - A\gamma|| + \lambda_s \|\gamma\|_1\}.
\]

Equation (8) gives the sparsest estimate of \(\gamma\) if the mapping matrix \(A\) fulfills the restricted isometry (RIP) and incoherence properties [15]. However, for TomoSAR, RIP and incoherence are violated for several reasons. First, the mapping matrix \(A\) is predetermined by the measurement system (the elevation aperture sampling pattern) and may not be optimum. Second, oversampling the elevation profile \(\gamma\) renders \(A\) overcomplete, reduces RIP, and increases coherence. Nevertheless, the \(L_2-L_1\) norm minimization step shrinks \(A\) dramatically [16] and gives a first sparse estimate of \(\gamma\). This estimate, though, may still contain outliers and, hence, the sparsity \(K\) (i.e., the number of discrete scatterers, typically \(K = 0-3\)) is often overestimated.

As the second algorithm step, model order selection is used to clean the \(\gamma\) estimate of spurious, nonsignificant scatterers and to finally obtain the most likely number \(K\) of scatterers along elevation. The model complexity can be described by the number of parameters that is proportional to the number of scatterers \(K\). Let \(\Theta(K)\) be the vector of the unknown amplitudes, phases, and elevations for all the \(K\) scatterers. The goodness-of-model-fit can be described by the likelihood \(p(\|g - A\gamma\|_1 | \Theta(K), K)\). A more complex model always fits the observations better, hence, for the purpose of selecting the most probable model, its complexity must be penalized to avoid overfitting of the data. The general form of penalized likelihood criteria is
\[
\hat{K} = \arg \min_K \left( -2 \ln p(g|\hat{\theta}(K), K) + 2C(K) \right),
\]

where \( C(K) \) is a complexity penalty, e.g., the Bayesian information criterion (BIC) [17], the Akaike information criterion (AIC) [18], or the minimum description length (MDL) [19]. Note that those penalty terms are proportional to \( K \), i.e., \( C(K) \propto \| \gamma \| \), and \( (9) \) is an \( L_2-L_0 \) norm minimization, but with known and few \( K \) candidate elevation positions, and hence can be easily solved.

As a last refinement, a much slimmer mapping matrix \( A(\hat{s}) \), i.e., the \( N \times \hat{K} \) matrix with \( A_{sk}(\hat{s}) = \exp(-j2\pi s_k \hat{s}_k) \), is built up, where \( \hat{s}_k \) is the estimated elevation value of the \( k \)th scatterer. The final complex-valued reflectivity \( \gamma(\hat{s}) \) for the \( \hat{K} \) scatterers is obtained by solving the following overdetermined linear system equation:

\[
g = A(\hat{s}) \gamma(\hat{s}) + w',
\]

where \( w' \) combines the measurement noise and the model error, i.e., the deviation from sparsity or unmodeled motion-induced phase terms. The complex amplitudes of the \( \hat{K} \) discrete scatterers are finally found by the classical least-squares solution

\[
\hat{\gamma}(\hat{s}) = (A(\hat{s})^H A(\hat{s}))^{-1} A(\hat{s})^H g.
\]

This last (debiased) step is performed because \( (8) \) is known to slightly underestimate the magnitudes of \( \gamma \) [20]. Although amplitude fidelity is not the main purpose of TomoSAR, \( (11) \) renders SL1MMER a generic unbiased CS algorithm. Since the main step of SL1MMER is the \( L_2-L_1 \) norm minimization known from CS, the analysis and the results in the following sections apply similarly to other CS-based TomoSAR algorithms.

**SUPERRESOLUTION FACTOR: THEORY, SIMULATIONS, AND REAL DATA EXAMPLES**

By making use of object sparsity, the SL1MMER algorithm can achieve substantial SR in elevation while maintaining the full azimuth-range resolution. A simulation example may demonstrate SR with SL1MMER. Since multiple scatterers inside an azimuth-range pixel at different elevation positions most likely occur in high-rise urban areas, we simulated a situation with two scatterers inside a pixel: one point scatter at the building façade and another rough surface reflection from the ground with an elevation distance of 0.4 of the Rayleigh resolution unit under an SNR of 10 dB and a number of acquisitions \( N = 30 \), i.e., \( N \times SNR = 25 \text{ dB} \). Figure 2 compares the reconstructed reflectivity profiles along the elevation direction using the linear MAP estimator and SL1MMER. The MAP estimator is subject to the Rayleigh resolution limit and is not able to separate the two closely spaced scatterers while SL1MMER easily separates them.

The example also shows that nonlinear (and semiparametric) spectral estimators like SL1MMER yield reconstructions with much sharper “point responses” than traditional nonparametric ones. However, the nice shape of the responses tells us neither their location accuracy nor the ability of the algorithm to resolve two close scatterers. To study the SR power of such algorithms, let us define the (elevation) resolution as the minimum distance \( p_{min} \) between two \( \delta \)-functions (point scatterers) that are separable at a prespecified probability of detection \( P_{D} \). Note that we investigate the detection rate in the SR regime, while in the companion article [13] the detection rates in the non-SR regime have been studied. \( p_{min} \) depends on the amplitude ratio of the scatterers, their phase difference, and (asymptotically) on

![Fig2](image-url) **[Fig2]** A demonstration of SR: reflectivity profiles along elevation direction reconstructed by the classical MAP estimator and by SL1MMER. The elevation distance between the layovered double scatterers is 0.4 of the Rayleigh resolution unit. In this example, \( N = 30 \) and SNR = 10 dB.

![Fig3](image-url) **[Fig3]** The fundamental bound of SR: SR factor of the SL1MMER algorithm averaged over \( \Delta \rho \) as a function of \( N \times SNR \) for different amplitude ratios \( a_1/a_2 \) of two close scatterers [21].
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the product $N \times \text{SNR}$. We define the \textit{SR factor} $\kappa_{P_D}$ as an improvement factor relative to the Rayleigh resolution $\rho_s$,

$$
\kappa_{P_D} = \frac{P_{D_e}}{\rho_{P_D}}. 
$$

(12)

It depends on the required detection rate $P_{D_e}$ and is larger than unity for SR. Figure 3 shows the SR power of SL1MMER for $P_D = 50\%$ as a function of $N \times \text{SNR}$ for different amplitude ratios. These curves have been found by Monte Carlo simulations [21]. For each realization the phase differences $\Delta \varphi$ of the two scatterers were chosen randomly from $[0, 2\pi]$ as it is the case in real scattering scenarios. In [21] it was shown that these SR factors are close to those of NLS estimation, which is theoretically the best, and hence establish a kind of fundamental bound. For interested readers, the SR of CS-based algorithms is shown to significantly outperform multiple signal classification (MUSIC) in [22]. For other moderately superresolving estimators, like Capon, see [13] and the references therein. In the interesting parameter range of TomoSAR, i.e., $N = 10 \sim 100$ and $\text{SNR} = 0 \sim 10$ dB (which applies for the majority of pixels of urban scenes) the achievable SR factor is in the order of 1.5 \sim 25.

\textbf{CRA MÉR–RAO LOWER BOUND FOR SINGLE AND DOUBLE SCATTERER POSITIONING ACCURACY}

Assuming two scatterers at elevation positions $s_1$ and $s_2$ with amplitudes $a_1$ and $a_2$ and phases $\varphi_1$ and $\varphi_2$ have been detected, we are now interested in how accurately their positions can be estimated. To find the Cramér–Rao lower bound (CRLB) of the elevation estimation error, the Fisher information matrix $J$ is constructed from the derivatives of the log-likelihood function $\ln p(g | \theta)$, where the parameter vector $\theta = [a_1, \varphi_1, s_1, a_2, \varphi_2, s_2]^T$. We obtain the CRLB matrix by $P_{\text{CRLB}} = J^{-1}$, from which the elements $P_{\text{CRLB,3,3}} = \sigma_{\alpha_1}^2$ and $P_{\text{CRLB,6,6}} = \sigma_{\alpha_2}^2$ are the ones of interest, i.e., the CRLBs of the location estimation errors for the two scatterers. Since the analytic inversion of $J$ leads to a complicated and lengthy expression, it is

![FIG4] A location estimation error factor of two scatterers from (15) and (16) as a function of their normalized distance $\alpha$ CRLB, approximation of CRLB from (16), and experimental results from NLS and SL1MMER [21].

![FIG5] The 3-D view of buildings visualized in Google Earth reconstructed by SL1MMER using a stack of 25 TerraSAR-X images (color represents height). (Figure used with permission from DLR.)
more convenient to retrieve the relevant elements of \( P_{\text{CRLB}} \) by solving the inversion numerically. For the sequel, we split the elevation estimation error standard deviation into two contributions \([21]\),

\[
\sigma_{s} = c_{v} \cdot \sigma_{s,0},
\]

where

\[
\sigma_{s,0} = \frac{\lambda r}{4\pi \sqrt{2 \cdot N \cdot \text{SNR}}} \cdot \sigma_{b}
\]

is the CRLB of the elevation estimates of the \( q \)th scatterer (\( q = 1 \) or \( 2 \)) in the absence of the other one. \( \sigma_{b} \) is the standard deviation of the elevation aperture antenna positions \( b_{n} \). For uniformly distributed aperture sampling (randomly or equidistantly spaced) \( \sigma_{s} = \Delta b / \sqrt{12} \) and \( \sigma_{s,0} \approx 0.39 / \sqrt{N \cdot \text{SNR}} \cdot \rho_{s} \).

In the parameter range of TomoSAR, \( \sigma_{s,0} \) is in the order of 1/100 to 1/10 of the Rayleigh resolution unit \( \rho_{s} \). The more interesting term is \( c_{v} \), the interference correction factor for closely spaced scatterers. It is asymptotically independent of SNR and \( N \) and can be shown to be approximately (see \([21]\) and the references therein)

\[
c_{v} = \max \left\{ \sqrt{\frac{40 \alpha^{2} (1 - \alpha/3)}{9 - 6(3 - 2\alpha) \cos(2\Delta \varphi) + (3 - 2\alpha)^{2}}}, 1 \right\}.
\]

The location estimation error \( \sigma_{s,0} \), i.e., \( c_{v} = 1 \), as long as the two scatterers are far apart but increases at a rate of \( \alpha^{-1.5} \) once the scatterers are closer than about 1.6 times the Rayleigh resolution unit.

Figure 4 also compares the CRLB with the results from NLS (solution with the \( L_{0} \) norm prior) and SL1MMER. These have been obtained by simulations with randomly distributed phase differences. The elevation estimation accuracy of the CS-based algorithm SL1MMER approaches the CRLB and is almost identical to NLS, i.e., both algorithms are efficient.
TomoSAR with VHR X-band data can achieve point densities in the order of 600,000–1,000,000/km², which are much higher than with PSI (40,000–100,000 PS/km²) where only pixels containing single or dominant scatterer are considered. As a consequence, detailed monitoring of even single buildings and in general of infrastructure as well as cultural heritage is possible. In the following, we demonstrate practical use of TomoSAR with TerraSAR-X data.

Figure 5 presents a 3-D view of the Bellagio Hotel complex in downtown Las Vegas, Nevada visualized in Google Earth and reconstructed by SL1MMER using a stack of 25 TerraSAR-X images.

To demonstrate the effect of the SR power of SL1MMER on real data, Figure 6 shows the histogram of the elevation distance between detected double scatterers using MAP (red) and SL1MMER (blue) over the Bellagio Hotel area. It is not surprising that the number of double scatterers detected by SL1MMER is much higher than those detected by MAP and most of them lie in the SR regime $\alpha < 1$ (green area). For an urban scene like this typically 30–40% of the scatterers detected by SL1MMER are double scatterers compared to 10–20% detected by linear estimators.

Due to the side-looking geometry of SAR, a single stack of SAR images only provides information on one side of a building (see the bold surface segments in Figure 1). For comprehensive urban structure monitoring, a shadow-free point cloud is desirable. It requires fusion of the TomoSAR results of multiple stacks from opposite view angles. This is a nontrivial task, since all the scatterer locations detected from TomoSAR are relative to a reference point and it is usually not possible to identify the same object as a reference for all the view angles [24]. Figure 7 presents the fusion result from two stacks, one from ascending orbit (94 acquisitions) and one from descending orbit (79 acquisitions), over the city of Berlin, Germany. The scene contains about 40 million detected scatterers each of which also contains its own deformation history. Small structures like the Victory Column, i.e., the statue at the center of the park can be easily identified.

Figure 8 shows an example of multicomponent motion estimation. Since July 2009, an area in the city of Las Vegas is undergoing a pronounced subsidence centered at the Convention Center. Together with the thermal dilation-induced seasonal motion of the metallic building structure, the selected area is characterized by a two-component nonlinear motion as shown in the phase history. Here, we chose the motion basis functions as a sine-function with a period of one year for seasonal motion and a linear function for subsidence. The estimated linear deformation velocity in mm/year is shown in Figure 8(a), while (b) shows the LOS motion of one of the scatterers on the roof of the Convention Center. The two-component motion is evident.
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**EXAMPLES WITH VHR TerraSAR-X DATA**

TomoSAR with VHR X-band data can achieve point densities in the order of 600,000–1,000,000/km², which are much higher than with PSI (40,000–100,000 PS/km²) where only pixels containing single or dominant scatterer are considered. As a consequence, detailed monitoring of even single buildings and in general of infrastructure as well as cultural heritage is possible. In the following, we demonstrate practical use of TomoSAR with TerraSAR-X data.

Figure 5 presents a 3-D view of the Bellagio Hotel complex in downtown Las Vegas, Nevada visualized in Google Earth and reconstructed by SL1MMER using a stack of 25 TerraSAR-X images.

To demonstrate the effect of the SR power of SL1MMER on real data, Figure 6 shows the histogram of the elevation distance between detected double scatterers using MAP (red) and SL1MMER (blue) over the Bellagio Hotel area. It is not surprising that the number of double scatterers detected by SL1MMER is much higher than those detected by MAP and most of them lie in the SR regime $\alpha < 1$ (green area). For an urban scene like this typically 30–40% of the scatterers detected by SL1MMER are double scatterers compared to 10–20% detected by linear estimators.

Due to the side-looking geometry of SAR, a single stack of SAR images only provides information on one side of a building (see the bold surface segments in Figure 1). For comprehensive urban structure monitoring, a shadow-free point cloud is desirable. It requires fusion of the TomoSAR results of multiple stacks from opposite view angles. This is a nontrivial task, since all the scatterer locations detected from TomoSAR are relative to a reference point and it is usually not possible to identify the same object as a reference for all the view angles [24]. Figure 7 presents the fusion result from two stacks, one from ascending orbit (94 acquisitions) and one from descending orbit (79 acquisitions), over the city of Berlin, Germany. The scene contains about 40 million detected scatterers each of which also contains its own deformation history. Small structures like the Victory Column, i.e., the statue at the center of the park can be easily identified.

Figure 8 shows an example of multicomponent motion estimation. Since July 2009, an area in the city of Las Vegas is undergoing a pronounced subsidence centered at the Convention Center. Together with the thermal dilation-induced seasonal motion of the metallic building structure, the selected area is characterized by a two-component nonlinear motion as shown in the phase history. Here, we chose the motion basis functions as a sine-function with a period of one year for seasonal motion and a linear function for subsidence. The estimated linear deformation velocity in mm/year is shown in Figure 8(a), while (b) shows the LOS motion of one of the scatterers on the roof of the Convention Center. The two-component motion is evident.
BUILDING RECONSTRUCTION FROM TomoSAR POINT CLOUDS

The point clouds from VHR TomoSAR can reach a density comparable to lidar. These tomographic point clouds can be potentially used for building facade reconstruction in urban environment from space with some special considerations such as the side-looking geometry, anisotropic estimation accuracy, and decorrelation. Yet to provide a high-quality spatiotemporal four-dimensional (4-D) city model, object reconstruction from these TomoSAR point clouds is an emergent topic. A 3-D view of the reconstructed facades over the Bellagio Hotel complex in Las Vegas (see Figure 5) using point clouds retrieved from stacks from both ascending and descending orbits, is exemplified in Figure 9.

CONCLUDING REMARKS

With reference to the current status of VHR spaceborne tomographic SAR inversion presented in this article, the following conclusions can be drawn:

- VHR tomographic SAR inversion is able to reconstruct the shape and motion of individual buildings and entire city areas.
- SR is crucial and possible, e.g., using CS, for VHR tomographic SAR inversion for urban infrastructure.
- The motion or deformation of buildings is often nonlinear (periodic, accelerating, stepwise, etc.). Multicomponent nonlinear motion of multiple scatterers can be separated.
- The 4-D point clouds retrieved by VHR TomoSAR has a point density comparable to LiDAR and can be potentially used for dynamic city model reconstruction.
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Interferometric synthetic aperture radar (InSAR) systems are capable of providing an estimate of the digital elevation model (DEM) of the imaged ground scene. This is usually done by means of a phase unwrapping (PU) operation. In the absence of additional regularity constraints, PU is an ill-posed problem, because the solution is not unique. Multichannel (MCh) techniques, using stacks of images of the same scene, can be used for restoring the solution uniqueness and reducing the effect of phase noise. Moreover, statistical techniques exploiting the contextual information contained in the data can provide satisfactory results. In this article, an overview of the main MCh statistical DEM reconstruction methods, developed both in the classical and in the Bayesian estimation framework, is presented. In particular, the effectiveness of the exploitation of contextual statistical models is shown by means of numerical experiments on simulated and real data sets.

INTRODUCTION

Today, InSAR systems are widely used and represent an effective tool for geoscience and topographic mapping of the earth's surface. InSAR systems typically make use of two complex SAR images of the same scene, acquired with slightly different view angles, from which it is possible to generate the so-called phase interferogram, given by the wrapped difference of the two image phases. The phase interferogram is linked through a known (nonlinear) relation to the height profile of the observed scene [1], [2], usually also denoted as DEM. Phase interferograms suffer from two main problems: they are wrapped in the interval \([-\pi, \pi]\), and are corrupted by noise, which is related to the spatial and temporal decorrelation between the two acquisitions and, in general, cannot be neglected. The DEM reconstruction is, then, performed by means of a PU operation, which allows the phase reconstruction in the interval \([-\infty, \infty]\) starting from the wrapped phase values [1]. Since there is an infinite number of height profiles that can be mapped in the same interferogram [2], PU is an ill-posed problem unless proper regularity constraints are imposed. This problem has been widely studied in many
other application fields, such as radio astronomy [3] and magnetic resonance imaging [4].

A constraint that is commonly adopted to regularize the PU problem, restoring the solution uniqueness, consists of imposing that the absolute values of the unwrapped phase jumps between adjacent pixels are less than $\pi$. This constraint is satisfied in the case of height profiles without strong discontinuities and high slopes, and for small baseline values [2].

One of the first techniques proposed for InSAR dates back more than 25 years ago [5]. Since then, many other PU algorithms have been developed.

Most PU traditional techniques can be classified as either path-following methods or minimum norm methods. A good review is provided in [6]. A significant and more recent extension of the path-following methods is based on constrained optimization of network flows [7]. However, even the best PU method, based on a single interferogram, will fail for steep mountainous or urban areas due to the solution ambiguity and presence of noise.

The solution uniqueness can be recovered, without imposing any constraint on the height profile, by using MCh techniques [8]–[13], which exploit the availability of more than two images (i.e., more than one interferogram) obtained using multibaseline or multifrequency interferometric acquisitions. They have shown to be more robust compared to the ones based on a single interferogram, and, besides solving the problem of the multiplicity of the solution, they provide improved accuracy and can be applied to a larger class of height profiles. The time series of SAR images are also useful for reducing noise in topographic applications or measuring time-varying surface deformations [2] in the differential interferometric configuration (DiInSAR).

A boost to the development of MCh InSAR techniques has been also given by the recent launch of very high-resolution (VHR) SAR system constellations (e.g., TerraSAR-X, COSMO-SkyMed), providing a huge amount of interferometric data acquired with small revisiting times.

Most of the MCh DEM reconstruction methods are based on statistical estimation techniques. Initially, methods based on maximum likelihood (ML) estimators have been proposed [11], [12], [14]. Such techniques, by exploiting the statistical distribution of the interferometric phase noise, are able to effectively combine the MCh data to estimate the height of a pixel independently from the ones surrounding. Achievable performances depend significantly on the number of images, the operating frequency, the baselines, and coherence values of each interferogram [15]. Reliable and accurate reconstructions require a large number of channels, especially in the presence of low coherence areas.

To increase the performance of DEM reconstructions, especially in the presence of a small number of channels, contextual information can be considered. Instead of working pixel-wise, this approach requires the simultaneous processing of pixel clusters by exploiting relationships existing between the nearby pixels (also called a neighborhood).

Contextual information methods can be grouped into two classes: methods imposing deterministic constraints between the nearby pixel, and methods adopting statistical constraints between nearby pixels.

As far as deterministic constraints are concerned, pixels are jointly processed in clusters, in which some geometrical relations are imposed [16]. In the case of statistical constraints based methods, instead, pixels are modeled considering their a priori joint statistical distribution [17]–[22].

The joint use of MCh data and contextual information noticeably improves DEM reconstruction accuracy. In particular, MCh information allows solving the solution ambiguity problem, while the exploitation of neighboring pixel constraints allows reducing the reconstruction noise.

In [16], an MCh PU method using a deterministic constraint was proposed. The constraint imposes that a pixel and its neighboring ones are belonging to the same local plane, whose parameters are estimated by a local cluster of data using an ML approach.

Later, statistical constraints have been explained. Bayesian approaches, such as the maximum a posteriori (MAP), taking into account the a priori statistical distributions for the two-dimensional (2-D) height profiles together with MCh data, have been introduced in [19].

The joint use of MCh data and contextual information can be particularly useful in the absence of coherent stable reflecting structures on the ground, as, for instance, permanent scatterers [2], and in the presence of high decorrelation. These techniques are particularly helpful when the fiducial points density is not sufficient to guarantee good results, even if algorithms properly developed to find networks of stable points are applied [23]. In this case, contextual MCh techniques can allow high-quality reconstructions also for distributed and progressively decorrelating targets.

A deep and quantitative analysis on the best reconstruction accuracy that can be achieved by both ML- and MAP-based approaches is reported in [15]. The obtained results are very interesting. It shows that while ML techniques exhibit an accuracy that weakly depends on the height slope and strongly depends on the baselines choice, the MAP technique exhibits an accuracy that strongly depends on the height slope and weakly depends on the baselines choice, thus relaxing the requirements on the baseline values, thus allowing a larger flexibility in their choice.

Within this article, an overview of the statistical methods, developed in both the classical and Bayesian estimation framework for solving the MCh InSAR PU problem for DEM generation is presented, stressing the usefulness of the contextual information and drawing evolutions and new scenarios of PU approaches for the future.

MULTICHANNEL SYSTEMS AND CONTEXTUAL INFORMATION

An InSAR MCh system exploits different interferograms related to the same observed scene acquired with a diversity, i.e., by using different channels. Two typologies of diversity are commonly adopted: multifrequency and multibaseline configurations. In multifrequency systems, multiple acquisition are obtained by observing the scene from the same position but using different working frequencies (or wavelengths $\lambda$), or by partitioning the SAR signal...
spectrum in subbands [16], [24]. Multibaseline systems consist of observing the scene with the same frequency from at least three slightly different positions (i.e., at least two different orthogonal baselines \( B_i \)). The multibaseline geometry is shown in Figure 1 in the case of two baselines: \( B_{11} \) and \( B_{12} \).

Considering \( K \) different channels, the acquired interferometric phase signal for the pixel \( s \) is related to the ground height via the following equation:

\[
\phi_s(k) = \langle \alpha_k h(s) + w_s \rangle_{2\pi}, \quad k = 1, \ldots, K, \quad s = 1, \ldots, S,
\]

where \( S \) is the number of image pixels, \( k \) is the channel index, \( w \) is the interferometric phase noise, \( \langle \cdot \rangle_{2\pi} \) represents the “modulo-2\( \pi \)” operation, and \( \alpha \) is a coefficient that takes into account the multiphase or multibaseline diversity. In particular, \( \alpha \) is given by

\[
\alpha_s = \frac{\Delta a_s}{R_0 \sin \theta},
\]

where \( d_s \) is equal to \( B_i / \lambda \) in case of multifrequency systems, or to \( B_{11} / \lambda \) in the case of multibaseline systems, \( \theta \) is the view angle, and \( R_0 \) is the distance between the master antenna and the center of the scene. The DEM reconstruction problem, in an MCh framework, consists of estimating the height values \( h(s) \) by properly combining the \( K \) channels measured wrapped phases at position \( s \), i.e., the vector \( \Phi(s) = [\phi_1(s) \phi_2(s) \cdots \phi_K(s)]^T \).

As previously mentioned, MCh approaches are useful in removing the problem of solution multiplicity; however, they could not guarantee optimal performances in DEM estimation. To improve the reconstruction accuracy and regularize the solution, contextual information has proven to be helpful.

The choice of the quantity (how many?) and the quality (which one?) of the baselines affects the final performance of the DEM estimation: the larger the number of baselines, and the more different (from each other) the baseline values, the better the expected estimation performance. Unfortunately, it is often difficult to be able to collect SAR data relevant to several baselines of required length. In the repeat pass system configuration, this circumstance would imply several days or, worse, weeks of data acquisition. Such a situation has a twofold undesired effect: very long acquisition time and lower coherence values due to the increasing of the temporal decorrelation (the positive effect due to the acquisition of several baselines can be thwarted for the presence of larger phase noise).

For this reason, it is very interesting and useful, from a practical point of view, to use a limited number of baselines, without impairing the performance of the method. It can be realized with the application of an external regularization rule, i.e., the introduction of constraints on the height profile to be reconstructed through contextual information, as opposed to a pixel-based approach. Such an approach is closer to human perception and presents strong relations with computer vision, image analysis, and pattern recognition.

DEM reconstruction capabilities can dramatically be improved if contextual information is exploited. Contextual information exploits the connections between adjacent pixel behaviors across the considered scene. It is likely that, especially in natural scenarios, the height relevant to a pixel is strictly related to its surrounding pixels, particularly its neighborhood. The exploitation of the contextual information provides a regularization that derives from the natural properties of the imaged scene, instead from an external rule imposition. In our case, being the unknown image representative of the height of an observed scene, strong contextual pixel information is very likely to be.

Two main classes of contextual information can be identified: deterministic and stochastic. Within the first class, an interesting approach is the so-called local planes technique [16]. The method consists of estimating the profile values at a given position starting from the wrapped phase values in the same position and in a “cluster” of neighboring positions. The assumption is that the height of a pixel, and consequently its interferometric phase value, is linearly related to its neighborhood. The characteristic parameters of a plane, linearly approximating the height profile in correspondence of the position of the pixel of the cluster, are estimated. In practice, planes in a three-dimensional (3-D) space can approximate the DEM locally. As an example, considering a pixel \( s \), a squared neighboring system \( N_c \), constituted by \( N = 9 \) positions, has been considered in Figure 2. The height behavior of the pixels of the cluster can be approximated and modeled as a plane (the grey plane of Figure 2).

A second contextual information-based approach consists of modeling the interpixel dependencies of the neighboring system \( N_c \) in a stochastic way, instead of a deterministic one, through an a priori joint probability density function (pdf). In such a way, the statistical distribution similarities of adjacent pixels can be taken into account, assigning different probabilities to different pixel configurations.

In this framework, the Markov random field (MRF) theory has proved to be a powerful and effective tool for modeling images, taking into account the contextual pixel information [17]. In the MRF
function in case of a single interferogram for the \( k \)th channel is shown in (3) at the box at the bottom of the page, where \( \gamma_k(s) \) is the coherence of the \( k \)th channel, i.e., the complex correlation coefficient between the two SAR images that produce the \( k \)th interferogram, at position \( s \). Its value is related to different aspects, such as phase noise and ground scene changes that occurred during the temporal interval between the two acquisitions [1].

The likelihood function (3) is periodic with period \( T_k = 2\pi/\alpha_k \), and so it exhibits an infinite number of global maxima (see the dotted line of Figure 3), leading to ambiguous solutions.

The ambiguity can be solved considering additional MCh phase measures \( \phi_k(s), (k = 1, \ldots, K) \). Considering \( K \) independent phase measures, the MCh likelihood function can be defined as

\[
F_{\text{MCh}}(\Phi(s); h(s)) = \prod_{k=1}^{K} f(\phi_k(s); h(s)).
\]

The multiplication of \( K \) single channel likelihood functions with different periods (effect of different baselines and/or working frequencies) avoids multiple global maxima that occur in single channel likelihood function, at least in the range of interest for \( h(s) \). This effect is shown in Figure 3 (continuous line).

The assumed independence between interferometric phases is strictly related to the choice of the interferograms. In case of multifrequency systems, the independence can be easily satisfied by exploiting nonoverlapped bands [16]. This hypothesis is not always verified in case of multibaseline. An interesting study on the multibaseline configuration, in case the interferograms are not statistically independent, can be found in [26] for the dual baseline case. In [26], it is shown that assuming the two interferograms to be independent, does not significantly affect the results, even if they are statistically dependent. The independence hypothesis can become more critical in the case of more than two baselines. In any case, it has to be pointed out that a closed-form expression of the joint pdf of the interferometric phases is not available for more than two baselines. Then, its approximate expression, obtained by using the independency assumption, is always adopted. The effect of this approximation on the DEM reconstruction accuracy is an important point that merits further investigations.

The MCh ML solution of the PU problem is

\[
\hat{h}(s)_{\text{ML}} = \arg \max_h F_{\text{MCh}}(\Phi(s); h(s))
\]

\[
= \arg \max_h \prod_{k=1}^{K} f(\phi_k(s); h(s)).
\]

(5)

The position of the global maximum of \( F_{\text{MCh}} \) represents the estimated height. Several global optimization procedures can be applied for solving the nonlinear maximization in (5). It must be pointed out that, for each fixed pixel, the maximization in (5) has to be performed respect to a scalar
unknown parameter, so that numerical complexity is not critical and parallel and efficient numerical techniques can be easily implemented.

**MAXIMUM LIKELIHOOD WITH LOCAL PLANES**

As described in the previous section, ML works pixel-wise, treating the height estimation of each pixel independently from the surrounding ones. Better performance can surely be achieved if some constraints based on contextual information are introduced. In particular, within this section, the joint exploitation of the ML approach with the deterministic contextual information provided by local planes, reported in the section “Multichannel Systems and Contextual Information,” is presented.

Let us consider a “cluster” of neighbors of the pixel \( s \), called \( N_s \), formed by the pixel itself, and by \( N-1 \) neighboring pixels. The considered contextual information consists of approximating the height surface in the cluster \( N_s \) by a plane. The height \( z(n) \) of each pixel belonging to \( N_s \) can be approximated by the equation [16]

\[
z(n) = a(s) \Delta \alpha + b(s) \Delta \beta + c(s), \quad n \in N_s,
\]

where only the case of a perfect vertical plane is excluded. Note that \( \Delta \alpha \) and \( \Delta \beta \) of (6) represent the ground range and the azimuth sampling steps, respectively.

In place of estimating the height values for each pixel independently from the others as performed by the ML method, the parameters \( a(s), b(s), \) and \( c(s) \) of the plane best approximating in the ML sense the true height profile of the pixel belonging to \( N_s \), are sought. Thus, for each pixel, a vector of three unknown parameters \( x_s = [a(s) \ b(s) \ c(s)]^T \) has to be estimated by exploiting \( N \times K \) wrapped phase values \( \{\Phi^s(n), \ n \in N_s\} \), where \( \Phi^s(n) \) are the measured wrapped phase \( K \)-element vectors defined in \( (4) \).

The MLLP solution for the \( h(s) \) reconstruction is achieved via a two-step procedure. The first step consists of estimating the unknown parameter vector \( x_s \), by computing

\[
\hat{x}_s = \arg \max_{x_s} \prod_{n \in N_s} F_{\text{MLC}}(\Phi^s(n) \mid x_s) \\
= \arg \max_{x_s} \prod_{n \in N_s, k=1}^K f(\phi^s(n) \mid x_s).
\]

The likelihood term \( f(\phi^s(n) \mid x_s) \) is derived from (3) by considering the neighborhood cluster \( n \in N_s \), instead of a single pixel \( s \), and instead of the height \( h(n) \) the local plane \( z(n) \) that depends on the unknown parameter vector \( x_s \). Once \( \hat{x}_s \) is estimated, the height of the pixel is assumed as the “central” point \( s \) of the estimated plane.

Considering Figure 2, the height of the central pixel (referred to as \( \ast \)) is approximated by the central point of the plane (referred to as \( \odot \)), computed by exploiting the \( N \times K \) (\( N = 9 \)) wrapped phase measures. This led to an improvement of the ratio between the number of independent measures and the number of unknowns, compared to the ML.

In this case, the maximization in (7) has to be performed pixel-wise with respect to a vector of three unknown parameters, exploiting a number of data that depends on the neighborhood. Also in this case, the numerical complexity is not critical, and parallel and efficient numerical techniques can be easily implemented.

**MAXIMUM A POSTERIORI**

The contextual information can also be exploited in a statistical framework, i.e., modeling the behavior of a pixel to its neighborhood by considering the statistical distribution of the unknown image. This distribution is usually defined in such a way to assign high probability to particular pixel configurations. An effective tool to statistically describe and model the unknown height profile, able to take into account the contextual information between neighboring pixels, is provided by MRF theory.

According to the Hammersley–Clifford theorem [17], an MRF can be analytically expressed by a Gibbs distribution. The type of Gibbs distribution, or equivalently of the MRF, can be chosen according to the characteristics of the image. As already stated, a general model that well fits in the wide class of height profiles is the local Gaussian MRF (LGMRF), whose expression is [19]

\[
g_{\text{ML}}(h; \sigma) = \frac{1}{Z(\sigma)} \exp \left\{ -\frac{1}{2} \sum_{i=1}^S \sum_{n \in N_i} \left( h(n) - h(n) \right)^2 \right\},
\]

where \( \sigma_{i,n} \) are the so-called hyperparameters, \( \sigma \) is the hyperparameter vector collecting all \( \sigma_{i,n} \) values, and \( Z(\sigma) \) is the so-called partition function. In this framework, the unknown image \( h = [h(1) \ h(2) \ldots h(S)]^T \) is considered as a sample of a random vector \( H \) with an a priori Gibbs distribution.

The hyperparameter values, which are locally defined, are related to the height spatial variation between adjacent pixels. The hyperparameter \( \sigma_{i,n} \), in fact, can be seen as an indicator of the spatial correlation of the neighboring pixels. A high value of \( \sigma_{i,n} \) means that the probability that two neighboring pixels \( s \) and \( n \) have different height values is high. On the contrary, a low value of \( \sigma_{i,n} \) implies that the probability that \( h(s) \) and \( h(n) \) are different is small. By changing the hyperparameter values, the LGMRF model can be adapted to describe the image local nature.
Exploiting the LGMRF model for the a priori statistical description of the unknown \( h \), and following Bayes’ rule, the MAP solution for the height reconstruction is provided by the value that maximizes the logarithm of the a posteriori distribution

\[
\hat{h}_{\text{MAP}} = \arg \max_h \left\{ \prod_{t=1}^{N} F_{\text{ICM}}(\Phi(s)|h(s)) g_H(h, \sigma) \right\} = \arg \min_h \left\{ -\sum_{t=1}^{N} \ln F_{\text{ICM}}(\Phi(s)|h(s)) \right. \\
+ \left. \sum_{t=1}^{N} \sum_{n=1}^{N_t} \frac{(h(s) - h(n))^2}{2\sigma_{s,n}^2} \right\}
\]

The a posteriori distribution of (9) is obtained as the product of the MCh likelihood function of (4) and the a priori distribution of (8).

Clearly, the hyperparameters as they appear in (9) are not a priori known and have to be estimated from the available data, the measured phase interferences \( y = [\Phi^T(1) \Phi^T(2) \cdots \Phi^T(S)]^T \) defined in (4).

An efficient and effective way to estimate the hyperparameters from the available noisy data is provided by the expectation-maximization (EM) algorithm [17]. The expression of the hyperparameter estimation update at the \((l+1)\)th step of the EM algorithm with respect to pixel \( s \) is

\[
\hat{\sigma}_s^2(l+1) = E\left[\frac{1}{N_t} \sum_{n=1}^{N_t} [h(s) - h(n)]^2 \right| y, \hat{\sigma}_s(l)]
\]

The conditional expectation \( E[.] \) of the unknown \( h \) given the observed data \( y \) and the current estimation \( \hat{\sigma}_s(l) \) is performed. To compute the expectation over \( h \), samples of this random vector at the \( l \)th iteration are mandatory. The sampling is iteratively performed starting from the a posteriori distribution of \( h \) using the Metropolis algorithm. The local estimation of hyperparameters is very powerful, because it allows the localization of the flat regions and the discontinuities of the image.

Once the hyperparameters have been estimated for all the pixels, \( \sigma_{s,n} \) is set to be \( \hat{\sigma}_{s,n} = (\hat{\sigma}_s + \hat{\sigma}_n)/2 \). More details on hyperparameter estimation can be found in [19].

The height samples generated during the hyperparameter estimation procedure can be used to initialize the search of the a posteriori distribution. Therefore it is possible to carry out the optimization step using a semideterministic solution: the iterated conditional modes (ICM) algorithm is appropriate for this purpose. For a deeper analysis on the numerical implementation of the algorithms required by both hyperparameter estimation and optimization steps (i.e., Metropolis algorithm and ICM) refer to [17].

The computational burden can be, differently from the previous cases, critical for large size images. Anyway, alternative more efficient optimization schemes can be adopted (see the next section).

**NEW TRENDS**

Besides the previously presented MCh algorithm, some new techniques developed in the contextual information framework have been recently proposed.

An improvement of the MAP approach, called *multichannel phase unwrapping + total variation*, has been presented in [27]. Such an algorithm is able to overcome some limitations of MAP approach regarding computational time and robustness to local optima in the optimization process. In particular, the new technique is able to provide the global optimum for the considered energy function within a short time exploiting the graph-cut-based optimization tools. Its main drawback regards the memory occupation, which is excessive in the case of large images.

Recently, an evolution of multichannel phase unwrapping + total variation, specifically thought for 3-D reconstruction of urban areas using VHR images, able to exploit the additional information provided by the amplitude of SAR data, has been introduced [28]. The amplitude data plays a double role: it helps both phase regularization and PU steps. In particular, amplitude data are useful for preserving height discontinuities and smoothing noise in homogeneous areas. The method is also able to correctly handle MCh InSAR data corrupted by atmospheric artifacts and phase offsets, which is mandatory for a correct 3-D mapping.

Within the Bayesian estimation framework, interesting algorithms for PU that exploit the extended Kalman filter (EKF) have been proposed. The usefulness of the EKF for joint PU and noise reduction has been first demonstrated in [29] and recently adapted to work with MCh interferometric stacks, achieving interesting reconstruction improvements [30]. The EKF is a two-step technique for nonlinear fixed interval smoothing, performing simultaneously PU, noise reduction, and data fusion by a proper state space model design. Since it does not require an accurate numerical maximization of nonconvex objective functions, it can achieve high computational efficiency while maintaining the benefits of statistical Bayesian approaches. Its main drawback is related to the application of a monodimensional filter to a 2-D domain problem, which implies that, at the present, some empirical coefficients have to be set.

**EXPERIMENTS**

To evaluate the performances of the described MCh PU algorithms, three case studies are considered. In particular, a simulated data set has been generated to quantitatively evaluate the unwrapping performances of the different approaches, and two real data sets (acquired by ENVISAT and COSMO-SkyMed sensors) have been considered to validate results on real images.

**SIMULATED DATA**

A simulated data set has been generated using the profile shown in Figure 4(a). Five noisy interferograms with orthogonal baselines of [237.72 255.90 322.60 399.92 544.81] m have been simulated. The working frequency has been set to 5.3 GHz while \( R_0 \), the distance between the sensor and the center of the scene, has been set to 700 km. The coherence for the whole scene has been simulated according to the rule \( \gamma_t = \gamma_0 (1 - B_{1,2}/B_{1,max}) \), where \( B_{1,max} \) is a constant related to the critical baseline, and set equal to 1,000 m.

The interferogram related to the smallest baseline is shown in Figure 4(b). The DEM has been estimated by applying ML, MLLP, and MAP, the results of which are reported in Figure 4(c)–(e),
respectively. The reconstruction error progressively reduces from ML to MLLP solution (i.e., when deterministic contextual information is exploited) and from MLLP to MAP result (i.e., when statistical contextual information is considered).

To quantitatively evaluate the performances of the considered approaches with respect to stack characteristics, estimations have been performed varying both coherence value $\gamma_c$ and number of channels $K$. As an index of reconstruction accuracy, the normalized root mean square error defined as

$$
\varepsilon_s = \sqrt{\frac{\| h - \hat{h} \|_2^2}{\| h \|_2^2}},
$$

has been computed and reported in Figure 5. In (11) $h$ is the vector collecting the true height values, $\hat{h}$ is the vector collecting the estimated values, and $\| \cdot \|_2$ is the quadratic norm. Results confirm what is expected: MAP overcomes MLLP and MLLP overcomes the ML solution. It is evident how the contextual information can greatly improve the accuracy of the estimated DEM, in particular in the case of stochastic relation between nearby pixels.

### REAL DATA SET

The considered algorithms have been tested on two real data sets. The first image stack has been acquired by the ENVISAT

![A simulated data set. (a) The height profile and (b) smallest baseline interferogram. The coherence has been set to 0.85. (c) The DEM reconstruction with ML, (d) MLLP, and (e) MAP approaches. On the axes, the pixel indices are reported.](image-url)
sensor and refers to a natural scenario, a mountain in the region of Las Vegas, Nevada (United States). Acquisition parameters are the same of the simulated data set. Before applying MCh PU algorithms, the flat earth component has been removed, and phase offsets have been compensated. To better appreciate the accuracy of the obtained results, the SRTM DEM has been subtracted to the reconstructed profiles. These residual components—ML, MLLP, and MAP—are reported in Figure 6(a)–(c), respectively. The obtained results confirm the outcome of the simulated data. The MAP solution outperforms MLLP and ML, both in terms of restoration and reconstructed details. It provides a reliable and realistic reconstruction, as it is evident in the 3-D projection of the computed DEM [Figure 6(d)].

The second data set is composed by 30 COSMO-SkyMED sensor images acquired in the urban area of Nola, Italy. This data set has been chosen to test the algorithms on a different scenario, compared to the Las Vegas one: data are acquired in X-band, instead of C-band, and are related to an urban area which, differently from a natural scenario, is characterized by

![FIG5] The normalized root mean square error of considered MCh PU techniques with respect to (a) the coherence value $\gamma_0$ and (b) number of channels $K$.

![FIG6] The results on the Las Vegas site–ENVISAT data: (a) ML, (b) MLLP, and (c) MAP residual reconstructions, and (d) 3-D projection of MAP solution. On the axes, the pixel indices are reported.
Figure 7: The results on the Nola site–COSMO-SkyMED data: (a) ML, (b) MLLP, and (c) MAP solutions, and (d) the MAP 3-D projection. On the axes, the pixel indices are reported.

CONCLUSIONS

The role of the contextual information in the MCh InSAR PU problem has been discussed. The exploitation of interdependency between nearby pixels has been shown to be effective in regularizing the solution and in providing high-accuracy DEM. To assess the positive effect of contextual methods, three different MCh PU techniques have been investigated: ML, MLLP, and MAP. The first methodology, the ML, makes no use of any contextual information, the second one, the MLLP describes the pixel neighborhood dependency using a deterministic model, while MAP exploits a stochastic relation between nearby pixels. The obtained results show that contextual information can substantially improve the DEM reconstruction performances, particularly in the case of stochastic models. This improvement has been quantitatively evaluated on a simulated data set and validated on two different real data scenarios.
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REFERENCES
Most current synthetic aperture radar (SAR) systems offer high-resolution images featuring polarimetric, interferometric, multifrequency, multiangle, or multidate information. SAR images, however, suffer from strong fluctuations due to the speckle phenomenon inherent to coherent imagery. Hence, all derived parameters display strong signal-dependent variance, preventing the full exploitation of such a wealth of information. Even with the abundance of despeckling techniques proposed over the last three decades, there is still a pressing need for new methods that can handle this variety of SAR products and efficiently eliminate speckle without sacrificing the spatial resolution. Recently, patch-based filtering has emerged as a highly successful concept in image processing. By exploiting the redundancy between similar patches, it succeeds in suppressing most of the noise with good preservation of texture and thin structures. Extensions of patch-based methods to speckle reduction and joint exploitation of multichannel SAR images (interferometric, polarimetric, or PolInSAR data) have led to the best denoising performance in radar imaging to date. We give a comprehensive survey of patch-based nonlocal filtering of SAR images, focusing on the two main ingredients of the methods: measuring patch similarity and estimating the parameters of interest from a collection of similar patches.

INTRODUCTION

Current SAR systems share two common characteristics: they provide a wealth of information thanks to polarimetric, wavelength, or angle diversity, and they offer very high spatial resolutions that give access to the shape of man-made structures. In radar images, however, parameters of interest, like interferometric phase, coherence, polarimetric properties, or radiometry, are not directly accessible but must be estimated from unreliable data. It is essential that the estimation procedure be robust to the strong fluctuations in the measurements due to speckle without trading off the spatial resolution.

The simplest way to reduce speckle noise is to average pixels in a rectangular window around the target pixel, so-called spatial multilooking. Although speckle is itself a signal of possible interest, in the context of despeckling it is an undesired component, and hence customarily referred to as noise with a slight abuse of terminology [1]. This process, already present in the first European Remote Sensing (ERS) satellite images and still widely used for interferometric or polarimetric data, leads to a uniform reduction of speckle in homogeneous areas, with a residual variance inversely proportional to the number of pixels averaged. However, by potentially mixing different signals, it also impairs such important signal features as region edges, man-made structures, and fine textures. The point is that multilooking is just a basic nonadaptive form of parameter estimation: to remove speckle without degrading fine features, local image content must be taken into account.
The design of efficient despeckling filters is a long-standing problem that has been the object of intense research since the advent of SAR technology [2], with the first contributions dating back to the 1980s [3]. However, research activity has accelerated significantly in recent years, reflecting both the success of SAR remote sensing in general and the lack of satisfactory methods for resolution-preserving speckle reduction. Some of the most successful methods proposed in the recent past for locally adaptive estimation are based on image models that enforce strong regularity constraints, either in the original domain (e.g., Markov random fields [4]), or in some transform domain (e.g., wavelet-based sparse representations [5]).

Very recently, patches, i.e., small rectangular image regions (typically squares of size between 3 × 3 and 11 × 11 pixels), have emerged as a powerful representation on which to build rich and flexible statistical models of natural images. Patches capture richer neighborhood configurations than first-order Markov random fields and are better localized than wavelets. Patch-based models do not enforce the solution to belong to a restricted class of signals, such as signals with bounded variations or with sparse transform coefficients. They exploit the self-similarity, typical of natural scenes, and look for similar patches not just in the immediate neighborhood of the target pixel but in an extended search area. Unlike a local method like [6] that considers only connected pixels, far apart pixels can be combined, thereby justifying the widespread nonlocal appellative. The evolution from explicit image models to the concept of patch redundancy corresponds to a true methodological shift in image processing. In particular, recent denoising methods most often rely on the notion of a patch.

Interestingly, the concept of nonlocal filtering originally emerged in image processing after the pioneering work of Lee [7] for SAR despeckling. However, it was only with the development of patch-based methods, following the seminal work [8] in the 2000s, and the definition of highly discriminative patch-based similarity measures, that nonlocal filtering could be successfully applied to the low-SNR speckle-corrupted SAR images. The paradigm of patch-based nonlocal estimation is particularly interesting for SAR image processing given the poor fit of classical models to SAR scenes, characterized by very strong punctual targets and high-contrast structures that are poorly modeled with piece-wise constants or wavelets.

The potential of this new paradigm for SAR imaging has quickly been recognized, with more than 30 papers published since 2009 that describe patch-based methods applied to SAR, including most state-of-the-art despeckling techniques [9]–[11]. In addition, nonlocal patch-based methods are very flexible and can readily be extended to different SAR modalities [12]–[14].

This article reviews the underlying ideas and principles of nonlocal estimation methods proposed in SAR imaging. We consider despeckling as a familiar and important case study, but we also address the more general point of view of parameter estimation, looking ahead at extensions to more challenging SAR modalities and estimation problems. Before diving into the core of patch-based methods, we begin by describing the classical speckle model in SAR imaging and the major families of estimation methods that have emerged over the last three decades.

### A SHORT OVERVIEW OF SAR DESPECKLING

Depending on the modality, SAR systems can record up to six channels of complex valued signals (see “SAR Imaging Modalities”). All of these signals present highly varying fluctuations because SAR is a coherent imaging system (see “Speckle Fluctuations in Radar Images”). The simplest way to reduce these fluctuations and estimate the values of the physical parameters is to average several independent samples from the data. This operation, called multilooking, was applied in various forms from the very beginning of the SAR era. However, such simple averaging that applies equally to every region of the image, regardless of the local heterogeneity, strongly degrades the spatial resolution.

### SAR IMAGING MODALITIES

SAR systems are based on the emission of an electromagnetic wave that is then backscattered by the ground level features and finally recorded by the receiving antenna. Several modalities are used in SAR imaging (see [15] for a comprehensive survey):

- **Amplitude**: The simplest configuration provides, after SAR synthesis, an image of scattering coefficients \( k \) that are complex values with a magnitude (i.e., amplitude) that is representative of the radar cross-section. The square magnitude (i.e., intensity) is also often considered.

- **Polarimetric**: The use of different polarizations at emission and reception of the radar wave provides a deeper insight into the backscattering mechanisms inside the resolution cell. The scattering vector \( k \) is formed by the complex values corresponding to each combination of emission/reception polarizations. Usually, horizontal (H) and vertical (V) polarizations are used for emission and reception providing the scattering vector \( k = [z_{HH}, z_{HV}, z_{VV}] \) (or, by reciprocity, \( k = [z_{HH}, z_{VH}, z_{VV}] \)). This modality (PolSAR) is widely used to study vegetation growing or urban areas.

- **Interferometric**: The combination of two backscattered signals, \( k_1 \) and \( k_2 \), measured by two close configurations of the acquisition systems can yield elevation information or ground displacement maps. In interferometric configurations, a composite signal \( k \) can be defined by the concatenation of the two received signals \( k = [k_1, k_2] \). These can be single (InSAR) or multipolarization (PolInSAR) signals.
SPECKLE FLUCTUATIONS IN RADAR IMAGES

Coherent signals like SAR data present strong fluctuations. The waves backscattered by elementary scatterers inside each resolution cell are not “in phase” but arbitrarily “out-of-phase,” which results in constructive and destructive interferences. In a SAR intensity image, fluctuations due to speckle follow a heavy-tail distribution (large deviations occur often) and are signal dependent (standard deviation is proportional to the radiometry), which departs from the usual additive Gaussian noise model (Figure S1).

Measured SAR intensity $I > 0$ in untextured areas deviates from the radiometry $R > 0$ according to an exponential distribution:

$$ p(I | R) = \frac{1}{R} \exp\left(-\frac{I}{R}\right). \quad (S1) $$

Multilook SAR images, obtained by averaging $L$ intensity images, follow a gamma distribution (Figure S2):

$$ p(I | R) = \frac{L^{-1}}{\Gamma(L)} \exp\left(-\frac{L}{R}\right). \quad (S2) $$

![FIGS1] (a) Additive white Gaussian noise versus (b) multiplicative speckle noise.

Improved approaches have long been proposed to enhance this basic estimation method by better taking into account the image information. Many efforts have been devoted to the case of amplitude images, corresponding to the modulus of single polarization data. Most of these “filtering” methods are described in a review paper [2] and very recent tutorial [1]. The first attempts were derived according to estimation theory: Lee [3] proposed a minimum mean square error (MMSE) estimator in the class of linear filters, while Lopes et al. [16] considered the maximum a posteriori estimator. Both works used a statistical model limited to local distributions, and it is worth noting that these two filters were popular because of the clever analysis of the local context, using window splitting, or edge and target detection [16]. The idea of selecting the most relevant samples in the window has been further developed in [6] and is the main motivation of patch-based approaches. The following generation of filtering approaches introduced stronger priors to guide the solution.

In the more general case of a $K$-dimensional scattering vector as encountered in polarimetric and interferometric modalities $k = [z_1, \ldots, z_K]^T$, the observed complex vector $k$ follows a $K$-dimensional circular complex Gaussian distribution under Goodman’s fully developed speckle model (valid for untextured areas with physically homogeneous and rough surfaces)

$$ p(k | \Sigma) = \frac{1}{\pi^K \det(\Sigma)} \exp\left(-k^T \Sigma^{-1} k\right), \quad (S3) $$

where $\Sigma = E(\mathbf{k}\mathbf{k}^H)$ is a $K \times K$ complex covariance matrix characteristic of the imaged surface, $E$ is the expectation, and $^H$ the Hermitian transpose. Some radar images are not available in the form of scattering vectors, but rather as empirical covariance matrices

$$ C = \frac{1}{L} \sum_{i=1}^{L} k_i k_i^H, \quad (S4) $$

where the sum is carried over several scattering vectors for each pixel. In the case of amplitude images, $k$ is a scalar and $C$ corresponds to an $L$-looks intensity image. The empirical covariance $C$ follows a Wishart distribution given by

$$ p(C | \Sigma, L) = \frac{L^{|C|} |\Sigma|^{-L-K}}{|\Sigma| \Gamma(L) \Gamma^{-1}(\Sigma^{-1}C)} \exp\left(-L \text{Tr}(\Sigma^{-1}C)\right), \quad (S5) $$

where $\text{Tr}(\cdot)$ is the matrix trace. The equivalent number of looks $L$ acts as the shape parameter of the Wishart distribution.

The first family includes Markovian and variational approaches, which impose smoothness or regularity constraints on the solution through a suitable prior model. These approaches usually lead to minimizing an energy function composed of two terms. The first term reflects the data distribution and is related to statistical models of speckle (see “Speckle Fluctuations in Radar Images”). Due to the heavy tail of the distributions of speckle-corrupted images, classical least-squares data fitting must be replaced by a more relevant criterion derived from speckle distributions. The second term relies on some prior on the solution. Although regularization models such as gradient sparsity have been investigated [4], they do not fit well SAR signal properties. The Markovian formalism can be easily extended to deal with different SAR modalities like interferometric data. However, the specific nature of SAR signals is poorly captured by simple models and more complex ones lead to very hard optimization problems.
The second large family of approaches is based on wavelet transforms. Thanks to their spatially localized and multiresolution basis functions, wavelets yield sparse yet accurate representations of natural images in the transform domain. Sharp discontinuities and pointlike features, so common in SAR images, are well described by a small number of basis functions, just like the large homogeneous regions between them. This compact representation was quickly recognized as a powerful tool for denoising. In fact, while the signal is projected on a relatively small number of large wavelet coefficients, the white noise remains white after the transform, and hence evenly distributed on all coefficients. Signal and noise can be, therefore, efficiently separated by means of an appropriate nonlinear processing, such as hard/soft thresholding or more sophisticated shrinkages. The encouraging results provided by early SAR despeckling techniques spawned an intense research to overcome the shortfalls of soft/hard thresholding. A popular approach considered wavelet shrinkage as a Bayesian estimation problem, possibly expressed after application of a homomorphic transform to reduce speckle to an independent additive perturbation. The major problem in this context becomes the modeling of signal and noise by suitable distributions, and a number of parametric models have indeed been proposed [5], [17]. Further improvements come from joint modeling of wavelet coefficients in and across subbands, like in [18]. Despite its potential, the wavelet transform cannot deal by itself with the high heterogeneity of SAR scenes. A number of spatially adaptive techniques were therefore proposed, based on some prior classification of the image, typically in homogeneous, heterogeneous (e.g., textures), and highly heterogeneous (e.g., point targets) regions, to tune filtering parameters or strategies to the different regions [19].

The approaches reviewed above generally try to estimate the signal at a certain pixel from the noisy observations at pixels close to it. However, with plenty of data to estimate the signal, i.e., the observations over the whole image, why restrict attention only to a small neighborhood of the target? The obvious answer is that not all image pixels carry valuable information on the target, and only close pixels are used because they are expected to be more similar to it, and hence, better estimators. The above consideration makes clear that the image denoising problem may be performed in two separate steps: 1) selecting good predictors, which carry useful information on the target, and then 2) using them to perform the actual estimate. Lacking any other hints, spatial closeness is taken as a surrogate of signal similarity relying heavily on the fact that natural images are predominantly low-pass. Needless to say, sophisticated filters go much beyond a simple distance-based weighting of contributions, but this basic criterion remains a founding paradigm of local filters.

The patch-based nonlocal approach avoids the potentially dangerous identification between closeness and similarity and goes back to the original problem, trying to identify the pixels more similar to the target, irrespective (to a certain extent) of their spatial distance from it. In the next section, we explore in more depth the fundamental steps involved in nonlocal SAR despeckling and review the current state of the art.

**NONLOCAL APPROACHES: EXPLOITING PATCH REDUNDANCY**

At the core of the nonlocal approach stands the selection of suitable predictors based on their similarity with the target. This idea began to gain some popularity with the bilateral filter, proposed for additive white Gaussian noise (AWGN) denoising, with predictor weights depending not only on their spatial distance from the target, but also on their similarity with it, measured by the difference between observed values. Despite its simplicity, this filter gave a surprisingly good denoising performance, reducing the annoying edge-smearing phenomenon. However, the pixel-wise estimation of similarity was very rough and happened to reinforce observed values affected by strong noise, justifying the need for the spatial-distance term. The fundamental step toward nonlocal filtering was then the introduction, in nonlocal means (NL-means) [8], of a reliable patch-wise measure of similarity. When a relatively large patch is taken into account, it is very unlikely that pixels characterized by a signal much different from the target be accepted as good predictors. Thanks to the improved reliability, predictors can be weighted based only on similarity, with no reference to spatial information. Unlike local filters, nonlocal ones do not impose any specific structure (connectivity, shape) or smoothness, but only exploit that patches recur more or less frequently, a self-similarity property common to most images. Recurring patches are easily found in smooth regions, but just as well around region boundaries, textures, artificial structures, etc., as shown in Figure 1. Hence, for most patches, several other patches can be found with similar content. This form of stationarity in the space of patches is central to nonlocal approaches.

Nonlocal estimation methods generally follow a three-step scheme, summarized in Figure 2 with many possible variations at each step and, possibly, preprocessing steps and/or iterative refinement of results by repeated nonlocal estimations. The first step identifies similar patches (patch size is generally set from $3 \times 3$ to $11 \times 11$ pixels). It must reliably find, within an extended search window (typically $21 \times 21$ to $39 \times 39$), patches that are close to the reference central patch. Once several patches have been selected (from a few tens to all the hundreds of patches within the search window), they are assigned relative weights. The second step combines patches, according to their weights, to form an estimate of either the central pixel, the central patch, or all selected patches. The estimates computed from

![FIG1] Typical fragments of SAR images (51 × 51 pixels): (a) homogeneous region, (b) line, (c) texture, and (d) structure. For each target patch (green) several similar 8 × 8 patches (red) are easily found in the same fragment.
all possible reference patches are then merged in a last step to produce the final image.

We now illustrate these steps for the special case of NL-means [8], indicating by \( v(x) \) and \( g(x) \), respectively, the value at pixel \( x \), and the image patch centered on \( x \) in the observed image. In NL-means, each pixel \( x' \) in a large search area around the target pixel \( x \) is considered and a similarity measure \( \Delta(x, x') \) is computed by comparing the two patches centered on \( x \) and \( x' \). Under AWGN, the sum of squared differences is a natural criterion to evaluate similarity

\[
\Delta(x, x') = \|g(x') - g(x)\|^2.
\]

This measure is used to compute the weight for each predictor patch \( x' \), with large weights associated with similar patches and negligible weights with dissimilar ones. An exponential kernel is used to this end

\[
w(x, x') = \exp(-\Delta(x, x')/\gamma),
\]

with the bandwidth parameter \( \gamma \) governing the weight distribution. Finally, the target pixel \( x \) is estimated through the weighted average of all pixels within the search area

\[
\hat{u}_{NL}(x) = \sum_{x'} w(x, x') v(x'),
\]

where \( \hat{u} \) denotes an estimate of the unknown signal value \( u \).

In the NL-means, therefore, only one estimate is obtained for each pixel \( x \), which corresponds to the top branch depicted in Figure 2. Generalizations provide several estimates for each pixel that must be properly combined in the last step.

The NL-means filter and its numerous variants are known to perform well under AWGN. However, the extension to SAR imaging, and in particular to speckle, is by no means trivial, and has been the object of several recent papers. One has to understand the foundation of such filters, and provide a flexible formulation suitable for different modalities and models of noise. In the following, we focus on the main concepts that have been proposed in SAR imaging, and try to provide some insight into the problems that emerge when noise departs from the Gaussian distribution, and possible solutions to them. The key point of all these extensions is the consideration of the specific distributions of radar data.

**STEP 1: DEFINING PATCH SIMILARITIES**

The first step of nonlocal estimation methods is the identification of similar patches through a (dis)similarity criterion \( \Delta(x, x') \). This criterion quantifies, in a principled manner, by how much the unknown patches \( g(x) \) and \( g(x') \) differ. Based on the similarity to the reference patch at \( x \), predictor patches at \( x' \) can be either soft-assigned or hard-assigned to the set of similar patches. In the case of soft-assignment, a weight reflecting the level of similarity is associated to each patch within the search area, otherwise the most similar patches are included and used to perform the prediction.

Under AWGN, (1) is a natural criterion to evaluate similarity between two patches. Fluctuations created by speckle are multiplicative and non-Gaussian; see “Speckle Fluctuations in Radar Images.” Specific criteria must be derived for the comparison of patches in SAR imaging.

The similarity between two patches is generally defined as the sum of the similarity \( \delta \) of each pair of corresponding pixels in the two noisy patches:

\[
\Delta(x, x') = \sum_{\tau} \delta(v(x + \tau), v(x' + \tau)).
\]

To improve the discrimination power of the similarity criterion, several authors suggest using a pre-estimate \( \hat{u} \) computed either over the whole patch [20], obtained after a first iteration [11] or at the previous iteration [9] of the nonlocal method. The similarity then takes the form

\[
\Delta(x, x') = \sum_{\tau} \delta(\hat{u}(x + \tau), \hat{u}(x' + \tau)).
\]

Next are possible approaches to derive the pixel-wise similarity \( \delta \).

**DETECTION APPROACH**

Dissimilarity can be defined based on the detection of the difference between the underlying values \( u_1 \) and \( u_2 \) [21]. This detection problem can be formulated as an hypothesis test where the null hypothesis corresponds to no difference (\( H_0: u_1 = u_2 = u_2 \)) and the alternative one to a difference (\( H_1: u_1 \neq u_2 \)). Among several criteria considered in [21], the generalized likelihood ratio (GLR) is shown to perform best and fulfill several invariance properties.
Criteria specific to SAR imaging can be derived from (4) by using the statistical speckle models recalled in “Speckle Fluctuations in Radar Images.” Both single channel (intensity) and multichannel (polarimetric and/or interferometric) configurations lead to a criterion defined as the log of the ratio between arithmetic and geometric means [22]

$$
\delta^{\text{GLR}}(v_1, v_2) = -\log \left( \frac{\sup_{\sigma_1} \{ p \left( v_1 | u_1 \right) p \left( v_2 | u_2 \right) \}}{\sup_{\sigma_1} \{ p \left( v_1 | u_1 \right) \} \sup_{\sigma_2} \{ p \left( v_2 | u_2 \right) \}} \right).
$$

(4)

where \( C \) may represent either the \( L \)-looks intensity (single-channel images) or the \( L \)-looks empirical covariance matrices (multichannel images). This is a natural criterion to compare patches corrupted by a multiplicative noise such as speckle since the criterion is invariant to a multiplicative change of contrast. It has been successfully used in nonlocal filtering of intensity, interferometric, and polarimetric SAR images [12], [14]. Detection-based criteria using similar expressions are also at the heart of [9], [13], [23], and [24].

INFORMATION APPROACH

In line with the detection approach, the authors of [9] and [20] consider a similar hypothesis test involving pre-estimates of the parameters. Good criteria to perform such a hypothesis test are provided by the \( h - \phi \) divergences where \( h \) and \( \phi \) refer to pre-defined functions. The \( h - \phi \) divergences measure the quantification of information shared by the distributions parametrized by \( \tilde{u}_1 \) and \( \tilde{u}_2 \) they evaluate the proportion of samples from one distribution that can be explained by the other. Specific choices of \( h \) and \( \phi \) lead for instance to the Hellinger divergence or the Kulback–Leibler divergence. Again, taking into account specific SAR attributes provides well-founded criteria. The symmetric version of Kulback–Leibler divergence (sKL) gives, in the case of Wishart-distributed empirical covariance matrices, where \( C \) may represent either the \( L \)-looks intensity (single-channel images) or the \( L \)-looks empirical covariance matrices (multichannel images).

$$
\delta^{\text{sKL}}(\Sigma_1, \Sigma_2) = 2L \log \frac{1}{\sqrt{\det(\Sigma_1) \det(\Sigma_2)}}.
$$

(5)

again involving ratios, as customary in SAR imagery.

GEOMETRIC APPROACH

The similarity can be defined by deriving a metric suitable to the specificities of SAR data. D’Hondt et al. [25] suggest using Hermitian semidefinite positive matrices and propose a metric connected to geodesic and Riemannian distances

$$
\delta^{\text{Geo}}(\Sigma_1, \Sigma_2) = \| \log(\Sigma_1^{1/2} \Sigma_2^{1/2}) \|_F,
$$

where \( \log \) is the matrix logarithm and \( \| \cdot \|_F \) the Frobenius norm. This similarity offers some interesting invariance properties. In the case of intensity images with pre-estimated radiometry \( R \), this criterion boils down to \((\log(R_1) - \log(R_2))^2\), which is the square distance between observations after applying a homomorphic transform on the pre-estimates. It has been shown in the framework of detection theory that criteria based on variance-stabilization (such as the log transform in SAR) enjoy good properties [21]. It is interesting to see that such a criterion can be derived using different interpretations (a geometric founding or a statistical reasoning).

ESTIMATION APPROACH

Lee et al. [26] have shown that the estimation of radar properties may suffer from a systematic bias arising from the procedure that detects similar noisy values (hard-assignment). For SAR intensity images, they suggest using a preselection rule of the form \( I_1 \in [R_1 \zeta, R_1 \zeta'] \) —called sigma range—for which the pre-selected samples \( I_1 \) do not introduce bias in the subsequent estimation when the radiometry is identical \((R_1 = R_2)\). Values of \( \zeta \) and \( \zeta' \) are computed by an iterative method, while the unknown \( R_1 \) is replaced by a pre-estimate \( \hat{R}_1 \) called a priori mean [10], [26]. By rather considering a preselection rule of the form \( \delta^{\text{sKL}}(I_1, I_2) \leq \gamma \), numerical integrations over \( I_1 \) and \( I_2 \) show that the subsequent estimation is unbiased as soon as the rule can be rewritten as \( I_1 \in [I_1 \zeta, I_1 \zeta'] \). Detection rules such as GLR (5) verify this property.

Some of the estimators used in the second step of nonlocal estimation methods use the similarity \( \Delta(x, x') \) to weight the importance of the patch \( z(x') \) (i.e., soft-assignment). The similarity \( \Delta(x, x') \) is mapped into a weight \( w(x, x') \) using a function termed kernel. Many different kernels have been proposed in the literature, from simple thresholding \( w(x, x') = 1(\Delta(x, x') < \hat{h}) \), exponential kernels as in (2), to more sophisticated ones [14], [20], [24]. The shape of the kernel (e.g., smooth, discontinuous, or trapezoidal) changes the contributions of patches that may correspond to false detections and thus controls the bias/variance tradeoff. In [14] and [20], suitable kernels have been defined to guarantee the same bias/variance tradeoff, irrespective of the modality, the noise statistic, or the patch size.

STEP 2: ESTIMATION OF RADAR PROPERTIES

After the selection of a stack of patches and/or computation of relative weights during the first step of the nonlocal estimation method, these patches are combined in a second step to form an estimate of the radar properties. This combination can be a simple (weighted) averaging as in the NL-means, or a more evolved estimator.

In SAR imaging, observations \( v \) may denote a collection of intensities \( I \), amplitudes \( \sqrt{I} \) or log-transformed values \( \log(I) \), a vector of noisy coefficients in a transformed domain (discrete cosine transform, Fourier, wavelets, etc.), a collection of scattering vectors \( k \) or of empirical covariance matrices \( C \). The associated collection of parameters of interest \( u \), are generally the radiometry \( R \) or covariance matrix \( \Sigma \). The estimation step computes radar parameters from the collection of observations \( v \) and/or pre-estimations \( \tilde{u} \) gathered during the first step. The most common estimators for patch-based denoising of SAR images are:
The sample mean is not a correct estimator of \( \mathbb{E}[v | u] \). This expectation may not directly be equal to the parameter of interest \( u \), but require a debiasing step. A notable example is the case of (weighted) averaging of log-transformed SAR images. The estimation of covariance matrices from empirical ones can be performed by WSME [12], [14], [20], [24], [25]

\[
\sum_{\text{WSME}}(x) = \sum_w w(x,x') C(x') / \sum_w w(x,x')
\]  

with \( w(x,x') \) the weight depending on the similarity \( \Delta(x,x') \) between patches extracted at pixel locations \( x \) and \( x' \).

**MLE/MMSE:** The sample mean is not a correct estimator of some parameters, e.g., the amplitude \( qT \). The sample mean should then be replaced by an estimator adjusted to the specific noise distribution of the observations, such as the maximum likelihood estimator. Similarly to the WSME, sample weights can be introduced in the estimation method. Maximum likelihood can be generalized into the weighted maximum likelihood estimator (WMLE) [9]:

\[
\hat{u}_{\text{WMLE}}(x) = \arg \max_u \sum x w(x,x') \log p[v(x') | u].
\]

WMLE leads to (8) for Wishart-distributed covariance matrices, but improvements are obtained for matrices with particular structures as in interferometric SAR imaging [13].

**MMSE:** Kervrann et al. proposed a method called Bayesian NL-means [27] that estimates the parameters \( u \) as a linear combination of pre-estimated patches \( \hat{u} \), with weights defined by the likelihood of each pre-estimated patch with respect to the observation \( v \):

\[
\hat{u}_{\text{MMSE}}(x) \approx \frac{\sum_x p[v(x) | \hat{u}(x') \hat{u}(x')] \hat{u}(x')}{\sum_x p[v(x') | \hat{u}(x')]}. 
\]

This estimator can be interpreted as an approximation of the MMSE error estimator, i.e., the posterior mean. Pre-estimates are usually obtained thanks to a two-step or iterative prefiltering [10]. Since the pre-estimation step provides only a coarse estimation \( \hat{u} \) of the patches \( u \), a smoothing parameter is introduced to reduce the selectivity of the likelihood function and thus avoid weighting too much patches that are very close to the observation [27].

**LMMSE:** The linear MMSE (LMMSE) error estimator has long been used in SAR imaging [26]. This estimator restricts the form of the solution to linear transforms of \( v \), which is most efficient when noise and signal are well separated. In SAR-BM3D [11], the LMMSE is computed after an undecimated discrete wavelet transform (UDWT) is applied to the stack of similar patches. Expectation and variance of observations and parameters can be obtained from band-wise statistics and later refined using prefiltered patches after a first restoration has been performed.

The family of homomorphic approaches transform the multiplicative noise into an additive one by taking the logarithm of the observed intensity/amplitude. Several papers have derived nonlocal estimators in this sense, e.g., [28], where an “adjust mean” step is used to deal correctly with the bias arising from the Gaussian assumption (i.e., debiasing step described for SME). Note that estimators that process directly SAR data (i.e., without log-transforms) are often preferable since the debiasing step is then unnecessary.

### STEP 3: REPROJECTION TO IMAGE SPACE

The second step of nonlocal methods provides estimates either for a single pixel (pixel-wise estimation), for a single patch (patch-wise estimation), or for the whole stack of patches (stack-wise estimation). The first option corresponds to basic NL means, already described above, so let us focus on the other two strategies.

The difference in patch-wise filtering is that all pixels in the patch, not just the central one, are estimated at once. Since each pixel is estimated several times, a suitable aggregation phase is necessary to combine all such estimates. In particular, we need to define a re-projection function, \( g(\cdot) \), to get an estimate in the pixel domain: \( \hat{u}(x) = g(\hat{u}_1(x), \ldots, \hat{u}_K(x)) \). What is more important, these estimates refer to different patches, with different reliability levels, an information that can be exploited to improve results. The re-projection can be performed through a weighted average of the \( K \) estimators:

\[
\hat{u}(x) = \frac{\sum_{k=1}^K \alpha_k \hat{u}_k(x)}{\sum_{k=1}^K \alpha_k}.
\]

The simplest form of aggregation is to consider uniform weights \( \alpha_k \), as done in the block-wise NL-means [8]. Another strategy is to set the weight associated with each estimate as inversely proportional to its variance [29].

To illustrate why patch-wise estimation improves performance, let us consider the special case of a pixel near the boundary between two homogeneous regions. Since the patch centered on it is strongly heterogeneous, most other patches of the search area, coming from homogeneous regions on either side of the boundary, are markedly dissimilar from it, and contribute very little to the average. The estimate, thus, involves only a small effective number of predictors, those along the edge, which results in a high variance. As a result, a visible “halo” of residual noise is observed near the edges, a phenomenon well-known in NL-means, also referred to as the rare patch effect. The target pixel, however, belongs to a large number of patches, not just the patch centered on it, many of them drawn from the homogeneous region to which the pixel belongs. In patch-wise reprojection, all of these patches are included in the average reducing the
OVERVIEW OF NONLOCAL ESTIMATION METHODS IN SAR IMAGING

Nonlocal estimation methods perform the three steps depicted in Figure 2. A great variety of methods dedicated to SAR images have been proposed over the last few years. These methods follow different paths to implement each of the three steps:

1) similar patches identification (choice of the similarity criterion)
2) estimation of radar properties (choice of the estimator)
3) reprojection of estimates onto the image space (choice of the domain).

Table S1 is an overview of some of the main methods devoted to SAR imaging.

| [TABLE S1] MAIN PATCH-BASED METHODS FOR SPECKLE REDUCTION IN SAR IMAGES. |
|---|---|---|---|---|---|
| **METHOD** | **DOMAIN** | **ESTIMATOR** | **SAR MODALITY** | **SELF-SIMILARITY** | **SIMILARITY CRITERION** | **SCHEME** |
| PPB/NL-INSAR | PIXEL-WISE | WMLE | SAR (ANY L) / INSAR (L = 1) | PATCH-WISE | DETECTION + INFORMATION | ITERATIVE |
| [9], [13] | | | | | | |
| PRETEST NLM | PIXEL-WISE | WSME | POLSAR (L ≥ 3) | PATCH-WISE | DETECTION | ONE STEP |
| [12] | | | | | | |
| BAYESIAN NLM | PIXEL-WISE | MMSE | SAR (ANY L) | PATCH-WISE | ESTIMATION | ONE STEP |
| [10] | | | | | | |
| SAR-BM3D | STACKWISE | LMMSE | SAR (ANY L) | PATCH-WISE | DETECTION + INFORMATION | TWO STEPS |
| [11] | | | | | | |
| BILATERAL NLM | PIXEL-WISE | WSME | POLSAR (ANY L) | PIXEL-WISE | GEOMETRIC | ITERATIVE |
| [25] | | | | | | |
| STOCHASTIC NLM | PIXEL-WISE | WSME | POLSAR (NON-STATIONNARY L) | STATWISE | INFORMATION | ONE STEP |
| [20] | | | | | | |
| DISCRIMINATIVE NLM | PIXEL-WISE | WMLE | POLSAR | PATCH-WISE | DETECTION | ITERATIVE |
| [24] | | | | | | |
| NL-SAR | PIXEL-WISE | WMLE | POLSAR | PATCH-WISE | DETECTION | ADAPTIVE |
| [14] | | | | | | |

The efficiency of collaborative filtering comes from the full exploitation of the redundancy of information in a stack of similar patches.

In “Overview of Nonlocal Estimation Methods in SAR Imaging,” we compare nine recent patch-based techniques in relation to each of the three steps previously described. Needless to say, performance depends on the setting of several parameters, like patch size and search area size, which should be related to image resolution, smoothing strength, and balance between original and pre-estimated data. In most of the nonlocal approaches these parameters are set by hand. Few works have considered semisupervised setting or automatic setting with spatial adaptation [14].

Some sample experimental results that confirm the potential of nonlocal methods are presented in Figure 3 for an amplitude estimate variance, especially if suitable weights are used to take into account the reliability of each contribution.

Let us now consider the third strategy, with stack-wise filtering. The first difference with regard to patch-wise filtering is that now all patches collected in the stack are collaboratively filtered before reprojecting them to their original position. The major improvement is that the stack is filtered in three dimensions, i.e., not only along the stack but also in the spatial domain. In BM3D [29] and, with necessary adjustments to the SAR domain, in SAR-BM3D [11], the whole stack, formed by just a limited number of similar patches, is wavelet transformed, Wiener filtered, and back transformed. By so doing, strong spatial structures are emphasized through filtering while random noise is efficiently suppressed. As a matter of fact, these techniques exhibit significant improvements especially in highly structured areas (edges, point reflectors, textures).
image with SAR-BM3D [11] and in Figure 4 for a polarimetric data with NL-SAR [14]. Visual inspection shows the performance of the approach in reducing strong fluctuations while preserving important features like targets and lines. Note that no systematic artefacts should be observed with these approaches unless the parameters are not set properly (e.g., no consideration of oversampled data). A rigorous performance evaluation of nonlocal despeckling techniques is beyond the scope of this article. Some frameworks for SAR despeckling evaluation and comparison are proposed in [1] and [30].

OPEN ISSUES AND FUTURE TRENDS

Patch-based approaches provide the best performance to date for speckle reduction in SAR intensity images [30] and polarimetric or interferometric SAR images [14]. Beyond speckle suppression, they improve parameter estimation, drastically enhancing radar measures. Therefore, they can be expected to have a strong impact, in the near future, on major applications of radar imaging, improving the biomass estimation with polarimetric-interferometric data; increasing the spatial resolution in urban monitoring with radar tomography; enabling more reliable phase unwrapping methods for interferometric SAR.

As a by-product of patch-based speckle reduction methods, several similar criteria especially suited for SAR imaging have been established. These criteria are central to many applications: for classification and indexing using patch clustering; for change detection; for movement monitoring by patch tracking.

Patch-based methods are at their beginning and many open issues have yet to be solved. The speckle model considered so far (simple complex Gaussian) is known to inaccurately describe very high-resolution images or textured areas. The introduction of more accurate models (e.g., Weibull, Fisher, or generalized gamma distributions for amplitude, and corresponding matrix-variate polarimetric distributions) raises questions about the increased complexity of estimators and the possible loss of robustness with the increase of degrees of freedom. Another limit is the geometric deformations appearing on SAR images with elevated objects. Such deformations should be considered to perform joint restoration of images taken from multiple incidence angles.
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REFERENCES
Polarimetric target decomposition is a powerful technique to interpret scattering mechanisms in polarimetric synthetic aperture radar (PolSAR) data. Eigenvalue-eigenvector-based and model-based methods are two main categories within the incoherent decomposition techniques. Eigenvalue-eigenvector-based decomposition becomes relatively mature since it has a clearer mathematical background and has only one decomposition solution. In contrast, model-based decompositions can obtain different decomposition solutions in terms of various scattering models. Meanwhile, conventional methods with models or assumptions that do not fit the observations may induce deficiencies. Thereby, the development of effective model-based decompositions has received considerable attention and many advances have been reported. This article aims to provide a review for these notable advances, mainly including the incorporation of orientation compensation processing, nonnegative eigenvalue constraint, generalized scattering models, complete information utilization, full-parameter inversion schemes, and fusion of polarimetry and interferometry. Airborne Pi-SAR data sets are used for demonstration. Besides, natural disaster damage evaluation using model-based decomposition is carried out based on advanced land-observing satellite/phased array type L-band synthetic aperture radar (ALOS/PALSAR) data. Finally, further development perspectives are presented and discussed.

INTRODUCTION

Microwave remote sensing has been rapidly developing over the past few decades with progresses in hardware systems, signal processing techniques, and interpretation theories. Microwave remote sensors, which can work day and night and are nearly unaffected by weather and atmospheric conditions, play an increasingly important role for Earth and other planet monitoring in both global and regional scales. PolSAR is one of the mainstream imaging systems in microwave remote sensing. It can obtain fully polarimetric information by transmitting and receiving microwaves with specific polarization states [1]–[3]. Fully polarimetric information is sensitive to scattering mechanisms related to target responses during a backscattering procedure. Full polarization acquisition can enhance the radar capability in scattering mechanism understanding and target parameters (e.g., material, shape, and orientation) retrieval. In this vein, many current airborne and spaceborne synthetic aperture
rader (SAR) systems are equipped with a full-polarization mode. A number of PolSAR data sets have been acquired by these systems especially the routinely operated spaceborne systems such as on-orbit Radarsat-2 and TerraSAR, the retired ALOS/PALSAR, etc. [1]. These valuable data sets greatly stimulate the studies in both theory and application. Scattering mechanism understanding is a bridge between the collected data and real applications.

Generally, scattering mechanisms are determined by a set of factors such as radar frequency, radar bandwidth, illumination direction, and target dielectric/geomeric properties. Although the basic theory of radar polarimetry has been well established [1]–[3], scattering mechanism modeling and interpretation are still ongoing. How to effectively extract robust and useful information from collected data is still challenging.

In past decades, many scientists and researchers have been involved in this field to interpret the scattering mechanisms present in PolSAR data [1]–[4]. Polarimetric target decomposition theorems [5], originated from Huynen’s work in the 1970s [6], became one of the most powerful and the most popularly used techniques. With this technique, a measured polarimetric matrix can be decomposed into a summation of several canonical scattering mechanisms. Thereby, the dominant scattering mechanism can be determined and physical parameters can be retrieved. A number of successful applications, such as land-cover classification and target detection [1], [4], soil moisture estimation [2], [7], forest study [1], [3], ocean study [1], agriculture study [1], glacier study [8], and natural disaster study [9]. Since the measured scattering matrix is commonly affected by speckle phenomenon [1], incoherent analysis using the second-order statistics such as the coherency/covariance matrix is mostly used. Incoherent decompositions can be divided into two categories: eigenvalue-eigenvector-based decomposition [1], [3], [5] and model-based decomposition [10], [11]. Eigenvalue-eigenvector-based decomposition becomes relatively mature since it has model-based decompositions with models or assumptions to obtain different decomposition solutions. Meanwhile, conventional model-based decompositions with models or assumptions that do not fit the observations may induce deficiencies, such as the appearances of negative powers for scattering mechanisms, overestimations of volume scattering, scattering mechanism ambiguities, etc. Thereby, the development of effective model-based decompositions has received considerable attention [12]. The Freeman–Durden decomposition [10] is the pioneer of incoherent model-based decompositions. Thereafter, to enhance the scattering mechanism interpretation performance, many notable advances have been achieved, including orientation compensation strategy [13]–[15]; nonnegative eigenvalue constraint [16]–[18]; generalized scattering models [7], [19]–[26]; complete information utilization [18], [23], [26], [27]; full-parameter inversion technique [20], [21], [26]; and polarimetric-interferometric decomposition [21], [24], [25].

In 1996, Cloude and Pottier published an excellent review for target decomposition theorems [5]. Reference [12] also provides a short overview. Based on these papers, this article will investigate all these recent advances, present a brief summary, and discuss the perspectives for future developments.

**BASICS OF SCATTERING MECHANISM MODELING**

**REPRESENTATION OF PolSAR DATA**

For PolSAR, the acquired full polarimetric information can be expressed in the form of the scattering matrix, as

$$S = \begin{bmatrix} S_{HH} & S_{HV} \\ S_{VH} & S_{VV} \end{bmatrix}$$

where $S_{HH}$ is the backscattered return from vertical transmitting and horizontal receiving polarization.

Subject to the reciprocity condition ($S_{HV} = S_{VH}$), the Pauli scattering vector is $k_p = (1/\sqrt{2})[S_{HH} + S_{VV} S_{HH} - S_{VV} 2S_{HV}]$. When rotated with angle $\theta$ around the radar line of sight (LOS), it becomes [1]

$$k_p(\theta) = R_3(\theta) k_p = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos 2\theta & \sin 2\theta \\ 0 & -\sin 2\theta & \cos 2\theta \end{bmatrix} k_p.$$  (2)

The coherency matrix $T$ without rotation is

$$T = \langle k_p k_p^T \rangle = \begin{bmatrix} T_{11} & T_{12} & T_{13} \\ T_{21} & T_{22} & T_{23} \\ T_{31} & T_{32} & T_{33} \end{bmatrix},$$  (3)

where $\langle \cdot \rangle$ denotes the sample average, and $k_p^T$ is the conjugate transpose of $k_p$. $T_{ij}$ is the $(i, j)$ entry of $T$.

The coherency matrix $T$ with rotation angle $\theta$ is [1]

$$T(\theta) = k_p(\theta) k_p^T(\theta) = R_3(\theta) T R_3^T(\theta).$$  (4)

**BASIC SCATTERING MODELS**

The general principle of incoherent model-based decomposition is to decompose a polarimetric matrix into a summation of a set of basic scattering models. Using the coherency matrix as an example, basic scattering models include volume scattering $T_{vol}$, double-bounce scattering $T_{db}$, odd-bounce scattering $T_{odd}$, and helix scattering $T_{helix}$. In practice, volume scattering can represent the scattering mechanism from areas with a number of elemental scatterers inside, such as vegetation canopy and ice. Double-bounce scattering indicates dihedral
corner reflection formed by ground-wall structures and ground-trunk interactions. Odd-bounce scattering can describe both single-bounce scattering from rough surfaces such as grass area and ocean, and triple-bounce scattering from ground-wall-ground and ground-trunk-ground structures. Helix scattering fits the reflection asymmetry condition valid in heterogeneous areas, such as complicated shape targets and built-up areas. Decomposition framework can be presented as

\[ T = f_r T_{vol} + f_d T_{db} + f_{odd} T_{odd} + f_{set} T_{set} + \cdots, \]  

(5)

where \( f_r, f_d, f_{odd}, \) and \( f_c \) are model coefficients.

The number of model components is tunable for certain applications. With the determination of the power of each component, scattering mechanisms can be understood and applications can be explored thereafter.

VOLUME SCATTERING MODEL

Volume scattering is usually modeled by a cloud of elemental scatterers with some orientation defined by an angle \( \theta \). The coherency matrix for volume scattering is obtained by the integration with a probability density function (PDF) \( p(\theta) \), and can be generally expressed as

\[ T_{vol} = \int_0^{2\pi} T(\theta)p(\theta)d\theta = \begin{bmatrix} a & d & e \\ d & b & f \\ e & f & c \end{bmatrix}. \]  

(6)

For randomly oriented thin dipoles, if the PDF is assumed to be uniform \( p(\theta) = 1/2\pi \) [10], the corresponding model is

\[ T_{vol} = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \]  

(7)

With another PDF \( p(\theta) = 1/2\sin\theta \) proposed in [11], two models can be obtained using horizontal and vertical dipoles

\[ T_{vol} = \begin{bmatrix} 15 & 5 & 0 \\ 5 & 7 & 0 \\ 0 & 0 & 8 \end{bmatrix} \text{ and } T_{vol} = \begin{bmatrix} 15 & -5 & 0 \\ -5 & 7 & 0 \\ 0 & 0 & 8 \end{bmatrix}. \]  

(8)

DOUBLE-BOUNCE SCATTERING MODEL

The double-bounce scattering is basically modeled by scattering from a dihedral corner reflector, such as ground-wall structures and ground-trunk interactions, where the reflector surfaces can be made of different dielectric materials. The corresponding coherency matrix [1] is

\[ T_{db} = \begin{bmatrix} \alpha & 0 & 0 \\ \alpha^* & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \]  

(9)

where \( \alpha \) is complex valued and \( |\alpha| < 1 \) [1].

ODD-BOUNCE SCATTERING MODEL

The odd-bounce scattering is represented by a Bragg surface scattering model for slightly rough surfaces for which the depolarization effect and the cross-polarization component is negligible. The corresponding coherency matrix [1] is

\[ T_{odd} = \begin{bmatrix} 1 & \beta^* & 0 \\ \beta & |\beta|^2 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \]  

(10)

where \( |\beta| < 1 \) and \( \beta \) is real valued from most natural surfaces [1].

HELIX SCATTERING MODEL

The roll-invariant helix scattering component was proposed in [11] to fit the reflection asymmetry condition, such as in built-up areas. The corresponding coherency matrix is

\[ T_{hel} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & \pm i \beta \\ 0 & \mp i \beta & 1 \end{bmatrix}. \]  

(11)

CONVENTIONAL THREE- AND FOUR-COMPONENT DECOMPOSITIONS

The Freeman–Durden decomposition [10] is the first three-component incoherent model-based decomposition with the formulation as

\[ T = f_r T_{vol} + f_d T_{db} + f_{odd} T_{odd}. \]  

(12)

The Freeman–Durden decomposition assumes the reflection symmetry condition for which the cross-correlation between copolarization and cross-polarization are always zero \( (T_{21} = 0 \) and \( T_{32} = 0 ) \). In this way, there are five known observables \( (T_{11}, T_{22}, T_{33}) \) and complex valued \( T_{12} \) with six unknown model parameters \( f_r, f_d, f_{odd}, \beta, \) and complex-valued \( \alpha \) to be determined. From the adopted models (7), (9), and (10), only the volume scattering contributes to the cross-polarization term \( T_{33} \). Thereby, the volume model coefficient \( f_r \) can be determined at first and its contribution is subtracted

\[ T_{remainder} = T - f_r T_{vol} = f_d T_{db} + f_{odd} T_{odd}. \]  

(13)

Based on the sign of \( \text{Re}(\langle S_{\text{VV}} S_{\text{HH}} \rangle) \), the dominance of double- or odd-bounce scattering in the remainder matrix \( T_{remainder} \) can be determined. If \( \text{Re}(\langle S_{\text{VV}} S_{\text{HH}} \rangle) \) is positive, parameter \( \alpha \) of model (9) is fixed as \(-1\), otherwise parameter \( \beta \) of model (10) is fixed as 1. In this vein, all the model parameters can be determined.

The Yamaguchi decomposition [11] includes helix scattering model to remove the reflection symmetry assumption since it is not always valid for various land covers

\[ T = f_r T_{vol} + f_d T_{db} + f_{odd} T_{odd} + f_{set} T_{set}. \]  

(14)

Another improvement is the extension of volume scattering modeling. For instance, a PDF for elemental scatterer orientation
and another two volume scattering models are introduced, shown in (8). The most suitable volume model is determined by the ratio of copolarization terms. Since only helix scattering contribute to $|\text{Im}(T_{21})|$, its model coefficient $\ell_3$ is determined and its contribution is subtracted with the highest priority. The inversion strategy then follows the Freeman–Durden decomposition procedure.

**EXISTING PROBLEMS**

Freeman–Durden and Yamaguchi decompositions are the pioneer model-based decomposition techniques. They are popularly used due to the easy physical interpretation of the scene they provide, together with their simplicity, computational efficiency, and relatively good performance. However, some issues exist too. The first is the occurrence of negative powers for double- or odd-bounce scattering after the subtraction of volume or helix scattering components. Although scattering powers can be forced to be zero or positive, these decomposition results are physically incorrect. Intrinsically, it means the scattering models do not fit the observations. The second is that double- and odd-bounce scattering components are modeled with zero cross-polarization terms. In a real situation, the depolarization effect and polarization state rotation from terrain slopes and oriented buildings can induce significant cross-polarization power. Therefore, especially oriented man-made structures and hills are usually misjudged as volume scattering dominant, which produces serious scattering mechanism ambiguity. The volume scattering models $T_{voll}$, $T_{vol2}$, and $T_{vol3}$ from (7)–(8) all have constant model parameters. Therefore, using (6), the volume scattering contribution is fully determined by these constants and the cross-polarization term

$$P_v = (a + b + c)\ell_3 = \left(1 + \frac{a + b}{c}\right)T_{33} = \ell_3T_{33}. \quad (15)$$

The dynamic range is limited and the volume scattering contribution is easily overestimated. Moreover, for parameter inversion, the implicit assumption of model priority is included, since the observations are used to satisfy helix and volume components first. In addition, conventional methods do not use the full information of a coherency matrix for modeling. For example, all models (7), (9), and (10) used in the Freeman–Durden decomposition [10] do not account for elements $T_{13}$ and $T_{23}$, while elements $T_{33}$ and $\text{Re}(T_{23})$ are not utilized in the Yamaguchi decomposition [11].

**RECENT ADVANCES IN MODEL-BASED DECOMPOSITION**

This section reviews recent advances in model-based decomposition and the key features are summarized in Table 1.

**ORIENTATION COMPENSATION PROCESSING**

Polarimetric responses of the same target with different orientations can be quite different due to the rotation of polarization state. This phenomenon causes ambiguity for scattering mechanism discrimination. Orientation compensation [1], [14], also named deorientation processing [6], can mitigate this orientation dependence effect by polarimetric matrix rotation around radar LOS until the cross-polarization term is minimized.

Orientation compensation was incorporated into model-based decomposition [13]–[15]. The general orientation compensation effect is to minimize the cross-polarization term $T_{33}$. From (15), the decomposed volume scattering power is consistently reduced. Therefore, orientation compensation can partially cure the overestimation of volume scattering power and the occurrence of negative powers. Besides, it is possible to compensate the target orientation effect on the perpendicular plane to the radar LOS using this technique. However, since there is an intersection angle between the rotation plane of oriented buildings or terrain slopes and the perpendicular plane, complete orientation compensation cannot be achieved only using this technique, which deserves further efforts.

**NONNEGATIVE EIGENVALUE CONSTRAINT**

The appearance of negative power due to the subtraction of the scattering component is an important issue of conventional methods. Van Zyl et al. [16] recognized this fact and proposed the nonnegative eigenvalue decomposition to theoretically avoid the occurrence of nonphysical negative power. Using three-component decomposition as an example, they introduced the nonnegative eigenvalue constraint (NNEC) during the subtraction of the volume scattering component. The core idea is to guarantee the eigenvalues of remainder matrix $T_{\text{remainder}}$ are nonnegative. Then, the subtraction processing will not produce negative power. Using NNEC, the maximum volume model coefficient can be determined

$$T_{\text{remainder}} = T - T_{\text{vol}}^{\text{max}}. \quad (16)$$

Therefore, when $\ell_3 \leq T_{\text{vol}}^{\text{max}}$ is satisfied, the negative power can be avoided. With the reflection symmetry condition, the analytical expression of $T_{\text{vol}}^{\text{max}}$ is derived in [16]. More recently, its analytical expression is extended to the nonreflection symmetry condition using the principle minor theory [17]. The optimal determination of $\ell_3$ is still open. In [3], a generalized Freeman–Durden decomposition is established and the appearance of negative powers is theoretically avoided using both the eigenvalue technique and the orthogonality of double- and odd-bounce scattering models. Furthermore, with certain conditions, the idea of NNEC is generalized and volume model coefficient $\ell_3$ can be uniquely determined [18].

**OTHER VOLUME SCATTERING MODELS**

To better fit the elemental scatterer orientation and to extend the dynamic range of volume scattering model, other PDFs have been utilized [21]–[23]. The von Mises distribution has been used in [21] to characterize a vegetation canopy. The $\text{mth}$
POWER cosine-squared distribution, including two parameters of the mean orientation angle and the randomness indicator, was developed in [22]. Meanwhile, generalized volume scattering models generated from arbitrary-shaped elemental scatterers instead of the thin dipole assumption were also proposed [22]. Besides, a family of models based on the multilook phase difference distributions, which are better suited to characterize orientation angle distributions, was proposed [23].

In addition, empirical volume scattering models have also been proposed as another alternative. An empirical model with shape parameter $p$ was introduced to particularly fit randomly oriented prolate spheroidal and elliptical scatterers in [19] (noted as the Freeman II decomposition). Since polarimetric SAR interferometry (PolInSAR) coherence has a close relationship to forest structures [3], [28], volume scattering can be modeled from it and an adaptive volume scattering model was proposed [25] using PolInSAR coherence to be functioned as the shape parameter. Identity matrix with the highest entropy was also proposed to fit volume scattering [13].

### Generalized Double- and Odd-Bounce Scattering Models

In conventional methodologies, the double- and odd-bounce scattering mechanisms are assumed not to contribute to the cross-polarization term. However, in real situations, terrain slopes in the along-track direction and/or oriented buildings rotate the polarization basis of the scattering matrix, which will induce significant cross-polarization power [1], [2], [16]. Since the conventional models do not fit these situations, the scattering mechanism ambiguity is serious. Recently, several papers addressed this issue for more generalized double- and odd-bounce scattering modeling [7], [23], [26]. In [7], the Bragg surface model has been extended as the advanced X-Bragg model to fit the cross-polarization term induced by the depolarization effect. In [23], incoherent double- and odd-bounce scattering mechanisms are assumed not to contribute to the cross-polarization term, and the randomness indicator, was introduced to particularly fit randomly oriented prolate spheroidal and elliptical scatterers in [19] (noted as the Freeman II decomposition). Since polarimetric SAR interferometry (PolInSAR) coherence has a close relationship to forest structures [3], [28], volume scattering can be modeled from it and an adaptive volume scattering model was proposed [25] using PolInSAR coherence to be functioned as the shape parameter. Identity matrix with the highest entropy was also proposed to fit volume scattering [13].

### Table 1: A Summary of Typical Model-Based Decompositions

<table>
<thead>
<tr>
<th>METHODS</th>
<th>INFORMATION UTILIZATION</th>
<th>NEGATIVE POWER</th>
<th>MODEL INVERSION PRIORITY</th>
<th>COMPUTATION EFFICIENCY</th>
<th>NOTABLE REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freeman-Durden Decomp. [10]</td>
<td>$T_{33}$, $T_{23}$ UNACCOUNTED</td>
<td>YES</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Basic scattering models</td>
</tr>
<tr>
<td>Freeman II Decomp. [19]</td>
<td>$T_{33}$, $T_{23}$ UNACCOUNTED</td>
<td>YES</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Volume scattering model is fitted by a shape parameter</td>
</tr>
<tr>
<td>Yamaguchi Decom. [11]</td>
<td>$T_{33}$, $Re{T_{33}}$ UNACCOUNTED</td>
<td>YES</td>
<td>HELIX&gt;OLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Introduce the fourth helix component and two more volume scattering models</td>
</tr>
<tr>
<td>Yamaguchi (Freeman-Durden) Decomp. + Orientation Compensation [13]-[15]</td>
<td>$T_{33}$, $Re{T_{33}}$ UNACCOUNTED</td>
<td>YES</td>
<td>HELIX&gt;OLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Incorporate the orientation compensation to minimize $T_{33}$ and eliminate $Re{T_{33}}$</td>
</tr>
<tr>
<td>Generalized Freeman-Durden Decomp. [3]</td>
<td>$T_{33}$, $T_{23}$ UNACCOUNTED</td>
<td>NO</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Hybrid Freeman-Durden/Eigenvalue technique</td>
</tr>
<tr>
<td>Van Zyl et al. Decomp. [16]</td>
<td>$T_{33}$, $Im{T_{33}}$ UNACCOUNTED</td>
<td>NO</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Incorporate the NNEC to theoretically avoid the negative power</td>
</tr>
<tr>
<td>Gubal et al. Decomp. [27]</td>
<td>FULL POLARIMETRIC INFORMATION</td>
<td>YES</td>
<td>HELIX&gt;OLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Double unitary rotation processing</td>
</tr>
<tr>
<td>Cui et al. Decomp. [18]</td>
<td>FULL POLARIMETRIC INFORMATION</td>
<td>NO</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Hybrid decomposition using both scattering models and Eigendecomposition</td>
</tr>
<tr>
<td>Lee et al. Decomp. [23]</td>
<td>$T_{23}$, $Im{T_{33}}$ UNACCOUNTED</td>
<td>VERY LIMITED</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Generalized double- and odd-bounce models or volume scattering models</td>
</tr>
<tr>
<td>Arni et al. Decomp. [20], [22]</td>
<td>$T_{33}$ UNACCOUNTED OR FULL POLARIMETRIC INFORMATION</td>
<td>NO</td>
<td>PARTIAL PRIORITY, SIMULTANEOUSLY INVERSION</td>
<td>LOW</td>
<td>Generalized volume scattering models, full-parameter inversion</td>
</tr>
<tr>
<td>Chen et al. Decomp. [26]</td>
<td>FULL POLARIMETRIC INFORMATION</td>
<td>NO</td>
<td>NO PRIORITY, SIMULTANEOUSLY INVERSION</td>
<td>LOW</td>
<td>Generalized double- and odd-bounce models, full-parameter inversion</td>
</tr>
<tr>
<td>Neumann et al. Decomp. [21]</td>
<td>POLARIMETRIC AND INTERFEROMETRIC INFORMATION</td>
<td>NO</td>
<td>NO PRIORITY, SIMULTANEOUSLY INVERSION</td>
<td>LOW</td>
<td>Generalized models especially for vegetation, full-parameter inversion</td>
</tr>
<tr>
<td>David Ballester-Berman et al. Decomp. [24]</td>
<td>POLARIMETRIC AND INTERFEROMETRIC INFORMATION</td>
<td>NO</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>LOW</td>
<td>Obtain the power and location of each scattering mechanism at the vertical dimension of the scene</td>
</tr>
<tr>
<td>Polarmetric-Interferometric Decomp. [25]</td>
<td>POLARIMETRIC AND INTERFEROMETRIC INFORMATION</td>
<td>NO</td>
<td>VOLUME&gt;DOUBLE/ODD-BOUNCE</td>
<td>HIGH</td>
<td>Using polarimetric and interferometric information to fit volume scattering</td>
</tr>
</tbody>
</table>

IEEE SIGNAL PROCESSING MAGAZINE | JULY 2014
odd-bounce scattering models have been incorporated. Recently, in [26], double- and odd-bounce scattering models are generalized to fit the cross-polarization and off-diagonal terms, by separating their independent orientation angles $\theta_{dual}$ and $\theta_{odd}$.

**COMPLETE INFORMATION UTILIZATION**

A coherency matrix contains nine real values (three real-valued quantities and three complex-valued quantities). Each of them has specific physical meaning. If scattering mechanisms are well modeled, each element of a coherency matrix should be fitted. The specific physical meaning. If scattering mechanisms are well modeled, each element of a coherency matrix should be fitted. The elements of a coherency matrix should be fitted.

The three-component Freeman–Durden decomposition [10] accounts for five of these parameters. The Yamaguchi decomposition [11] introduced the fourth component and accounts for six parameters. With the orientation compensation [14], $\text{Re}[T_{33}] = 0$ is achieved and nine elements are reduced to eight. Thereby, there remains three and two unaccounted parameters in Freeman–Durden and Yamaguchi decompositions, respectively. The details of many current model-based decompositions are summarized in Table 1.

How to model the scattering mechanisms using complete information is a major motivation, and three representative approaches were presented in [18], [26], and [27]. A further modified Yamaguchi decomposition was reported [27] and accounts for all parameters based on special double unitary transformations. In [26], a general decomposition framework was proposed to utilize all elements of a coherency matrix. All model parameters are optimally obtained using the full-parameter inversion technique. A hybrid decomposition using full information was established [18]. It generalized the van Zyl et al. decomposition [16] to uniquely determine volume scattering contribution from the scattering model while using the eigendecomposition to determine the double- and odd-bounce scattering contributions.

**FULL-PARAMETER INVERSION STRATEGY**

Model parameters inversion is carried out at a certain order under some specific conditions for majority of the established model-based decompositions. For conventional Freeman–Durden and Yamaguchi decompositions, the volume scattering and helix scattering solely contributes to cross-polarization term $T_{33}$ and $\text{Im}[T_{33}]$, respectively. Therefore, their contributions are subtracted from the total measured data at first. Double- and odd-bounce scattering contributions are calculated in turn from the remainder matrix thereafter with a branch condition. This strategy is the main weakness and may overestimate volume scattering contribution, induce negative power, etc. In addition, it also implies that the volume and helix scattering components share the higher priority. Especially in mixed scenes, such a priority assumption seems unreasonable.

Generalized decomposition frameworks and full-parameter inversion techniques have been proposed [20], [26] to obtain all the unknown parameters simultaneously using linear or nonlinear optimization algorithms. Basically, the decomposition framework is generalized as

$$T = f_r T_{vol} + f_d T_{dual} + f_{odd} T_{odd} + ... + f_{residual}. \quad (17)$$

Suitable scattering models that guarantee parameter inversion as a determined problem can be included into (17). $T_{\text{residual}}$ is regarded as the residual induced by speckle, noise, and unmodeled contributions to the data. The residual matrix $T_{\text{residual}}$ can measure how well those models fit the observations. Therefore, for model inversion, the optimization criterion is to minimize the residual. The optimization adopted in [20] and [26] is

$$\min : \| T_{\text{residual}} \|_2, \quad (18)$$

where $\| T_{\text{residual}} \|_2$ is the L2-norm of $T_{\text{residual}}$.

Minimization (18) can be solved by a nonlinear least squares optimization, as adopted in [26]. Full-parameter inversion can obtain all model parameters optimally and simultaneously while avoiding the model priority assumption and negative power issue. Note that nonlinear optimization takes more computation time and may obtain only local minimal of $\| T_{\text{residual}} \|_2$, which needs further studies.

**POLARIMETRIC-INTERFEROMETRIC DECOMPOSITION**

PollInSAR, which is a combination of PolInSAR and interferometric SAR, has been well established [3], [28]. This combination allows understanding different scattering mechanisms located at different heights. The complementary information (e.g., PollInSAR coherence) between polarimetry and interferometry has been demonstrated to be very promising for many applications, such as forest characterization and land-cover classification [1], [3]. PollInSAR studies contain two main aspects. The first is the development of innovative imaging techniques especially for the vertical profile or the three-dimension reconstruction of targets using single- or multibaseline PollInSAR data. The second is the physical parameters (e.g., forest height, biomass) inversion, which also covers a wide scope. Each of these important topics and recent advances deserves separate papers to discuss in depth. In the second aspect, there is a small branch utilizing the concept of model-based decomposition and the framework of (5). Only this technique branch, mainly including three reported methods [21], [24], [25], will be introduced in this section. The main purpose of these methods is to incorporate interferometric information in scattering mechanism modeling. With extra information to conventional polarimetric decomposition framework, decomposition performance can be enhanced. In [21], scattering modeling especially in vegetation areas has been intensively studied and a set of volume scattering models using single- or multibaseline PollInSAR data has been established.
Detailed geophysical parameters describing the vegetation layers can be derived. In [24], the concept of the Freeman–Durden decomposition has been extended to PolInSAR polarimetric-interferometric correlation matrix by adding the interferometric responses of each scattering mechanism. Thereby, both the power and location of each scattering mechanism can be determined. In [25], an adaptive polarimetric-interferometric model-based decomposition has been developed using PolInSAR coherence. Demonstrations with real PolInSAR data validated its performance especially for oriented building characterization. These are the first attempts to fuse the polarimetric and interferometric information for scattering mechanism modeling. More efforts are needed for further study.

**EXPERIMENTAL DEMONSTRATION AND INVESTIGATION**

**DEMONSTRATION WITH AIRBORNE PI-SAR DATA**

This example demonstrates the effects of model priority issue, orientation compensation, generalized models, and full parameter inversion scheme. Airborne Pi-SAR X-band PolSAR data covering an urban region from the downtown of Sendai, Japan, is used. The optical image and a photo for the tall building are shown in Figure 1(a). The representative three-component Freeman–Durden decomposition without and with orientation compensation [10], [14], and the recently developed Chen et al. decomposition [26] are used for comparison. The Chen et al. decomposition [26] uses the generalized double- and odd-bounce scattering models fitting the cross-polarization term and off-diagonal terms of a coherency matrix. To guarantee that the model inversion is a determined problem, a lookup table including representative volume scattering models with constant parameters is formed. Suitable volume scattering model and optimal model parameters are determined using the full-parameter inversion technique (18). Decomposition results are shown in Figure 1(b)–(d), respectively. For Freeman–Durden decomposition, volume scattering contribution is first determined and subtracted. This processing implies the model priority assumption and volume scattering contribution always exist for any target. In Figure 1, without orientation compensation, the oriented tall building is obviously judged as dominant volume scattering, which is usually exhibited by vegetated areas. Thereby, scattering mechanism ambiguity occurs. With orientation compensation, the cross-polarization term is minimized and the volume scattering contribution is reduced. As can be seen in Figure 1(c), volume scattering contribution is greatly decreased. In reality, oriented buildings also induce significant cross-polarization term. Since conventional double- and odd-bounce models (9) and (10) do not account for it, and due to the model priority issue, the volume scattering contributions over these man-made targets are still overestimated. By that

---

**TABLE 2** DOMINANT SCATTERING POWER CONTRIBUTION (%) FOR THE SELECTED BUILDING.

<table>
<thead>
<tr>
<th>Decomposition</th>
<th>$P_D$</th>
<th>$P_V$</th>
<th>$P_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freeman–Durden Decomposition [10]</td>
<td>2</td>
<td>94</td>
<td>4</td>
</tr>
<tr>
<td>Chen et al. Decomposition [26]</td>
<td>46</td>
<td>13</td>
<td>41</td>
</tr>
</tbody>
</table>
means, comparable volume scattering and double- or odd-bounce scattering contributions coexist for these oriented buildings, which appear yellow or cyan in the RGB composite image in Figure 1(c). In comparison, the generalized models fit the cross-polarization terms while the full-parameter inversion technique avoids the negative power and model priority assumption. The general decomposition can successfully identify these buildings as man-made structures. For the tall building shown in Figure 1(d), these buildings show purple since both double- and odd-bounce scattering mechanisms are dominant. For the tall building shown in Figure 1(d), quantitative examination is also carried out and summarized in Table 2. Compared to the original Freeman–Durden decomposition [10], with orientation compensation, dominant volume scattering obviously reduces from 94% to 45%, while the percentages of the dominant double- and odd-bounce scattering increase from 2% to 30% and 4% to 25%, respectively. Even still, volume scattering contribution is still overestimated and this building will be misjudged as dominant volume scattering. In comparison, dominant volume scattering further reduces to 13%, while dominant double- and odd-bounce scattering increase up to 46% and 41%. This building can be successfully discriminated as a man-made structure, which validates the efficiency of the advances.

**APPLICATION FOR NATURAL DISASTER EVALUATION**

The occurrence of observed natural disasters, such as earthquakes and tsunamis, appears to have increased in recent decades [9]. With the advantages of a large imaging scene, revisiting capability, and multitemporal data archives, spaceborne SAR sensors play an extremely important role for natural disaster evaluation. The following demonstration uses the spaceborne ALOS data over the seriously damaged city of Ishinomaki, induced by the Eastern Japan great earthquake and tsunami that happened 11 March 2011. The after-tsunami optical and PolSAR data sets were acquired on 8 April 2011, while the latest before-tsunami data sets were acquired on 21 November 2010. Optical images are shown in Figure 2(a) and (g). The Pacific Ocean is located to the right of the images. Buildings in the region, highlighted by the line, were almost completely flushed away leaving a relatively rough surface. Besides, the orientations of these buildings are inclined to the sensor flight pass.

From scattering interpretation theory, this built-up area should respond dominant double-bounce scattering induced by the ground-wall structures before the damage. However, after the tsunami, most of these buildings were swept away and the ground-wall structures were dramatically decreased. Therefore, this seriously damaged area should be obviously changed into dominant odd-bounce (surface) scattering. As a comparison, the amplitudes of HH polarization are shown in Figure 2(b) and (h). Visually, single polarization is less sensitive to the changes of target structures, compared with fully polarimetric features. Meanwhile, mean alpha angle $\alpha$, which is the primary parameter for scattering mechanism indication in the Cloude–Pottier decomposition [1], [5], is derived and shown in Figure 2(c) and (i). For before-tsunami cases, $\alpha \approx 90^\circ$ and indicates double-bounce scattering, while $\alpha \approx 0^\circ$ and indicates surface scattering for after-tsunami cases. Therefore, the $\alpha$
parameter can potentially discriminate damaged buildings. The Yamaguchi decomposition without and with orientation compensation [11], [15] and the Chen et al. decomposition [26] are also used for demonstration, shown in Figure 2(d)–(f) for before-tsunami cases and Figure 2(j)–(l) for after-tsunami cases, respectively. After the tsunami, the damaged area is correctly judged as dominant odd-bounce scattering (blue) indicating a rough surface from all three methods. However, for before-tsunami cases, the overestimation of volume scattering is significant without orientation compensation and this built-up area is falsely determined as dominant volume scattering (green), shown in Figure 2(d). In comparison, the other two approaches can successfully identify them as man-made structures that exhibit dominant double-bounce scattering (red). These polarimetric features are more stable during repeated data collects. The reduction of dominant double-bounce scattering amount has been verified to have a linear relationship with the amount of damaged ground-wall structures and has been utilized for quantitative evaluation of urban damage [9].

**DISCUSSIONS AND PERSPECTIVES**

**PolSAR DATA PREPROCESSING ISSUE**

There are two main aspects in PolSAR data preprocessing. The first is the data calibration. Generally, the acquired PolSAR data is affected by the channel imbalance and cross-talk effects that distort the polarization purity [2], [3]. Polarimetric calibration should be implemented at first for further processing. The aforementioned polarimetric target decompositions are all based on well-calibrated data. For low-frequency band (e.g., P-, L-band) spaceborne systems, the Faraday rotation effect induced by the ionosphere should also be compensated beforehand. Propagation distortions including Faraday rotation effect in model-based decomposition have been investigated in [3].

The second aspect is speckle reduction. Speckle phenomenon is an intrinsic property for coherent imaging system of PolSAR [1]. The existence of speckle phenomenon makes information extraction more difficult. Speckle reduction is also a preprocessing step for PolSAR data utilization. Suitable speckle filter should significantly reduce speckle phenomenon while preserving image details [1].

**RADAR FREQUENCY ISSUE**

Target backscattering properties usually vary with the illumination frequency due to its physical characteristics, especially the geometric features (e.g., size, shape, and structure) with respect to the radar wavelength. Meanwhile, low frequencies such as P- and L-band usually have a penetration depth into forest/vegetation canopies, deserts, dry bare soil areas, etc. Intrinsically, incident microwaves with different wavelengths interact with different parts of a complex target or medium and the polarimetric responses may differ accordingly. Thereby, scattering mechanisms of a same target strongly depend on the observation frequency and so are the interpretation results from model-based decomposition. For example, the scattering mechanism from vegetations may totally differ at the P- and X-band. In addition, the scattering models presented in the sections “Basics of Scattering Mechanism Modeling” and “Recent Advances in Model-Based Decomposition” have their theoretical assumptions that should be well satisfied before utilization.

**HIGH SPATIAL RESOLUTION ISSUE**

With the advances in SAR imaging systems, fine-resolution data in the order of decimeter and centimeter can be available. At such resolutions, scatterers may be very limited. Some of the current modeling schemes should be updated. For example, modeling volume scattering by a cloud of oriented elemental scatterers should be reconsidered. Besides, note that incoherent polarimetric decomposition with sample average of measured data may blur image detail, while coherent polarimetric decomposition with scattering matrix (1) have only five freedoms for modeling. Thereby, how to fit these fine-resolution data provides challenges to scattering mechanism modeling and interpretation. In another aspect, more detailed information such as opening or closing a window may be sensed with high spatial resolution systems. Suitable decomposition techniques are highly expected for these situations.

**PERFORMANCE EVALUATION ISSUE**

A number of advanced model-based decompositions have been reported. They raise urgent questions: how to judge whether one proposed scattering model is reasonable or superior and how to fairly evaluate the performance? Actually, there is no standard answer. From the literature and according to our studies, the used evaluation criterion are summarized and discussed:

1) Reflection symmetry assumption. This assumption is mainly satisfied in vegetated areas with relatively flat topography. More generalized decomposition should also account for the reflection asymmetry condition.
2) Information utilization. The number of the used quantities of a polarimetric matrix is a good measure to evaluate a model-based decomposition proposal. Complete information utilization will be a mainstream concept for future development.
3) Negative power occurrence. This is an important issue since the decomposition results are nonphysical. Intrinsically, it indicates that the scattering models do not fit the observations.
4) Scattering mechanism discrimination. This is one key criterion to evaluate the performance of model-based decomposition. The majority of recent advances are also motivated to
overcome the scattering mechanism ambiguity between forests and oriented buildings.
5) **Model priority assumption.** For mixed land covers, there is no proper reason to assign the model priority. If the volume scattering component is determined at first, each scatterer will have volume scattering contribution. For oriented buildings, this contribution is not negligible. Generally, it is more reasonable to consider each scattering model share the equivalent priority.

6) **Computation efficiency.** Computation time and implementation complexity are considered in real applications. Basically, computationally effective methods are preferred.

These criteria can be the basics for model-based decomposition performance evaluation and comparison. Table 1 provides a summary of these criteria for typical model-based decompositions. Note that it is not reasonable to claim one proposed decomposition is always superior to others. In practice, how to choose the most suitable decomposition is also data oriented and application oriented.

**FURTHER GENERALIZED MODELING**
One difficulty in further development of model-based decomposition is how to balance model generalizations and model parameters inversion. A coherency matrix, providing nine inputs, allows at most nine unknown parameters for scattering mechanism modeling. There are several potential ways for future exploration. The first is still based on polarimetric data and segments the land cover beforehand. Specifically generalized scattering models are established for different terrains using more freedom in the modeling. For example, for pure built-up areas with dominant double-bounce scattering, ocean and grass areas with dominant odd-bounce scattering, more generalized double- and odd-bounce models can be founded accordingly. The core idea is that it may not be necessary to keep three or four scattering components for known land covers, and more detailed information can be extracted thereafter. The second method is to develop more generalized scattering models that do not reduce the scattering components by fusing additional data sets. The polarimetric-interferometric decomposition [21], [24], [25] is one attempt. Since the scattering mechanism closely relates to local incidence angle and target orientation, using multilooking-direction data sets is another promising technique. Furthermore, a combination of the aforementioned techniques may also be investigated in further studies.

**CONCLUSIONS**
Recent advances in scattering modeling and model-based decomposition theorem were reviewed. The notable achievements include orientation compensation processing, nonnegative eigenvalue constraint, generalized scattering models, complete information utilization, full-parameter inversion strategy, and the polarimetric-interferometric decomposition scheme. These advances contribute to make scattering models more adaptive, better fit observations and guarantee physically meaningful decomposition solutions. The key features of these advances have been summarized. Performance evaluation and further development perspectives were also discussed. One promising way is to fuse multiple data to better model scattering mechanisms, such as the polarimetric-interferometric modeling attempts. Besides, with the progress in PolSAR sensors, imaging modes (e.g., bistatic, hybrid-polarization and multi-incident-angle modes) and application requirements, the development of specific scattering mechanism interpretation techniques, multiangular decomposition [29], and compact/hybrid decomposition [30] techniques are also highly preferred.
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This article deals with two significant aspects related to synthetic aperture radar imaging (SAR-I) of relevant theoretical and applicative interest. The first objective regards the analysis of the most-used SAR-I approaches under the unified mathematical framework provided by the Porter–Bojarski integral equation. The second objective is to provide an updated overview on how SAR-I research is generalizing previous algorithms to deal with unconventional scenarios.

INTRODUCTION

SAR-I was originally introduced with regard to a scenario where the investigated scene is probed by a satellite platform-based synthetic aperture radar (SAR). Now, the corresponding imaging algorithms have crossed the boundaries of satellite imaging so that SAR-I refers to more general radar imaging contexts that encompass real (not synthetic) arrays, near-zone configurations, and layered (more in general lossy) scenarios. Therefore, SAR-I algorithms are relevant to many applicative scenarios, ranging from monitoring and nondestructive diagnostics to border surveillance, security, and crisis management. Accordingly, a large body of methods has populated the specialized literature; see, e.g., [1] and [2].

The need to link/compare these imaging methods arises quite naturally, and few works attempting to address such a comparative analysis have been presented in the literature [3]. In [4], the classical matched filtered approach is reinterpreted as a particular case of some seismic migration; a similar analysis has been presented in [5], where the version of SAR-I given in [6] was compared to the frequency-wave-number (F-K) migration. From a different point of view, Bamler showed in [7] that the wavenumber SAR focusing is related to the classical Range–Doppler method without explicitly invoking the wave equation. The relationship between the Kirchhoff migration and the seismic method is instead well known [2]. However, most of the aforementioned works compared only a couple of methods and a more comprehensive study is still missing.

Accordingly, the first objective of this article is to provide a unified and rigorous mathematical framework for several SAR-I approaches. To this end, we consider the traditional SAR-I scenario, i.e., the scattered field is collected under a multimonostatic measurement configuration (i.e., the transmitter and receiver are colocated) in a free-space scenario and the scattering phenomenon is assumed to be scalar. Despite SAR-I traditionally dealing with two-dimensional (2-D) scene approximations (e.g., slant plane imaging or 2-D sliced approach), here the case of three-dimensional (3-D) scene is considered. This is...
because full 3-D SAR-I algorithms are being developed due to the possibility to exploit multipass data [8] or are already routinely used when data are measured on a scanning surface [9].

It is shown that the formal mathematical root of SAR-I is the Porter–Bojarski integral equation derived in the framework of generalized holography [10]. Accordingly, different SAR-I imaging methods can be reinterpreted on the basis of this equation, depending on the adopted approximations and the data spaces. These algorithms are here addressed as migration algorithms. A second class of SAR-I is explicitly founded on linear models of the electromagnetic scattering and is known as inverse filtering. Both the class of methods will be discussed and compared.

The necessity to achieve imaging in complex scenarios is gaining increasing interest due to new applicative fields such as security and monitoring applications, rescue assessment, and border surveillance. As applicative cases, through-the-wall imaging (TWI), imaging in urban canyons, and underground tunnel detection are of timely interest [11]–[13]. Therefore, the second objective of this article is to provide a quick view on how SAR-I can be generalized to face unconventional scenarios. In particular, the focus will be on inverse scattering methods as they offer the remarkable advantage that, even in presence of different and complex scenarios, the inversion procedure holds the same once the relevant Green’s function has been evaluated.

THE SCATTERING EQUATIONS

Consider a volume \( D \) probed by an incident field \( \varphi(r, r_0, \omega) \) provided by a source, for simplicity assumed to be pointlike, located at \( r_0 \) [see Figure 1(a)]. Accordingly, due to the interaction between the incident field and the target in \( D \), a scattered field \( \varphi_s(r, r_0, \omega) \) arises so that the total field is given by \( \varphi(r, r_0, \omega) = \varphi(r, r_0, \omega) + \varphi_s(r, r_0, \omega) \). In the following, the case of electromagnetically penetrable scatterers is addressed, but similar arguments can be developed also for non penetrable scatterers. Accordingly, the scattered field satisfies the nonhomogeneous Helmholtz equation

\[
\nabla^2 \varphi_s(r, r_0, \omega) + k^2 \varphi_s(r, r_0, \omega) = -k^2 \chi(\nu) \varphi(r, r_0, \omega),
\]

where \( k \) is the wavenumber and \( \chi(\nu) \) is the so-called contrast function, which accounts for the relative difference between the dielectric permittivity of the target and the one of the background medium; \( k^2 \chi(\nu) \varphi(r, r_0, \omega) \) is the current induced inside the target due to the incident field. The inverse scattering problem amounts to retrieve the target (represented by the contrast function \( \chi(\nu) \)) from scattered field data. As the induced current depends upon the total field (and hence on the scatterer itself) such an inverse problem is nonlinear. A number of methods have been devised to tackle the nonlinearity, and they cast the inversion as a nonlinear optimization [14], which suffers from local minima (false solutions) and convergence problems. Moreover, the nonlinear inverse methods generally require a high computational burden and accurate knowledge of the background scenario, which impair their applicability in most practical cases. The problem is drastically simplified by adopting approximate scattering models. In particular, for the case of penetrable scatterers, the Born approximation allows for linearization of the problem by approximating \( \varphi(r, r_0, \omega) \) with \( \varphi(r, r_0, \omega) \) inside the scatterer [15]. The Born approximation generally poses severe limitations on the class of scatterers (weak targets) when a quantitative reconstruction is required. Fortunately, inversion schemes based on linear models are very suitable to achieve scatterer localization and morphological information (i.e., size and shape) [11]–[13]. Turning to consider (1), under the Born approximation, the scattered field can be expressed as

\[
\varphi_s(r, r_0, \omega) = -k^2 \int G(r, r', \omega) \chi(\nu) \varphi(r', r_0, \omega) dv'.
\]

Note that the electromagnetic properties of the scatterer have been assumed not dependent on the frequency (nondispersive scatterer). This allows the exploitation of data collected at different frequencies but, on the other side, this is not the most general case that occurs. In any case, the scatterer’s frequency dependence can be often considered negligible over the work frequency bandwidth. By making explicit the Green’s function and the incident field in (2) for the free space and for the observation point coinciding with the source position \( r_0 \), we have

\[
\varphi_s(r, r_0, \omega) = -k^2 \int G(r, r', \omega) \chi(\nu) \varphi(r', r_0, \omega) dv'.
\]
\[ \varphi_s(r_o, \omega) = -\frac{k^2 I(\omega)}{4\pi} \int_{D} \exp\left(-\frac{2jk |r_o - r|^2}{4\pi |r_o - r|^2}\right) \chi(r) \, dr. \tag{3} \]

where \( I(\omega) \) is the transmitted signal Fourier spectrum. Therefore, \( \chi(r) \) can be retrieved by inverting the linear integral equation (3). The SAR-I based on the inversion of (3) are addressed as the inverse filtering methods.

Under ideal conditions (no noise and sampling effects), the scattering operator in (3) is injective and so, in principle, the contrast reconstruction can be obtained with “unlimited” resolution. However, the scattering operator in (3) is compact \([16]\) and uncertainties are always present. Therefore, to obtain stable reconstructions, a tradeoff between resolution and stability must be always established.

As suggested in \([15]\), starting from (3) and by considering \( \varphi_s(r_o, \omega) = \partial/\partial k \left[ 4\pi \varphi_s(r_o, \omega) / (jk^2 I(\omega)) \right] \) as data, the following relationship can be established:

\[
\iint_S \varphi_s(r_o, \omega) \frac{\partial}{\partial \Omega} G^* (r, r_o, \omega) - G^* (r, r_o, \omega) \frac{\partial}{\partial \Omega} \varphi_s(r_o, \omega) \, dS = 2i \iint_D \varphi_m(r, r_o, \omega) \chi(r') \, dr', \tag{4} \]

where \( G(r, r_o, \omega) \) and \( \varphi_m(r_o, r_o, \omega) \), are the Green’s function corresponding to real and imaginary parts of the quantity \( 2k \), respectively; \( S \) is a closed measurement surface surrounding \( D \), and \( \partial/\partial \Omega \) is the derivative along the outward normal. The obtained equation is the Porter–Bojarski equation, which represents the foundation of generalized holography and establishes in a rigorous way the link between the backpropagated field and the scatterer. It is also interesting to outline that the time-domain version of (4) is equivalent to the widely used time-reversal imaging \([17]\). Differently from (3), (4) readily permits an estimate of \( \chi(r) \) from the scattered field (and its normal derivative). However, for a finite frequency bandwidth, only a spatial band-limited version of \( \chi(r) \) can be retrieved, with Fourier transform supported over the spatial region enclosed between these planes [see Figure 1(b)]. For a reflection mode configuration, data are collected only over \( P_r \) (or \( P_s \)). Accordingly, the surface integral in (4) particularizes as

\[
-\int_P 2\Phi_s(r_o, \omega) \frac{\partial}{\partial \Omega} G^* (r, r_o, \omega) \, dP = \int_P 2G^* (r, r_o, \omega) \frac{\partial}{\partial \Omega} \Phi_s(r_o, \omega) \, dP . \tag{5} \]

Some clarifications are in order. First, the surface integration restricted over a plane requires knowing only the field or its normal derivative \([15]\). Second, it can be shown that it is possible to retrieve only the spatial spectrum of \( \chi(r) \) belonging to the Ewald’s sphere part with \( k_z \leq 0 \). Finally, when the measurement aperture \( \Sigma \) is a subset of \( P_s \), the spatial filtering is even more severe and dictated by the aperture size \([18]\).

**SAR-I**

In this section, most of the SAR-I approaches are reviewed and reinterpreted under a unified framework provided by (3) and (4).

**MIGRATION**

In view of the assumed linearity for the scattering phenomenon, the reconstruction performances of the imaging algorithms can be provided by analysing the point spread function (i.e., the reconstruction of a pointlike scatterer). Accordingly, consider a pointlike scatterer located in the object space at \( r = (x, y, z) \), and denote as \( r_0 \) the observation point belonging to the measurement aperture \( \Sigma \) (a subset of the plane \( z = z_0 \)) and let \( i(t) \) be the transmitted signal. The corresponding backscattered field is given by

\[
\varphi_s(r_o, t) = \hat{i} \left( t - \frac{r_o - r}{c} \right), \tag{6} \]

where amplitude factor due to the propagation spreading has been neglected and \( i(t) \) is a short duration pulse or the pulse after range compression has occurred. Actually, due to the finite directivity of the antennas, a point scatterer appears as a diffraction hyperboloid whose apex is located at \( (x, y, 2z/c) \). The aim of migration is to compensate such a spreading by refocusing each segment of the hyperboloid to its apex.

The first method to accomplish such a task is a graphical method, which dates back to the work of Hogendoorn \([19]\). Basically, for each measurement point, a semisphere centered on the source-receiver position and of radius equal to the travel-time times half the wave speed is drawn; then, the scatterer’s location is identified as the point where all the semispheres intersect. This graphical method is known as wave interference migration \([20]\). A different way to implement the same imaging concept is through the so-called diffraction summation \([20]\). In this method, the object space is divided in pixels and for each of them a diffraction hyperboloid is constructed in the data space. Then, the reconstruction at each pixel is obtained by summing up contributions where the synthetic hyperboloid intersects data. Formally, the reconstruction is provided by \( R(r) \) (corresponding to the migrated data)
\[ R(r) = \int_I \int \varphi_S(t, \varphi_{\delta}(r, t) \delta(t - \frac{2}{c} |r - r_0|) \, d\Sigma dt, \] (7)

where \( T \) is the time interval during which data are collected. After Fourier transforming with respect to the time, (7) can be recast (apart an unessential factor) as

\[ R(r) = \int_{\Omega_\delta} \int \varphi_S(t, \varphi_{\delta}(r, t) \exp(j2k |r - r_0|) \, d\Sigma dk, \] (8)

\( \Omega_\delta \) being the frequency band in the \( k \) domain. Equation (8) points out the equivalence between the diffraction summation and the range migration technique [9] as well as to the SAR focusing technique [21]. The spatial convolution in (8) can be conveniently computed in the spatial Fourier domain so that

\[ R(r) = \int_{\Omega_\delta} \int \varphi_S(t, \varphi_{\delta}(r, t) \exp[-j(k_x x + k_y y)] \exp(jk_z(z - z_0)) \, dk_x dk_y dk_z, \] (9)

where \( \Omega_{k_z, k_x, k_y} \) is the selected frequency band in the spatial spectral plane \( (k_x, k_y, k_z) \), \( k_z = \sqrt{k^2 - k_x^2 - k_y^2} \); \( f(k_x, k_y, k_z) \) is a slowly varying amplitude factor arising by performing the Fourier transform of the exponential kernel \( \exp(2j\kappa x^2 + z^2) \) thanks to the stationary phase method. Finally, (9) can be recast as a 3-D Fourier transform as

\[ R(r) = \int_{\Omega_{k_z, k_x, k_y}} \int \frac{k_z f(k_x, k_y, k_z) \varphi_S(k_x, k_y, k_z) \exp[-j(k_x x + k_y y)] \exp(jk_z(z - z_0)) \, dk_x dk_y dk_z, \] (10)

Equation (10) has the computational advantage that it can be efficiently computed by FFT for each point in the object space but also requires data to be interpolated and resampled according to a rectangular grid in the \( k \) space [22]. It can be noted that, unless the amplitude factor, (10) is identical to the SAR-I algorithm presented in [6] and also very similar to the F-K migration as outlined in [5].

A more rigorous derivation follows the wave equation along with the so-called exploding source model, which holds for both penetrable and nonpenetrable targets. Generally, the scattered field is thought as being radiated by a source at time \( t = 0 \) embedded within a medium characterized by a half the wave speed. Therefore, by accounting for only up-traveling (i.e., toward the measurement aperture) waves and by enforcing the boundary condition over the measurement aperture at \( z = z_0 \), the field can be backpropagated in the object space as

\[ R(r) = \int_{\Omega_{k_z, k_x, k_y}} \int \varphi_S(k_x, k_y, \omega) \exp[-j(k_x x + k_y y)] \exp(jk_z(z - z_0)) \, dk_x dk_y d\omega. \] (11)

This is the so-called F-K migration and (11) can be readily recast in spatial domain as

\[ R(r) = \int_{\Omega_{k_z, k_x, k_y}} \int \varphi_S(r, \omega) \frac{\partial}{\partial \omega} G^*(r, r, \omega) \, d\Sigma d\omega. \] (12)

Migration in (12) is known as the Rayleigh–Sommerfeld holography and its time domain is the well-known Kirchhoff migration [2]. Equation (12) has been obtained by requiring fewer approximations with respect to the previous methods; in fact, the amplitude spreading term has not been ignored and the stationary phase method has not been employed. Therefore, it can be considered as the mathematical rationale supporting the intuitive discussion under which previous migration schemes have been developed. However, (12) suffers of an implicit contradiction: while the field is backpropagated as a solution of a homogeneous wave equation, the exploding source assumes it is being radiated by a localized source. Differently, these issues are completely avoided in (5), and therefore, the Porter–Bojarski equation can be considered as a rigorous mathematical foundation for the migration algorithms. Nonetheless, migration algorithms succeed in the localization of the discontinuities and the estimation of the geometry of the targets, since all previous methods led to a correct phase compensation. This is apparent by comparing the point spread function returned by (12)

\[ \psi_S(r, r') = \int_I \int k^2 \exp(-2j\kappa |r - r'|) \exp(2j\kappa |r - r'|) \, d\Sigma d\omega. \] (13)

and (5)

\[ \psi_S(r, r') = \int_I \int k^2 \exp(-2j\kappa |r - r'|) \exp(2j\kappa |r - r'|) \, d\Sigma d\omega. \] (14)

The difference between (13) and (14) resides only in amplitude factors \( |r - r'| \), which become relevant only for near zone configuration, and in the \( k^2 \) term that basically acts as a high-pass filter [5].

**Inverse filtering**

Inverse filtering algorithms aim at reconstructing \( \chi(r) \) by solving (2). A simple way to address such a task is to Fourier transform the kernel function [20] and the resulting inversion scheme is referred to as *diffraction tomography*. More generally, the reconstruction problem can be cast as the inversion of the linear scalar operator (2). Rewriting such an equation in operator notation

\[ A: \chi \rightarrow \varphi_S, \] (15)

where \( \chi \) and \( \varphi_S \) are assumed to belong to suitable functional sets possibly according to a priori information about the unknown. To accommodate the effect of uncertainties and noise on data, usually the data space is assumed to be the Hilbert space of square integrable functions. This choice is also quite common for the unknown space, when no a priori information is available. The solution is then stated as

\[ \hat{\chi} = \text{inf} \| A\chi - \varphi_S \|. \] (16)
Since the operator $A$ is compact, (16) cannot have a solution, or if the solution exists it does not depend continuously on data, so the inverse problem is ill posed [16]. The lack of stability of solution can be restored by adopting a regularizing inversion scheme such as the Tikhonov method. This regularization scheme exploits a priori information about the unknown [16] and casts the inversion problem as a constrained optimization problem

$$\bar{x}_{a} = \inf \| Ax - \varphi_{s} \|^2 + \alpha\| B\varphi_{s} \|^2. \tag{17}$$

Here $B$ is a suitable constraint (smoothing) operator and $\alpha$ is the regularization parameter; a popular choice is $B = I$, which constrains the energy of solution. Important questions are the existence of the solution and its convergence (to the generalized solution) as the regularization parameter and the noise tend to zero. On this topic, there is a large body of literature, and the reader can find an excellent basic review in [16]. It is clear that the key question is the choice of the regularization parameter, which actually establishes the tradeoff between stability and smoothing of the solution. Different methods exist to select the regularization parameter. These methods can explicitly exploit the knowledge of the noise level, as the Morozov discrepancy principle, or not such as windowing regularization, i.e.,

$$\bar{x}_{a} = \sum_{n=0}^{\infty} W_{a,n} (\varphi_{s,n}) u_{a,n}. \tag{18}$$

where $W_{a,n}$ filtering window and $(\varphi_{s,n}, u_{a,n}, \sigma_{a})$ is the singular system of the scattering operator $A$. In inverse scattering problems, the relevant operator kernel is an analytic function of exponential type (far from its singularities) and this entails, for most situations, that the singular values have a nearly steplike behavior. Accordingly, the choice of $W_{a,n}$ is simplified as it can be set equal to $W_{a,n} = (1: n \leq N_{T}, 0: n > N_{T})$, where $N_{T}$ (the number of degrees of freedom) is the truncation index chosen around the knee exhibited by the singular values [24]. This regularization method is addressed as truncated singular value decomposition (TSVD) [16].

We end this section by making a comparison between the migration and inverse filtering methods. By looking at (8), it can be easily understood that migration basically performs the inversion by resorting to the adjoint of the scattering operator. This allows at obtaining a stable reconstruction, but even in absence of noise there is an intrinsic limitation on achievable resolution.

Finally, in the framework of inverse filtering, a new paradigm based on compressive sampling [25] has gained recent attention. The approach is of relevant interest when the scattering scene is sparse with respect to a suitable representation dictionary (roughly saying, if the target occupies a small fraction of the area to be imaged). In this case, the imaging problem is formulated as in (17), but the regularization term is based on the $L_1$ norm.

Details on why such a kind of inverse filtering allows obtaining highly resolved reconstructions with sparse set of data is left to the pertinent literature. Here, we just mention the Baraniuk's article [26] where an intuitive geometrical interpretation is provided in terms of the “shape” of the hyperspheres in $L_1$. Of course, also for this scheme, the choice of the regularization parameter $\alpha$ is crucial, since it dictates the degree of sparsity at which the scene is reconstructed.

**SOME UNCONVENTIONAL APPLICATIONS**

Many operational contexts require image scatterers embedded in complex obscuring and multipath environments (see Figure 2) [11]–[13], as in ground penetrating radar (GPR) and TWI surveys. In these cases, the first main difficulty regards the clutter arising from the obscuring medium, which can overwhelm the desired target response, especially for lossy background and/or when targets are close to the air/soil interface or wall. In most cases, using classical preprocessing procedures, such as time-gating and background removal solves the problem. The problem is more challenging when the target response overlaps to the background returns. In this case, more sophisticated methods have to be employed [27].

The second difficulty regards the inaccurate knowledge of the electromagnetic properties of the embedding medium, which leads to defocused and delocalized reconstructions. Accordingly, a large body of research has been dedicated to the estimation of medium properties before/while imaging (e.g., see [27]).

Assuming that previous issues have been solved, we now focus on the reconstruction capabilities of model-based inversion methods, particularly on the inverse filtering and the migration (inversion by using the adjoint of the operator). These imaging approaches are formulated by taking into account the Green’s function pertinent to the reference scenario under test. Accordingly, even though inverse filtering generally are computationally more challenging, they provide procedures more flexible and adaptable to a larger class of scenarios. The last consideration also includes measurement set-up where data are taken over a nonplanar aperture and possibly nonuniformly.

The first applicative example concerns the reconstruction of a dielectric target hidden in a dry soil, whose average dielectric permittivity has been estimated to be $4.5$, while its electric conductivity has been fixed equal to $1 \text{ ms/m}$. The target is a sphere having diameter $6.5 \text{ cm}$ and hidden $7.5 \text{ cm}$ below the air–soil interface within a $100 \text{ cm} \times 70 \text{ cm} \times 45 \text{ cm}$ wood tank; see Figure 3(a). The data have been collected on a $24 \text{ cm} \times 24 \text{ cm}$ square grid with a $4$-cm measurement step along both the $x$ and $y$ axis by means of a K2-RIS GPR system (produced by IDS Corporation) equipped with a single polarization $2$-GHz antenna. The GPR traces have been gathered in a $16$-ns time window. The measured data have been preprocessed by means of the background removal filtering procedure to remove the direct antenna coupling and the backscattered field due to the air–soil interface. Then they have been transformed into the frequency domain and processed by means of Born approximation-based imaging approaches and the adjoint-based inversion procedure. A
frequency range [1.1; 1.8] GHz has been selected and evenly sampled with a frequency step of 70 MHz (11 frequencies).

The obtained results are given in Figure 3(b)–(d), which show the constant depth slices of the reconstructed contrast function as normalized to its maximum value. These results have been obtained by assuming a half space as a reference scenario and assess the utility of a full 3-D wave propagation model. In particular, by comparing the results in Figure 3(b)–(d), we can state that the full 3-D Born approximation imaging approach provides cleaner images, from which the target's shape and size can be estimated. Conversely, the migration-based reconstruction of Figure 3(c) is most sensitive to the soil inhomogeneity, and it is affected by several ghosts appearing in the upper part of the investigation domain. Finally, the most common pseudo-3-D algorithm, which produces 3-D images by interpolating 2-D reconstructions, does not allow for an accurate reconstruction of the geometrical features of the target. The results in Figure 3(b) and (d) have been obtained by fixing the T-SVD threshold in such a way to filter out all those singular values that are 30 dB below the maximum.

Inverse filtering approaches are suitable also for SAR-I in complex urban environments. In this framework, building walls obscuration and attenuation reduce the ability to detect targets, and most notably the electromagnetic signal propagation undergoes multipath effects. This usually produces artefacts (ghosts) so increasing the number of false alarms. A possible strategy to overcome this last problem is to mitigate multipath returns. In this frame, frequency dependence of scattering properties of target and multipath structure cannot be ignored and a multipath separation requires large operational bandwidth.

However, when the target and the radar are not in the line of sight, the only possibility to retrieve information about its presence is thanks to multipath exploitation. Multipath exploitation is an emerging field of research in the framework of SAR-I for urban sensing applications [12], [28]. The main focus is on the development of multipath models leading to correct and easily interpretable SAR images free from multipath ghosts. Furthermore, as shown in [12] and [28], a correct modeling and exploitation of the multipath provides additional information that may potentially improve imaging performance in terms of resolution limits.

We will discuss a novel and interesting application that helps us to elucidate these concepts [12]. Specifically, we are concerned with the problem of imaging strong scattering targets located in an urban canyon. In particular, we consider the 2-D scenario in Figure 4, along with the scattering layout [Figure 4(a)]. A UWB electromagnetic pulse having the shape of a Ricker wavelet with central frequency of 1,600 MHz is radiated by each antenna, whereas the working frequency range is [1, 2] GHz discretized at a 50-MHz step. The SAR array is composed by 11 line sources with a spacing of 0.1 m placed in correspondence of the canyon entrance. Due to the peculiar geometry, at each measurement point the received echo from the target is the superposition of various multipath contributions (e.g., direct path, single reflection path, diffraction path, etc.). It must be stressed that, depending on the system constraints in terms of operating bandwidth and/or aperture size, these multipath returns may be or not well separated in time.

A linear scattering model is applicable under Kirchhoff's approximation; however, as a noncanonical geometry is involved, no closed-form analytical expressions for the Green's function are readily available. A possible answer may be to compute approximate expressions for instance by ray optics models. Alternatively, one must necessarily resort to numerical techniques which are quite flexible and therefore applicable in several contexts. In particular, the finite difference time domain (FDTD) method represents a good candidate.

Some representative results for a perfectly cylindrical target with radius 0.1 m and centered at the point (0, 1.3) m are reported in Figure 4, along with the scattering layout [Figure 4(a)]. A UWB electromagnetic pulse having the shape of a Ricker wavelet with central frequency of 1,600 MHz is radiated by each antenna, whereas the working frequency range is [1, 2] GHz discretized at a 50-MHz step. The SAR array is composed by 11 line sources with a spacing of 0.1 m placed in correspondence of the canyon entrance. The frequency domain scattered field data have been inverted by applying the T-SVD inversion scheme with a truncation index selected in such a way to filter out the singular values lower than −20 dB with respect to the maximum one.

As can be seen in Figure 4(b), when the image is obtained by inverting the actual data by means of the free-space Green's function, some artefacts, due to multipath, arise in the image.
so to impair the localization of the real target. On the other hand, when the correct Green’s function (computed by FDTD) is adopted, the true target is well localized and the multipath ghosts are completely suppressed [see Figure 4(c)].

As a term of comparison, we report in Figure 4(d) the tomographic reconstruction achievable with the adjoint inversion and the reconstruction performance are worse compared to the inverse filtering solution. Finally, by comparing the urban canyon reconstruction in Figure 4(c) to that attainable in a free-space scenario [see Figure 4(e)] with the same array configuration, it can be seen that the image relevant to the canyon scenario highlights a larger portion of the upper scatterer’s contour. This peculiar feature is a direct consequence of multipath exploitation that, in the specific example, is mainly related to the specular reflections from the building walls. From the physical perspective, this fact can be interpreted by considering that the rays emitted by the source, reflected from the walls and reaching the target can be seen as originated by “virtual sources” falling outside the array. In other words, the target is “viewed” under a wider angle. As a result, once taken into account in the forward model, the multipath improves the image resolution in crossrange. Further details on the resolution enhancement due to multipath exploitation can be found in [12].

Finally, as further examples of unconventional measurement configurations, significant attention has been recently devoted to the development of hardware and data processing solutions for the multistatic SAR-I both for satellite imaging [29] and in [30] for high-resolution imaging for short-range applications.

CONCLUDING DISCUSSION
In this article, a quick overview of several SAR-I algorithms has been presented. The discussion mainly focused on establishing the rigorous mathematical framework upon which such imaging algorithms are founded. It has been shown that SAR-I algorithms can be classified in inverse filtering and migration methods. The
first are methods that achieve imaging by inverting the linearized scattering operator. Migration, instead, basically achieves imaging by compensating the scattering phase by properly adopting a spatially varying filter. Interestingly, it has been shown that the generalized holography coming from the Porter–Bojarski equation is the more rigorous migration scheme. In fact, the generalized holography provides an explicit relationship between the migrated field and the target and does not rely on the homogeneous wave equation and the exploding source model. Nonetheless, all migration schemes provide similar results because they compensate the scattering phase in the same way.

A comparison between migration and inverse filtering has been briefly addressed as well. Basically, as migration performs the inversion by approximating the inverse operator by the adjoint of the scattering operator, the achievable resolution is intrinsically limited. However, the inverse scattering problem is ill posed and noise and uncertainties are always present.

As shown by representative examples based on synthetic and experimental data, migration generally provides worse imaging performance compared to the inverse filtering; however, inverse filtering is usually more computationally demanding.
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This tutorial-style article presents the novel concept of time-reversal-based airborne ground penetrating radar (TR-AGPR) and its application for soil imaging and gives a brief description of the time-reversal synthetic aperture radar SAR (TR-SAR) focusing algorithm. The intent of this article is to answer the question as to whether the time-reversal-based algorithm is a feasible technique for SAR focusing of a buried target (structure).

INTRODUCTION

Synthetic aperture radar (SAR) [1], [2] is one of the most important engineering inventions of the last century. High-resolution images are commonly used over a wide range of applications. With a varied number of modes and purposes, the SAR system provides comprehensive imaging capabilities in microwave frequency range at different altitudes (airborne or spaceborne systems), on a large scale (depending on the footprint size), and in different frequency bands. Furthermore, electromagnetic (EM) waves have the ability to penetrate into the soil, be scattered on its inhomogeneities, and travel toward the initial source location in the form of backscattered waves. On the other hand, a radar system designed for nondestructive subsurface soil imaging, referred to as ground penetrating radar (GPR) [3], more often uses the SAR technique for high-resolution imaging of the subsurface soil structure. A GPR system mostly operates as an ultra-wide-band (UWB) [4] system in a low-frequency range [very high frequency (VHF)/ultrahigh frequency (UHF), and P-band and L-band of frequency] and has a limited area of imaging, thus significantly reducing the ability to image complex and vast buried structures to local-scale applications.

The area of the GPR imaging process depends on three factors: 1) the width of footprint over the surface (antenna pattern, height, and incident angle), 2) the effective penetration depth of soil, and 3) the antenna displacement. SAR and GPR imaging processes exhibit similarities. For instance, both imaging processes have a common feature, i.e., they are formed as a result of antenna movement above the surface at a constant height. Although having many differences, similarities between the two imaging processes led to the idea that it is possible to model and develop a concept of airborne GPR (AGPR), i.e., a radar system combining the advantages and essential features of the two well-known SAR/GPR techniques and operating over a large scale.

Some early attempts at this concept have been already performed in the Shuttle Imaging Radar-B mission: for instance, with the shuttle over a desert [5], [6] or glacier [7]. Due to natural environmental conditions, the structures of a desert and...
glacier are strongly similar to a homogeneous structure (dry sand or ice) with almost constant EM parameters in the observed area. Hence, the propagation medium can be approximated as two homogeneous half-spaces, i.e., free space and a material medium. A similar homogeneous approach of the soil structure, with constant values of permittivity $\varepsilon$ and conductivity $\sigma$, was used in discussions, analysis, and numerical simulations [8]–[10]. Unfortunately, such a homogeneous approximation of the soil structure does not correspond to the vast majority of lands, which are a mixture of different soil types, arranged in horizontal-layered structures with varied texture and parameters inside a single layer. Due to the inhomogeneous nature of the soil, the backscattered signal derived from multireflections of the EM waveform transmitted through the soil is disrupted by dispersion and loss effects. This leads to energy dissipation and pulse distortion strongly affecting the output of the matched filtering and significantly degrading the spatial resolution. Detailed analysis of the low-frequency SAR focusing problems was carried out in [11]. The most important problem is the strong defocusing of the backscattered signal in range (depth) dimension, which does not allow one to fully benefit from the SAR processing. The primary step to take advantage of the SAR processing should be the neutralization (or compression) of the defocusing effects in depth dimension. On the other hand, the time-reversal (TR) [12]–[15] technique is used to exploit multipath propagation in rich scattering media and to provide significant detection gain. For instance, experiments in the microwave frequency range 4–6 GHz with single antenna were described and performed in [15]. Overall, the TR is incorporated with the wide range of remote sensing applications to improve their imaging and detection efficiency [16]. Its applications in the SAR were described, e.g., for target focusing and removing ghost images [17], [18], as well as for change detection [19]. Furthermore, the TR were used for beamforming imaging [20] and source localization in changing media [21]. In addition, the TR were applied in the GPR for focusing algorithm [22] and for TR-based range estimation [23].

The expansion of the functionality of the side-looking airborne radar (SLAR) with a new method of scanning along a modern signal focusing algorithm, based on the TR approach, may result in novel and uncommon capabilities for high-resolution imaging of soil structure over a large scale and in many areas. A validation of the TR focusing algorithm would provide new broad-area imaging capabilities that would be usable in many fields, such as soil-resource mapping, environmental protection, and military surveillance and recognition. Before focusing on a general TR-AGPR concept, the modeling of the soil texture and the EM parameters are introduced to fully understand the complex nature of soil as a material medium, and TR principles are presented.

### SOIL MODELING

#### PHYSICAL MODEL

In general, modeling of the EM parameter of the soil is limited to estimating the permittivity $\varepsilon$ and the conductivity $\sigma$. The permeability $\mu$ is assumed to be free space. Estimation of the relative complex dielectric constant $\varepsilon_r$ is performed by a pedotransfer function [24], [25] based on the soil texture and moisture profile. In [26], it is shown that the geological database is a valuable source of information about the soil texture, its inhomogeneous and layered nature.

The soil typological unit (STU), from the geological database Soil Profile Analytical Database For Europe (SPADE)/2, contains averaged information about soil texture of the selected volume of ground, is organized as a column vector defined in depth dimension, and presents information, e.g., about the percentage of clay $c_r$, percent of silt $s_r$, percent of sand $s_s$, and bulk density $\rho_b$. Relative amounts of clay, silt, and sand determine the soil class. The fundamental method for classifying the soil types has been illustrated by the U.S. Department of Agriculture in the form of triangle, based on the relationships between percentages of different sizes of particles. The 12 classes of unequal areas are distinguishable, ranging from homogeneous (sand, silt, clay) to highly mixed (loam) [25].

The theory of pedotransfer function assumes the estimation of the immeasurable (or difficulty measurable) parameters from one or more measurable ones, i.e., estimation of $\varepsilon_r$ based on soil texture $(c_r, s_r, s_s, \rho_b)$ and soil moisture profile $m_r$. The $\varepsilon_r$ of soil mixture can be expressed as

$$\varepsilon_r = \varepsilon_r' - j\varepsilon_r'', \quad (1)$$

where the real part $\varepsilon_r'$ is the dielectric constant of an equivalent lossless material, and the imaginary part $\varepsilon_r''$ is the dielectric loss factor. Using the pedotransfer function proposed in [24], the real and imaginary part of (1) can be expressed as

$$\varepsilon_r' = 1.15\left[1 + \frac{\rho_b}{\rho_s} (\varepsilon_r'' - 1) + m_r^2 \varepsilon_r'' - m_r \right]^{\frac{1}{2}} - 0.68, \quad (2)$$

$$\varepsilon_r'' = \left[m_r^2 \varepsilon_r'' - \alpha \right]^{\frac{1}{2}}, \quad (3)$$

respectively. Variables in (2) and (3) mean $m$ is soil moisture profile; $\rho_b$ is bulk density of soil mixture; $\rho_s = 2.66 \text{ g/cm}^3$ is characteristic bulk density of soil mixture; $\varepsilon_r$ is the dielectric constant of the soil solids and is given by $\varepsilon_r = (1.01 + 0.44\rho_s)^2 - 0.062$; $\alpha = 0.65$ is the empirical coefficient; $\beta'$ and $\beta''$ are empirical coefficients dependent on soil texture (i.e., $c_r$ and $s_s$); and $\varepsilon_r'$ and $\varepsilon_r''$ are mainly frequency-dependent parameters, and less texture- and moisture-dependent [24]–[26]. The frequency dependence of $\varepsilon_r$ is one of the most important issues for UWB signals. According to (2) and (3), the soil mixture shows a dispersion nature and variations of both parts of $\varepsilon_r$ are not monotonic [26]. Moreover, (2) and (3) indicate a strong dependence of permittivity from the soil moisture profile $m_r$. Referring to [26], the permittivity changes can be described as a process whose amplitude is similar to the soil moisture profile $m_r$ and is modulated by the soil texture, implying the influence of $s_s$ and $c_r$ into $\beta'$ and $\beta''$ [see [26, eqs. (13) and (14)]. Figure 1 shows an example of geological and EM modeling of the soil layered structure based on data from SPADE/2 and the pedotransfer function. Originally, soil typological unit (STU)
HU360084 was composed of three classes of soil (horizons), starting from the top:
- sandy clay loam (0, –0.96) m
- sand (–0.96, –1.38) m
- sandy clay (–1.38, –2.5) m.

Other classes of soil were artificially added in this STU profile to get more complex geological structures. Figure 1(a) presents the soil’s geological structure estimated on the basis of STU HU360084 to a depth of $Z_N = 2.5$ m; the thickness of the each planar layer $l_n$ equals $d_n = 5$ mm. Thus, it results in structure of $N = 500$ layers each with different geological structures and a planar interface between consecutive layers ($l_n$, $l_{n+1}$). In realistic conditions, several man-made objects (or structures) can be buried at different depths, locations, and inclinations to the surface, e.g., pipelines, underground storage tanks, cables, rocks, archaeological remains, mines, unexploded ordinances, and others. For the sake of simplicity, a bare and flat soil surface is assumed, thus avoiding taking into account the surface shape (roughness) and vegetation in the backscattered signal simulation.

Referring to the modeling process presented in [26], the equivalent absolute value of the $|e_z|$ is presented in Figure 1(b), for single frequency $f = 480$ MHz. Although three main horizons of soil geological texture [see Figure 1(a)], due to the nonmonotonic changes of the moisture profile $m_n$, the volume of $|e_z|$ presented on Figure 1(b) consists of four ranges of similar dielectric constant values, from the top:
- (0, –0.96) m
- (–0.96, –1.38) m
- (–1.38, –1.59) m
- (–1.59, –2.5) m.

![FIG1](https://example.com/figure1.png) An example of a horizontal-layered soil structure: (a) geological and (b) relevant absolute value of complex relative dielectric constant $|e_z|$.
Inner range values differ slightly, the largest differences of the $|r_i|$ occur at the interfaces between ranges, due to the water exchange processes. Various hydrological properties of the individual soil layers cause the nonmonotonic process of water percolation into and evaporation from soil structure. A complex nature of the $m_o$ (with respect to its shape and variation over time and spatial coordinates) forces it to numerical calculation [11], [26], for instance, based on the Richards’ equations [27] and the soil hydraulic parameters [25].

**BACKSCATTERED SIGNAL**

Theoretically, in a rich scattering medium, the target response of a point scatterer consists of a direct amplitude-scaled echo and multipath echoes from the surrounding scatterers. On the other hand, the target response $s(t)$ in an AGPR consists of a strong backscattered echo derived from surface reflection and a weak cumulative echo from soil structure. The strong backscattered echo comes from the boundary between the sensor half-space and soil half-space. Furthermore, the weak echo from soil structure contains direct amplitude-scaled and distorted echo from point scatterers, and superposition of every indirect multipath reflections from the point scatterers and an infinite number of multipath reflections from soil inhomogeneities. Therefore, the target response $s(t)$ can be generally expressed as

$$s(t) = s_0(t) + \sum_{i=1}^{\infty} h_i(t) * s_i(t - \tau_d - l),$$

where $s_0(t)$ is surface reflection coefficient, $s_i(t)$ is transmitted radar signal, $\tau_d$ is the two-way time delay between radar and surface, $h_i(t)$ is impulse response of $i$th propagation path inside the soil, $l_t$ is propagation time of $i$th path, and $*$ denotes time convolution. The first term in (4), representing surface reflection, strongly disturbs a weak cumulative echo derived from internal multipath reflections in the soil structure and should be processed as clutter. Furthermore, even a slight difference of EM parameters (e.g., $\varepsilon_r$) between two consecutive layers ($l_n, l_{n+1}$) causes energy reflection proportionally to the reflection coefficient [3]. Permittivity $\varepsilon_{r,n}$ affects the propagation time through the layer $l_n$, thus in consequence, the change of $\varepsilon_{r,n}$ affects the propagation time $l_t$ of the $i$th path (passing by the layer $l_n$). Considering the downward and upward traveling of the UWB pulse only through a small number of dispersive layers $L$ in the structure presented in Figure 1(b), where $L < N$, with $N$ of considered layers (see the section “Physical Model”), the backscattered pulse distortion becomes nonnegligible. In addition, $L$ decreases when the bandwidth of UWB pulse increases.

The main task of source separation methods is the extraction of weak cumulative echoes occurring on the strong surface reflection background. This operation is similar to the ground reflection removal (GRR) used in the GPR imaging process and is aimed at the separation of strong terrain returns, which dominate in backscattered signal and shade weak echoes from the entire soil structure and not only from the upper shallow layers. In conventional GPR, the separation of surface reflection is performed, for example, by the blind source separation [28], compressive sensing [29], or the simple averaging-and-subtraction methods. The perpendicular location of the antenna directly above the ground surface reduces the footprint and allows one to process ground returns as point reflection assigned only to antenna coordinates, which simplifies processing. Unfortunately, there are a number of theoretical and practical issues related with the use of source separation methods in AGPR. First, the use of an airborne platform considerably increases the level of the ground returns caused by a significant expansion of the observed surface (a broader footprint on the surface in comparison to the vehicle-mounted GPR). Second, a nonperpendicular observation angle results in the spread of ground returns across time in the range from near slant range $R_w$ to far slant range $R_f$. Therefore, a weak cumulative echo from soil structure derived from the slant range $R_w$ occurs on the background of the superposition of every ground return within the footprint. Additionally, the incident angle affects both the level of ground returns and the backscattered echo from buried targets, similarly as in conventional GPR. The complexity of source separation issues is only briefly highlighted in this article, however, the investigation of source separation techniques and their applicability is outside the scope of this article and will be addressed in future works.

**TIME-REVERSAL**

**HYPOTHESIS**

The TR technique [12]–[16] exploits the reversibility (reciprocity) of the propagation medium, which means that a field and its time symmetric form can both propagate in this medium. Using the TR operator $\mathcal{T}$ [14], the “reversible” form of four vectorial fields describing EM waves $\tilde{E}, \tilde{H}, \tilde{D}$, and $\tilde{B}$ are expressed as follows:

$$\mathcal{T}[\tilde{E}(\hat{r}, t)] = \tilde{E}(\hat{r}, -t), \quad \mathcal{T}[\tilde{D}(\hat{r}, t)] = \tilde{D}(\hat{r}, -t), \quad \mathcal{T}[\tilde{H}(\hat{r}, t)] = -\tilde{H}(\hat{r}, -t), \quad \mathcal{T}[\tilde{B}(\hat{r}, t)] = -\tilde{B}(\hat{r}, -t).$$

(5)

The TR invariance of the following wave equation in nondispersive and lossless media

$$\nabla^2 \tilde{E}(\hat{r}, t) - \mu(\hat{r}) \varepsilon(\hat{r}) \frac{\partial^2}{\partial t^2} \tilde{E}(\hat{r}, t) = 0$$

(6)

indicates that vector electric field $\tilde{E}(\hat{r}, t)$ and its time-reversed version $\mathcal{T}[\tilde{E}(\hat{r}, t)]$ are solutions of the same wave equation (6). However, loss and dispersive media are naturally present in the environment, e.g., a soil mixture with all its natural belongings and man-made objects. The basic idea of the TR is to re-emit the received pulse to alleviate these loss effects. A nonzero value of the conductivity $\sigma(\hat{r})$ and dependence of medium permittivity from frequency $\varepsilon(\hat{r}, f) = \mathcal{F}^{-1}[\varepsilon(\hat{r}, \omega)]$ leads to the wave equation

$$\nabla^2 \tilde{E}(\hat{r}, t) - \mu(\hat{r}) \frac{\partial^2}{\partial t^2} [\varepsilon(\hat{r}, t) \tilde{E}(\hat{r}, t)] - \mu(\hat{r}) \sigma(\hat{r}) \frac{\partial}{\partial t} \tilde{E}(\hat{r}, t) = 0.$$  

(7)

The comparison of (6) and (7) shows the presence of the additional term with first derivation of the $\tilde{E}(\hat{r}, t)$ in our case. Thus, the conventional TR operator cannot be directly applied into
loss media. In addition, the attenuation in dispersive media affecting each frequency component of $E(f, t)$ depends on the medium properties, for instance, the conductivity [compare (6) and (7)]. Without taking theoretical considerations into account [30], we describe the influence of dispersion and irregular attenuation on the (ultra-)wideband signal, e.g., on the common radar linear frequency modulated (LFM) pulse.

- **Dispersion**: In a dispersive medium, each wave component has a different phase velocity. Depending on the dispersion characteristic of the medium, when higher frequency components travel faster than the lower frequency components, then the duration time of up-chirp decreases while for down-chirp it increases, and reversely. Thus, the LFM pulse (whether up- or down-chirp) traveling through the dispersive medium does not maintain a constant value. Therefore, the once-changed shape can be retrieved with a fairly high accuracy after retransmission through the same medium but with reversed internal frequency changes (down- or up-chirp).

- **Irregular attenuation**: The frequency-dependent attenuation separately affects the amplitude of each frequency component of the LFM pulse. Depending on the attenuation properties of the medium, the amplitude of the LFM characteristic spectrum can change to any other shape. The attenuation characteristic in the frequency domain can be obtained based on the comparison between the initial spectrum and the attenuated signal spectrum. Nevertheless, a priori knowledge about attenuation properties (for instance, based on the physical soil model, as shown in the section “Soil Modeling”) can be used to selectively amplify the attenuated frequency components to reach the desired shape. Thus, based on the attenuation characteristics obtained in a first transmission with initial LFM pulse, in retransmission each frequency component can be selectively overamplified to ensure the shape of the reattenuated spectrum similar to the characteristic spectrum of the LFM pulse.

Taking both effects into account, it can be assumed that the mirrored (time-reversed) retransmission of the once irregularly attenuated and dispersed signal through the same medium, with selective amplification of each frequency components, allows restoration of the initial pulse with very high precision. This hypothesis assumes a unchanging medium as well as the same location of the transmitter and receiver in the initial transmission and the secondary retransmission.

### FOCUSING ALGORITHM

As shown in [12]–[16], TR measurement is organized as two successive and implicitly linked probing, where a single probing is composed of its own signal transmission and registration. Thus, TR measurement can be simply represented as two pairs of signals: the first pair of $[s(f), t]$ representing the transmitted $s(f)$ and recorded $s(f)$ signal in forward probing, and the second pair of $[s^2(f), t^2]$ representing the transmitted $s^2(f)$ and recorded $s^2(f)$ signals in TR probing. As follows from the TR assumptions, $s(f)$, depends on $s(f)$, i.e., $s^2(f) = F^{-1} [K_s S^2(f)]$, where $K_s$ is an energy normalization factor, $S^2(f) = F[s^2(f)]$, $F$ is the Fourier transform, and $\bullet$ denotes conjunction. This time-frequency dependence between $s^2(f)$ and $s^2(f)$ results from the TR assumptions and is aimed at retracing the signal propagation path and coherent energy refocusing phenomenon. Hence, the two remaining signals, i.e., $s^2(f)$ and $s^2(f)$, represent an input and an output of TR measurement. The first, $s^2(f)$, is a well-known radar waveform. The second, $s^2(f)$, is supposed to represent the temporal and spatial refocused energy. While the signal is emitted with pulses centered on the carrier frequency, the (re)focusing algorithm consists of matched filtering performed in the baseband frequency range on $s^2(f)$ and with $s^2(f)$ as a reference signal for providing a high resolution and maximizing signal-to-noise ratio (SNR).

### TR-BASED AGPR CONCEPT

Within the soil geological structure as well as the consequences on the backscattered signal presented in the section “Soil Modeling” and the focusing hypothesis and algorithm described in the section “Time-Reversal,” we describe the TR-AGPR system designed for imaging of an optically invisible soil structure. From the geometrical point of view, the TR-AGPR configuration is identical to the SLAR configuration. The key difference lies in the different purposes of observation. Classical SAR systems are devoted to imaging the terrain surface, and a typical high-resolution SAR image represents only a reflectivity of the terrain surface. On the contrary, TR-AGPR intends to image the optically invisible soil structure located under the surface and process typical backscattered terrain returns as clutter. Figure 2 presents an adequate geometry of a TR-AGPR system (in SLAR, strip-mode SAR) with an example location of buried objects in the soil.

An AGPR mission, similar to SAR missions, is performed at a height $H$ with the platform velocity $v_p$. The antenna beam, with azimuth $\theta_a$ and elevation $\theta_e$ beamwidth, is oriented at an angle $\theta_a$. TR-AGPR systems, during an acquisition along the synthetic aperture line $L_w$, observe swath about width $W$: meters and length dependent on the duration of the TR-SAR acquisition. The near slant range to swath is $R_n$ and the far slant range is $R_f$. The soil structure, presented in Figure 2, contains three types of usual objects located at typical depths for each. Antipersonnel mines are placed just below the surface, pipelines are usually located down to several meters, and stones (or rocks) may occur at every depth. Such objects have their own dielectric constants, defined by the material from which they are made (for instance, see [3, Table 2.1]).

### TR-BASED METHOD OF SCANNING

As shown in Figure 2, from the geometrical point of view, the conventional SLAR and TR-AGPR configurations are similar. The difference lies in the way of pulse transmission and signal processing. Unlike traditional SARs, as stated in the section “Focusing Algorithm,” TR-AGPR has two signal transmissions. First, a chirplike radar signal, of duration $T_s$ and total energy $E_v$ is transmitted. Backscattered returns are recorded in time window $T_v$. Then, after source separation (see the section “Backscattered Signal”), TR operation and energy normalization, a new radar signal is transmitted and backscattered
The TR-AGPR configuration with three man-made objects buried at different depths and locations.

returns are recorded. In other words, three separates steps can be distinguished at a given position along the \(L_{sw}\), specifically, forward probing, TR operation, and TR probing. Figure 3 presents a possible time-schedule of system functionality at a particular position along the synthetic aperture. Naturally, other schedules of TR scanning can be assumed.

FORWARD PROBING
In the usual transmission of SAR systems, backscattered signals are recorded in time \(t_w\) between \(T_{in}\) and \(T_{ir}\), corresponding to the near and far slant range, \(R_{in}\) and \(R_{ir}\), respectively

\[
T_{in} \leq t_w \leq T_{ir} = \frac{2H}{c \cos\left(\theta_{in} - \frac{\theta_a}{2}\right)} \leq t_w \leq \frac{2H}{c \cos\left(\theta_{in} + \frac{\theta_a}{2}\right)} + T_r
\]

(8)

where \(c\) is speed of the light and term \(T_r\) is added to fully record whole returns from the far slant range. Therefore, the time period \(T_r\), intended for the terrain returns registration is \(T_r = T_{ir} - T_{in}\). However, the time period \(T_r\) can be too short for registration of the sufficient amount of backscattered energy derived from internal reflections inside the soil on its inhomogeneities, as well as from the buried objects (structures). In fact, as outlined in the section “Soil Modeling,” variations of the relative complex dielectric constant \(\epsilon_r\) result in changes of wave propagation velocity \(v_s\) in soil, which is locally in layer \(I_a\) given by \(v_{s,a} = c \sqrt{\epsilon_{r,a}}\). In consequence, variation of \(v_s\) affects the effective depth of propagation. Moreover, we have to consider what effective depth of penetration it is possible to achieve and what effective depth of penetration is desirable from the mission point of view. For mine detection, small penetration depths are sufficient (to tens of centimeters), but for pipeline monitoring, higher depths are required (to several meters). Therefore, the upper time limit for returns registration in (8) should be increased by the term representing the sufficient penetration time \(T_{ip}\), so (8) is now changed

\[
T_{in} \leq t_w \leq T_{ir} = \frac{2H}{c \cos\left(\theta_{in} - \frac{\theta_a}{2}\right)} \leq t_w \leq \frac{2H}{c \cos\left(\theta_{in} + \frac{\theta_a}{2}\right)} + T_r + T_{ip}.
\]

(9)

The value of \(T_{ip}\) should be selected according to the AGPR application and a priori information about the type of soil, as seen in the section “Physical Model.” An appropriate choice of time window \(T_{ip}\) and its location at the time axis is one of several issues in proper selection.

TR OPERATION
This step is the formation of a new radar waveform based on the backscattered signal recorded in the previous step. All tasks in this step consist only of signal processing in the base band frequency range. The effective duration of this step \(T_{op}\) is dependent on the hardware performance of the radar unit and the efficiency of signal processing algorithms. TR operation is equivalent to a mirror operation, i.e., last in, first out, and performed in the time window \(T_w\). In the frequency domain, the operation corresponds to the spectrum conjugation. The Fourier transform of time-reversed signal \(S_t^r(\omega)\) equals

\[
S_r^f(\omega) = K_s S_t^r(\omega),
\]

(10)
The schedule of TR acquisition at a given position along the synthetic aperture line.

where $S'_{\omega} = \mathcal{F}[s'_{\omega}(t)]$ and $K_s$ is the energy normalization factor (see the section “Focusing Algorithm”). Energy normalization ($EN$) provides compensation for energy losses and keeps average energy at a constant level [15]. The normalization factor $K_s$ is given by

$$K_s = \sqrt{\frac{E_s}{E_w}}. \quad (11)$$

where $E_s$ is the total energy of the transmitted radar signal and $E_w$ is the total backscattered energy from soil structure. It should be noted that $E_s$ is calculated during $T_s$ and $E_w$ during $T_w$, respectively, where $T_w \gg T_s$. However, (11) expresses a normalization coefficient, which is valid only in the medium where the attenuation does not depend on the frequency, i.e., in a non-dispersive medium. In such a medium, $EN$ can be performed as a compensation of average energy.

**TR PROBING**

This key step starts at $T_{TR}$ (see Figure 3) and consists of retransmission and backscattered returns registration. The duration of the signal transmitted in TR probing is equal to $T_s$. Additionally, $T_{in} \gg T_s$ has to be satisfied to prevent signals overlapping and uncertainty of returns registration. Due to $T_w \gg T_s$, the radar blind zone for TR probing is greater than for forward probing. In this acquisition, the time period $T_{TR,w}$ intended for backscattered returns registration is considerably longer than $T_s$.

**DIFFERENCES, LIMITATIONS, AND EXCEPTIONS**

The extended measurement times at individual positions along synthetic aperture, more than twice that of the conventional SAR, due to $T_{in} \leq (T_{in} + T_{TR,w})$, decrease the value of pulse repetition frequency (PRF). For the TR-AGPR, the mission value of PRF is considerably lower than PRF in conventional SAR missions. A decreasing PRF value causes less precise reconstruction of the azimuth reference signal, and thus, deterioration of the azimuth resolution. Proper selection of PRF is the important issue in the TR-AGPR system, in particular, to perform the accurate synthesis of the antenna along the radar track.

The scheme of TR-AGPR acquisition with TR operation, presented in the section “TR-Based Method of Scanning,” differs considerably from a typical scheme of TR measurements [15]–[16] in one field. Specifically, the conventional TR scheme assumes the performance of additional (initial) probing of the clutter channel as a measure of clutter response only, i.e., when the target is absent. In the case of TR-AGPR, the presence of objects in the soil is difficult to identify due to their invisibility and buried nature. However, an additional flight and preacquisition over terrain, with the drawback of increasing the cost of the AGPR mission, may prove useful information about backscattered terrain returns, which are identified as clutter [see (4)]. Afterward, based on the properly developed source separation methods, the weak cumulative echoes derived form internal multireflection can be separated from clutter, time-reserved, and energy normalized, and used in TR probing. Unfortunately, as shown in the section “Backscattered Signal,” the use of source separation methods in AGPR requires additional and intensified investigations due to the complexity of this issue.

Moreover, the TR experiment, in the original form, specifies the location of the transmitter and receiver on opposite sides of the scattering environment. Such a configuration is not appropriate for GPR measurements due to natural impracticality. During the last few years, several configurations of the TR experiment (various transmitter–receiver configurations) were used: monostatic pulse-echo [18], [19] or bistatic pulse-echo [20], [23]. With regard to the AGPR mission configuration (i.e., one antenna for signal transmission and backscattered echo registration), the TR experiment with the use of an airborne platform can be carried out only in the monostatic pulse-echo configuration.

Further, as stated in the section “Focusing Algorithm,” the TR hypothesis assumes the invariant medium and the same position of the transmitter and receiver in the initial transmission and the secondary retransmission. The condition of invariant medium is valid since the TR-AGPR acquisition along $L_{in}$ takes up to several seconds, and thus, the geological and hydrological parameters impacting the value of complex relative dielectric constant [(1)–(3)] are constant. Unfortunately, since the radar is in motion, at the altitude $H$, the second condition is not satisfied. However, proper selection of PRF and consideration the fact that $H \gg h$, where $h$ is the depth determined by the purpose of the mission, allow for presumption that radar motion at $H$ slightly affect the (re)focusing effect. Generally, since the reference signal used in matched filtering is the pulse sent in the initial probing, the (re)focusing effect depends only on “the quality of restoration” of the initial pulse in TR probing. As shown in
[21], minor perturbations in probing position, relative to the inhomogeneous medium, have few effects on TR focusing.

Beyond the lack of strict clutter probing, the main idea of the TR approach for AGPR remains the same (as presented in the section “Time-Reversal”). Due to complex scattering phenomena in soil structure, TR should coherently cover and exploit the original multipath propagation to provide a temporal and spatial energy refocusing effect.

**TR-AGPR SIMULATION SETUP**

The TR-AGPR simulations were performed on the basis of (relatively) a simple ray tracing method, with three point scatterers $S_1$, $S_2$, $S_3$ located in the soil structure, each at a different horizon [see Figure 1(a)]. The coordinates, i.e., (depth, along-track, across-track) m, are (0.625, 127, 1,746) m, (1.25, 255, 1844) m, and (1.875, 383, 1945) m for the first $S_1$, second $S_2$, and third $S_3$ scatterer, respectively. Soil structure and AGPR geometry configuration were chosen as depicted in Figure 2 in the section “Physical Model.” For the AGPR mission, the SLAR configuration with the following parameters were assumed: $H = 3,500$ m, $\nu_r = 100$ ms$^{-1}$, PRF = 200 Hz, $\sigma_a = 35\mu$m, and $TE$ polarization. As a radar signal, the up-chirp LFM pulse of $f_c = 430$ MHz, $B = 200$ MHz, and $\tau = 1.2$ μs were used

$$s^r_1(t) = \cos(2\pi f c t + \pi \nu_r t^2) - \frac{\nu_r}{2} \leq t \leq \frac{\nu_r}{2},$$

where $\gamma$ is the chirp rate. The SAR simulation was performed along 1,024 positions on the synthetic aperture line leading to a synthetic aperture length $L_s = 512$ m.

To simplify the backscattered signal simulation and processing, the ground reflections are not included; only backscattered signals form buried targets are taken into account. As stated in the section “Physical Model,” the total number of distinguishable layers in the selected STU profile is equal $N = 500$, each with a different value of the complex relative dielectric constant. The number of layers $L_t$ taken into account in the simulation depends on the depth of the scatterer and is equal to 125, 250, and 375 for the first $S_1$, second $S_2$, and third $S_3$ scatterer, respectively. The different travel paths are modeled based on Snell’s law, starting from the radar location, through the entry point to the soil and relevant number of layers $L_t$, to the scatterer location (refer to [11] for a detailed description of the simulation). Moreover, pulse instantaneous frequency lies in the range of 330–530 MHz, i.e., in a frequency range where the imaginary part of the relative complex dielectric constant $\varepsilon_r$ varies the most; see (1)–(3) and refer to [26].

**REFOCUSING PHENOMENON**

Figure 4 separately presents normalized output of the matched filtering for the three-point scatterers located inside the soil (see the section “TR-AGPR Simulation Setup”), for the scatterer $S_1$ in (a), $S_2$ in (b), and $S_3$ in (c). On these plots, dashed (blue) lines represent the output of matched filtering after forward probing $[s_1^t(t), s_2^t(t), s_3^t(t)]$, dotted (red) lines represent the output of matched filtering after TR probing $[s_{1,2,3}^t(t), s_{1,2,3}^t(t), s_{1,2,3}^t(t)]$, and solid (black) lines represent the output of cross-matched filtering $[s_1^t(t), s_2^t(t), s_3^t(t)]$, respectively.

- **Forward probing:** For each point scatterer, the effective time duration of backscattered echo $s_{1,2,3}^t(t)$ is proportionally shorter than the duration of radar (up-chirp) pulse $s^r(t)$, as seen in the section “Focusing Algorithm.” For up-chirp LFM, pulse dispersion caused a contraction of the backscattered echo. A cumulative nature of dispersion and attenuation makes echoes from deeper targets more deformed, the higher frequency components are more damped throughout the frequency band. Thus, the outputs of matched filtering are proportionally defocused, broader and (negatively) shifted from expected position at time axis; compare the dashed lines in Figure 4(a)–(c). The ghost targets appear, comparing the side-lobe level (SLL), faintly visible for $S_1$ in Figure 4(a), and clearly for $S_2$ in Figure 4(b) and $S_3$ in Figure 4(c).

- **TR probing:** (As previously stated, this is a processing between input $s_{1,2,3}^t(t)$ and output $s_{1,2,3}^t(t)$ of TR probing treated as a separate measurement in a dispersive and loss medium.) TR (mirrored or down-chirp) and energy normalized retransmission of the backscattered echo through the same loss medium resulted in reattenuation, due to the constant attenuation factor for each frequency component of the LFM pulse, regardless of the internal frequency change inside the pulse. The level of ghost targets (i.e., the increasing of side lobes) is higher than for forward probing; compare the SLL between dotted and dashed lines in Figure 4(a)–(c). Nevertheless, the reversed mode of internal frequency changes inside the pulse induces a lengthening of the backscattered echo (see the section “Focusing Algorithm”). For each point scatterer, the effective time duration of backscattered echo $s_{1,2,3}^t(t)$ is longer than the duration of the radar waveform $s_{1,2,3}^t(t)$ and is almost equal to the time duration of $s^r(t)$. Furthermore, the energy normalization ensures an almost uniform level of $s_{1,2,3}^t(t)$. Thus, outputs of matched filtering are still defocused and significantly broader. However, now they are reversely (positively) shifted, and moreover, centered at the expected location for each scatterer; compare the dotted plots in Figure 4(a)–(c).

- **Cross-matched filtering:** Despite the strong frequency-dependent attenuation and dispersive characteristic of the soil, the results of cross-matched filtering are correctly focused. Retransmission of the time-reversed signal inversely restores the dispersion effects in backscattered echo and overstated energy normalization (selective overamplification) has neutralized attenuation in TR probing. Regardless of the scatterer location, the main lobes have the same width as the expected resolution. Furthermore, the value of (SLL) is slightly different between them, but oscillates around the theoretical value.

Performed simulations are based on an assumption about the time invariability of the $\varepsilon_r(1)$ in individual layer $L_t$. Such an assumption is correct, when taking into account that conventional TR-SAR acquisition along synthetic aperture $L_{sat}$ can take approximately a few seconds.

**TR-BASED SAR PROCESSING**

Figure 4 presents the refocusing effects in the fast time domain (in range/depth dimension). Data collected along the synthetic...
aperture $L_{sar}$, similarly to conventional SAR acquisition, have a migration effect resulting from changes in the relative distances between platform position and target location. Based on the range compression results, only compression in azimuth has to be additionally performed. The azimuthal compression factor $K_a$ is given by $K_a = 2v_p^2/c/R_c$ [11], where $v_p$ is platform velocity, $R_c$ is slant range to range cell, and $c$ is the speed of the light. Azimuth reference function $a_{ref}(u, r)$, defined in slow time $u$ and range $r$, is expressed as

$$a_{ref}(u, r) = \exp\left(\frac{2\pi v_p^2 (u - u_0)^2}{K_a R_c(r)}\right),$$

and is created based on TR-AGPR parameters.

Using the fast convolution theory for azimuth compression, the data presented in Figure 5 has been obtained. Correction of range migration (RMC) was intentionally skipped to focus only on azimuth compression. Hence, the scatterers have a curved glow. Both TR-SAR images obtained after forward probing [Figure 5(a)] and TR probing [Figure 5(b)] have low azimuth resolution decreasing with depth. Results of azimuth compression are strongly distorted and targets are unresolved. In addition, ghost targets caused by energy dissipation and pulse distortion appear in the both SAR images. Various object depths result in different amplitudes and levels of distortion in the backscattered echo. Thus, the results of SAR processing are proportionally deformed. For forward probing, [see Figure 5(a)], despite the absence of focal in depth and azimuth, $S_1$ has the strongest echo of the three scatterers, $S_2$ has slightly weaker echo and $S_3$ is almost invisible. For TR probing, overstated energy normalization causes the opposite effect in SAR image; see Figure 5(b). Now, the dominant echo from $S_3$ significantly blurring the remaining weak echoes from $S_1$ and $S_2$. Also the accumulation of ghost targets is highly visible for $S_3$. The clearly visible width of the curved tail along synthetic aperture $L_{sar}$ indicates the level of defocusing and distortion of backscattered echo. Figure 5(c) is much better focused, both in range and azimuth dimension. All targets are clearly resolved with nearly the same amplitude, despite the lack of the RMC (the curved tail along synthetic aperture $L_{sar}$ is still present, but now is uniformly thin and identical for all scatterers). Due to the partial propagation in inhomogeneous soil structure scatterers are shifted (delayed) in range domain, proportionally to depth location. The range shift (delay) results from smaller and irregular velocity of EM wave propagation through the soil layered structure. The deeper targets have greater displacement than shallow targets.

**CONCLUSIONS AND CHALLENGES**

Conventional SAR systems, based on surface returns, process the backscattered energy as only reflected from terrain, and thus, omit the ability of the EM waves to penetrate through soil, scatter inside its inhomogeneous structure, and travel upward to the surface. Nevertheless, registration and processing of the backscattered waves derived from the internal multipath propagation and multireflection are a key aspect of remote sensing imaging of the ground. Thus, AGPR, unlike SAR, have to exploit the internal complex scattering phenomenon to provide range/depth focal of the backscattered energy and for high-resolution imaging of the soil structure.

As presented in this tutorial, configuration of the TR-AGPR acquisition involves a number of different nature issues and
limitations. First, the inhomogeneous nature of the soil (see the section “Physical Model”) affects both the EM parameters, and consequently, the time-frequency form of an incident signal propagating through it, scattering on its inhomogeneities and traveling upward in the form of backscattered waves. Backscattered returns consist of many deformed, amplitude-scale, and phase-shifted replicas of the transmitted signal (see the section “Backscattered Signal”). Second, knowing that the effectiveness of wave penetration depends on the incident angle (Snell’s law), the parameters of the TR-AGPR acquisition along $L_{\text{sa}}$ have to be well aligned to one another. The acquisition settings (e.g., altitude, platform velocity, incident angle, elevation and azimuth beamwidth, and pulse repetition frequency) and radar configuration (e.g., frequency band, signal bandwidth, internal modulation, and signal power) affect the backscattered returns, for instance, by the implied impact of footprint dimensions, both on the surface clutter level and on the returns registration periods $T_r$ and $T_{\text{TR}}$ (see the section “TR-Based Method of Scanning”). Moreover, as presented in the section “Differences, Limitations, and Exceptions,” decreases of PRF negatively affects the performance of image synthesis. Third, adaptation of the TR technique into measurement schedule, besides increasing the acquisition time at a given position along $L_{\text{sa}}$, forces the creation of new signal processing algorithms aimed at source separation (see the section “Backscattered Signal”), at an estimation of selective attenuation characteristics of the soil as well as at TR-SAR processing.

Beyond these limitations, as shown in the section “Refocusing Phenomenon,” the TR approach for SAR focusing of buried targets, under certain conditions, can provide an energy refocusing phenomenon, and thus, significantly improve range resolution (Figure 4) and increase detection gain over the conventional approach. Additionally, assuming that shape of the radar waveform can have an important effect on the object detection in a dispersion and loss medium, the TR technique can provide a method for adaptation of the radar waveform to the medium. The
synthesis along $L_w$ results in a high-resolution TR-AGPR image of the soil subsurface structure (Figure 5), that similar to a conventional SAR image, represents only a reflectivity of buried objects located in the soil. Furthermore, properly devised and successfully validated algorithms for TR-AGPR are the basis for new challenges facing high-resolution and large-scale soil imaging. For example, application of the interferometry aimed at creating a digital soil model, similar to the digital terrain model.

In summary, proper defining of all issues related to TR-AGPR open up many areas for high-resolution and large-scale imaging of optically invisible soil structure.
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Multipath that involves target scattering is an important phenomenon in synthetic aperture radar (SAR). It is highly pronounced in imaging of building interiors due to the presence of walls, ceilings, and floors surrounding the targets of interest. Multipath attributed to targets is a special type of clutter, which can be either suppressed or exploited. The latter has been the subject of many recent works in the area of SAR imaging and has led to tangible improvements in target detection and localization. In this article, we consider state-of-the-art multipath suppression and exploitation approaches, present their corresponding analytical models, and highlight their respective requirements, assumptions, and offerings. Both conventional and compressive sensing-based approaches are discussed, where the latter assumes the presence of a few behind-the-wall targets.

INTRODUCTION

In recent years, radar imaging of building interiors has gained much interest due to the rising and ubiquitous use in civilian, security, and defense applications [1]–[3]. Typically, there is no visual access to the scene, and optical, ultrasound, or thermal imaging is not effective. In this case, sensing is performed by the electromagnetic (EM) modality and has allowed the emergence of the area of through-the-wall radar imaging (TWRI). Indoor targets and interior building layout are detected and characterized from a standoff distance. The radar systems may be ground based or airborne and assume different modes of operations and system parameters. One mode, which is consistent with many sensing objectives, is SAR. TWRI using SAR is the only viable choice when two-dimensional (2-D) physical apertures required to achieve the desired resolution are logistically difficult or impossible. We restrict the discussions to SAR imaging of stationary targets. Moving targets pose a whole set of different challenges, exceeding the scope of this article.

SAR imaging could be impaired by the many scatterers present in a typical indoor scene. In addition to the shortest path to the target and back to the receiver, the transmitted wave may travel on indirect paths due to secondary reflections arising from interior walls, floor, and ceiling. This leads to rich multipath associated with the targets, which, depending on the scattering environment, can have different adverse effects on the image quality and interpretation. The energy in the multipath returns may accumulate at locations where no physical targets reside, thus creating “ghosts.” With increased specular and diffuse
scatterings, the stationary scene can become very cluttered, masking the true targets and disabling their detection. The significance of multipath and ghost targets in imaging of building interiors has been shown in various works. Dogaru and Le [3] showed the ghost phenomenon using extensive numerical EM simulations. Others examined the same, using measurements in a lab setup [4], [5]. The radar community also acknowledged multipath as a significant problem on a special industry day [6].

Since multipath exists and is often observed, it must be described and accounted for, using accurate analytical models, and properly addressed in imaging techniques. Broadly, there are two paradigms to deal with indirect propagation: multipath suppression and multipath exploitation. The key idea of the former is to characterize the multipath returns and mitigate their effects on image formation [7]–[16]. Different properties of direct and indirect radar returns can be used to distinguish between the two arrivals and attenuate, if not remove, the indirect returns. These methods are generally straightforward to apply. However, they do not make use of the energy and target information contained in the multipath returns. The second method, reminiscent of the RAKE receiver in wireless communications [17], aims at exploiting the multipath and using it for imaging enhancements [4], [5], [18]–[24]. By properly modeling the indirect propagation paths, whether they are resolvable or not, their energy can be captured and attributed to their respective targets, allowing an increase in target to clutter and noise ratios, and thus culminating in an enhanced image. Further, areas in the shadow region of highly attenuative targets, which cannot be illuminated by the radar directly, can be imaged by utilizing multipath. Although multipath exploitation has potential and tangible benefits, it often requires prior information or is computationally demanding.

**SIGNAL MODEL**

A forward scattering model should be developed for multipath to be properly exploited or mitigated. This requires determining the scattered field from the targets inside the building. If the building layout and imaging geometry is known, this problem can be exactly solved by using Maxwell’s equations [25]. However, there are two issues that render this approach impractical. First, solving a full wave model is computationally demanding and may require vast resources. Second, inferring the positions of the scatterers from the scattered field requires solving an inverse problem. Since the forward problem is nonlinear due to the influence of the scatterers on the surrounding field, the inverse problem is even more challenging and, for practical purposes, impossible to solve. To overcome these difficulties, various linear approximations of the forward scattering model, such as the Born approximation, Kirchoff approximation, and geometric optics (GO), have been introduced, all of which yield tractable solutions to the inverse problem [1], [26], [27]. More specifically, the Born approximation makes the weak scatterer assumption, i.e., the electrical parameters of the scatterers do not differ much from that of the background medium. As such, the total field inside the target is approximated by the incident field [26]. The Kirchhoff or physical optics (PO) approximation assumes perfectly conducting targets, and the interaction with the incident field takes place only on the surface of the targets [27]. For both Born and PO approximations, the background medium, which is the building enclosure in the problem at hand, is described by the Green’s function that depicts the impulse response of the wave equation. The GO or ray-tracing approach uses local plane wave assumption or “ray of light” to model the propagation of the wave [1]. Since the latter is the simplest and most commonly used approximation in TWRI, we focus on ray tracing for describing the signal model.

**BASIC SIGNAL MODEL**

Consider an $N$-element monostatic linear array of transceivers. Either all of the array elements can be physically present or a single transceiver can be moved to different locations to synthesize the intended aperture. For the synthetic aperture, we assume the stop-and-go approximation for the movement pattern, i.e., the transceiver remains stationary while it transmits and receives at a particular array position and then moves to the next location. The model may be extended to a bistatic or multi-input, multiple-output (MIMO) SAR scenario, where the transmitter(s) and receiver(s) move along different trajectories. However, this is not treated here for the sake of simplicity.

The linear array is located along the $x$-axis parallel to an exterior wall of thickness $d$, with its element locations denoted by $u_n, n = 0, ..., N - 1$. At the $n$th array element location, a modulated wideband pulse $\Re\{s(t) \exp(j2\pi f_c t)\}$ is transmitted, where $f_c$ is the frequency, $s(t)$ is the pulse in the complex baseband, and $f_c$ is the carrier frequency. For a scene of $P$ stationary point targets behind the wall at positions $(x_p,z_p)$, the $n$th element receives the baseband signal $y_n(t)$, given by

$$
    y_n(t) = \sum_{p=0}^{P-1} \sigma_p \delta(t - \tau_{pn}) \exp(-j2\pi f_c \tau_{pn}) + v_n(t),
$$

where $\sigma_p$ is the deterministic complex reflectivity of the $p$th target, and $\tau_{pn}$ is the two-way propagation delay between the $n$th transceiver and the $p$th target. We consider additive receiver noise $v_n(t)$, which is typically assumed to be an independent and identically distributed complex circular Gaussian process. For through-the-wall propagation, $\tau_{pn}$ comprises the components corresponding to traveling distances before, through, and after the wall [1]. Note that the received signal is a superposition of the individual direct target returns only. Target interactions with other targets and the surrounding environment are ignored in this model. However, in indoor scenarios, such interactions are both pronounced and measurable and give rise to multipath propagation.

**MULTIPATH PROPAGATION MODEL**

We broadly categorize multipath returns as follows:

- **Interior wall/floor/ceiling multipath**: These involve indirect paths with secondary specular reflections at a large smooth surface.
- **Wall ringingly multipath**: This type involves signals that undergo multiple reflections within the exterior wall in transit to/from the targets.
Target-to-target interaction: This includes paths where the wave interacts with more than one diffusely scattering targets. The interior wall/floor/ceiling multipath returns can be further subdivided into the following classes:

- **First-order multipath:** This involves one secondary reflection either on the transmit or receive path.
- **Second-order multipath:** This involves two secondary reflections during the round-trip path.
- **Higher-order multipath:** This includes multipath returns involving three or more secondary reflections during the round-trip path.

Figure 1 shows examples of various multipath propagation cases. As the signal weakens at each secondary reflection, the higher-order multipath returns can usually be neglected.

Considering a maximum of $R$ possible propagation paths for each target–transceiver combination, including the direct path and excluding target-to-target interactions, we can extend the $n$th received signal model in (1) as

$$y_n(t) = \sum_{r=0}^{R-1} \sum_{p=0}^{N-1} \sigma^{(r)}_{p} s(t - \tau^{(r)}_{p}) \exp(-j2\pi\tau^{(r)}_{p}t) + v_n(t), \quad (2)$$

where $\tau^{(r)}_{p}$ is the round-trip propagation delay between the $n$th transceiver and the $p$th target along the $r$th path, and $\sigma^{(r)}_{p}$ is the complex reflectivity of the $p$th target when observed through the $r$th path. Let $r = 0$ correspond to the direct path and the remaining $R - 1$ be the multipath returns. The various propagation delays can be readily calculated using GO considerations [5]. The number paths $R$ is a deterministic parameter that depends on the number and type of scattering walls, which are assumed to be known a priori.

For illustration, Figure 2 depicts an example of an interior wall multipath. The associated propagation delay may be determined by considering the equivalent two-way path to the corresponding virtual target. Target-to-target interactions can be included in the multipath model of (2) by assuming additional double bounce paths between pairs of diffusely scattering targets. Note that, in this case, the associated propagation delays not only depend on the distances between the transceivers and the targets, but also on the separation between the targets themselves.

**IMAGE FORMATION AND THE EFFECTS OF MULTIPATH**

Having developed the forward scattering model, we now proceed with the inverse problem of determining the locations of the $P$ point targets. The conventional approach is delay-and-sum beamforming or backprojection, which does not account for multipath propagation. As the number of targets is usually unknown a priori, the target space is discretized into a rectangular grid of $P$ pixels. Hence, $P$ is the deterministic total number of possible target positions, which is determined by the dimensions of the area being imaged and the system resolution. A nonexisting target is simply represented by a pixel with zero reflectivity. An estimate of the image is obtained as [1]

$$I(p) = \frac{1}{N} \sum_{n=0}^{N-1} y_n(t) * s(-t) \mathbb{1}_{\tau^{(r)}_{p} = 0, \ldots, P - 1}, \quad (3)$$

where $\mathbb{1}_A$ is the indicator function that is 1 if the event $A$ is true and 0 otherwise.
which employs matched filtering of the \( n \)th received signal, followed by sampling the output at the delay corresponding to direct propagation to the current pixel, and finally, coherently summing the results corresponding to all \( N \) array locations.

If multipath returns are present in the received signals, the image formation process results in ghost targets, i.e., the energy in the multipath returns is focused at locations where no physical targets exist. Figure 3 shows the image of a scene consisting of two point targets inside a room, which was obtained by applying beamforming to data simulated using (2). In addition to the direct returns, only first-order interior wall multipath and two wall ringing multipath returns per target were assumed to be present in the measurements. We observe that the multipath via reflections at interior walls causes ghosts within the room, whereas the wall ringing multipath creates equally spaced copies of the target response in the downrange direction. The ghosts cause the scene image to be highly cluttered, rendering interpretation difficult and challenging.

**MULTIPATH SUPPRESSION**

Having described the multipath model and the cluttering effects of multipath propagation, we revert back to multipath suppression and exploitation. The objective of multipath suppression is to mitigate the effects of indirect propagation on the quality of the reconstructed scene image. A variety of multipath suppression methods have been devised [7]–[14], which can either act directly on the raw data measurements or are implemented as a postprocessing step for the SAR image. These methods require the targets and ghosts/multipath returns to be well resolved and can achieve ghost suppression without any prior knowledge of the scene.

**A SUPPRESSION USING GHOST PROPERTIES IN SAR IMAGES**

We first describe methods applicable to suppression of ghosts in SAR images resulting from target-to-target interactions. Considering two targets separated by a distance \( \Delta \), the received signal at the \( n \)th transceiver location would consist of three components: the two direct returns with respective round-trip propagation delays \( \tau^{1}_{n} \) and \( \tau^{2}_{n} \), and a double scattering return involving the two targets with a round-trip propagation delay of \( \tau^{D}_{n} = (\tau^{1}_{n} + \tau^{2}_{n})/2 + (\Delta)/c \), where \( c \) is the speed of light in free space. Since the conventional SAR image formation method, described in the section “Image Formation and the Effects of Multipath,” is based on direct returns of single target scatterings, the additional delay associated with the double scattering multipath results in a ghost located at a farther range than the two targets, as shown in Figure 4(a).

Ghosts in SAR images resulting from target-to-target interactions have very specific characteristics, which can be exploited to distinguish them from real targets. These characteristics stem

![FIG3](image1.png) A beamformed image of a two-target scene showing five ghost targets associated with each target (\( R = 6 \) propagation paths per target).

![FIG4](image2.png) The multipath suppression using the HMM-based approach [8]. The ghost at the highlighted position in (a) has been suppressed in (b). (Figure adapted from [8] and used with permission.)
from the changes in the associated double scattering geometry with aspect angle as viewed by the imaging system [7].

Most targets exhibit aspect dependent scattering. However, unlike the targets, the ghost intensity takes on high values only over a portion of the synthetic aperture (see Figure 5), implying a smaller effective aperture for imaging of ghosts. This causes a wider spread function in crossrange for the ghosts as compared to a real target, and subsequently lower crossrange resolution. Second, the phase characteristics of the ghost differ across the SAR aperture, leading to changes in the ghost location when observed through different smaller subapertures. This same characteristic causes the ghosts to be defocused when employing the full aperture. To reveal the ghost characteristics in SAR images, the full aperture is typically split into small subapertures for separate imaging. The above ghost characteristics across the subaperture images are effectively used for its suppression.

A simple technique for using the variation of the ghost intensity across the subaperture images was proposed in [7]. For each “candidate” target, the variance of the intensity is calculated across the subaperture images. Candidates with high variance are identified as ghosts and are attenuated or suppressed to obtain a ghost-free image. A more sophisticated technique models the intensity variations to distinguish between the targets and the ghosts based on their aspect dependency [8]. However, the target intensity is also a function of its orientation, which is typically unknown. As such, the intensity variation across the various subaperture images can be modeled by a hidden Markov model (HMM), where the hidden states are the possible target orientations. The output of the HMM is the intensity profile \( \rho \in \mathbb{R}^M \) of a certain image pixel, where \( M \) is the number of subapertures. Training data from known targets is used to estimate the state-transition probabilities, the probability of observing a certain intensity in a given state, and the initial state probabilities. Thus, a specific HMM can be built for each considered target type. For notational brevity, we consider only one target type, denoted by \( T_1 \).

In the testing phase, subaperture images are created from the full aperture image using directional filters. The \( p \)th image pixel has a corresponding intensity profile \( \rho_p \), which may or may not be generated by the \( T_1 \) target. The trained HMM is used to evaluate the likelihood that the observed intensity profile is generated by the given target. The likelihood is given by

\[
P (\rho_p | T_1) = \sum_{q} P (\rho_p | q, T_1) P (q | T_1),
\]

where \( P (\rho_p | q, T_1) \) is the probability that \( \rho_p \) was generated by state sequence \( q \) given target \( T_1 \), \( P (q | T_1) \) is the probability that state sequence \( q \) occurs given target \( T_1 \), and the summation is carried out over all possible state sequences \( q \). If the pixel corresponds to the target, the likelihood should be high, whereas the value should be low if it corresponds to a multipath ghost. The pixel in the ghost-mitigated image is obtained by multiplying the original full aperture image pixel with the obtained likelihood value

\[
I(p)_{\text{mitigated}} = P (\rho_p | T_1) I(p).
\]

Hence, only targets that fit the considered model with a high likelihood are retained and the ghosts are suppressed. The performance of the approach is illustrated in Figure 4. The ghost is strongly visible in the original image. However, it has been suppressed by about 15 dB in the processed image.

A different class of algorithms exploits the differences in the phase history of the subaperture images [9]. As explained above, the ghost targets exhibit a different phase history when viewed from different aspect angles, which depends on the distance \( 2\delta \) between the two scattering centers. This is exploited for a SAR image reconstruction scheme that generates a separate image for each assumed \( \delta \). The true scatterer positions are then contained in the direct path image with \( \delta = 0 \). This approach can be combined with a scheme that exploits the drift of ghost targets with aspect angle [10]. Drifting and nondrifting target candidates are separated using the Fourier transform of a subaperture image pair. Nondrifting targets are retained, whereas drifting targets are suppressed. An issue with the described approach is that the phase changes have to be observed over a large number of aspect angles. Hence, a large aperture and antennas with a large azimuth beamwidth are required. This may work against the power constraints of the transmit chain.

One way to overcome the large synthetic aperture constraint is to exploit the nonlinearity in the phase delays of the ghosts directly in the raw data [11]. Under far-field assumptions, real targets exhibit a linear phase shift when viewed from a shifted aperture. In contrast, the ghosts have an additional nonlinear term in the phase history, which can be exploited to cancel multipath returns and obtain a ghost-free image.

All of the aforementioned methods have been mainly developed under the assumption of far-field conditions, which are mostly applicable to airborne platforms. For ground-based systems, the building resides usually in the near-field, and may be observed from different sides. This gives rise to another approach for ghost suppression in SWRI [12]. An image is generated for each vantage point used to interrogate the building.

![FIG5] The support angle of SAR echoes in the wavenumber domain. Compared to the real target in (a), the ghost target in (b) exhibits a narrower support. (Figure adapted from [7] and used with permission.)
interior. After image registration, the primary reflections, i.e., the true targets, stay at the same location in all images. However, multipath returns place ghosts at different locations, since the multipath reflection geometry changes with the vantage point. Thus, multiplicative fusion of the registered images retains the overlapping true targets and mitigates the nonoverlapping ghosts. This approach is conceptually similar to [9] and [10]. However, the drifts are much larger than the vantage points have a large separation. We note that, as the secondary specular reflection geometry is a function of the vantage point or aspect angle, the drift-based methods described previously are also applicable to specular multipath cases.

OTHER METHODS FOR MULTIPATH SUPPRESSION

In this section, we briefly discuss multipath suppression methods that do not fit in the aforementioned class of algorithms. One possibility is a colocated MIMO-based approach [13]. In MIMO radar imaging, orthogonal waveforms are transmitted from a transmit array and the scene reflections are received, using a receive array. Exploiting the orthogonality of the transmitted waveforms, the returns can be associated with the respective transmitter. From the propagation model, we know that the angle of departure (AOD) equals the angle of arrival (AOA) for the direct path. However, in the multipath propagation case, particularly so for specular multipath, the transmit and receive paths are different and, consequently, the AOA is different from the AOD. This effect can be exploited by using spatial filtering on the transmit and receive signals. By retaining only the signal components with equal AOA and AOD, the multipath returns can be filtered out. Polarimetric features of the secondary reflections have also been exploited for multipath suppression [14]. Double scattering of the wave may change the polarization characteristics, which can be used to differentiate between targets and ghosts. Finally, even an optimized imaging geometry may help reduce ghosting [15]. If the secondary scatterer is known, the SAR trajectory can be adjusted such that very little energy is contained in the multipath returns.

For extended targets modeled by a number of scattering centers, ghosts can appear on or in the vicinity of the back wall due to target obstructing incident waves from reaching the back walls. This presents a vacuum in the image along the back wall and (, ) . For illustration, Figure 6(b) and (c) show the introduction of ghosts at implausible locations [see Figure 6(a)]. Finally, the two images are normalized and superimposed to obtain a composite image, which depicts significantly enhanced visibility of the targets. For illustration, Figure 6(b) and (c) also show the images ( ) and for a scene containing three targets of circular and rectangular shapes. Clearly, the conventional SAR image has difficulty in imaging the sides of the rectangular target, whereas the modified SAR algorithm can reconstruct the rectangular sides of the target. The main advantage of this algorithm is an extension of the visible target region without the need of prior knowledge of the scene distribution or the surrounding environment.

EXPLOITATION REQUIRING RESOLVED MULTIPATH

For resolved multipath, the radar returns are well separated in fast time and form the target images and their ghosts. This category includes shadow region imaging in indoor settings [18], where information of hidden areas of spatially extended targets, which are not in the line-of-sight of the radar, is obtained by exploiting target-to-target interactions. The proposed multipath exploitation is a two-step procedure. First, a conventional SAR image is obtained using the radar returns. The scattering centers observed in the conventional SAR image are treated as new sources for the double scattered multipath returns. That is, the scattering centers act as new transmitters that can illuminate the shadow region of the targets. Next, a modified SAR algorithm is employed that assumes double-scattering propagation to obtain an image as

\[
P_{\text{double}}(p) = \sum_{p=0}^{P-1} \sum_{n=0}^{N-1} I(p') y(n) s(-t') F(p, p', n), p
\]

where is the round-trip path between the transceiver, the first scattering center at \((x_p, y_p)\), and the second scattering point at \((x_n, y_n)\). The weighting function \(F(p, p', n)\) discards an ellipsoidal region surrounding the line-of-sight between the \(n\)th antenna location and the \(p\)th first scattering center. For illustration, Figure 6(b) and (c) also show the images ( ) and for a scene containing three targets of circular and rectangular shapes. Clearly, the conventional SAR image has difficulty in imaging the sides of the rectangular target, whereas the modified SAR algorithm can reconstruct the rectangular sides of the target. The main advantage of this algorithm is an extension of the visible target region without the need of prior knowledge of the scene distribution or the surrounding environment.

Following a similar idea, the work in [5] proposed a ghost-mapping approach, wherein the ghosts in the conventional SAR image, resulting from interior wall multipath, are mapped back onto the respective targets to obtain a ghost-free image with improved SCR. Complete knowledge of the room geometry is assumed, especially the locations of the interior walls. Using this prior knowledge, for any target position, the location of the associated ghosts (one for each interior wall) can be predicted. The exploitation scheme works as follows. Using conventional image formation, an image of the scene containing both real targets and ghosts is obtained. Next, for every image pixel (and
possible target location), the energy of the associated ghosts is mapped back onto the target’s site. This is achieved by a 2-D convolution with a space-varying kernel \( H(p,r) \) that uses the information of the ghost locations.

\[
I_{\text{mapping}}(p) = \sum_{r=0}^{n-1} |I(p)| \ast H(p,r).
\]  

(6)

The weighting and shape of the kernel \( H(p,r) \) is chosen such that the full energy of the ghosts is utilized to boost the amplitude of the real target. At the same time, the ghosts are suppressed. Finally, a composite ghost-free image with improved SCR is obtained by a pixel-by-pixel multiplication of the two images.

Figure 7 illustrates the result of the multipath exploitation scheme using real data from a scene consisting of a single reflector located between front and back walls. The conventional SAR image in Figure 7(a) shows both the target and the ghost due to multipath, originating from the back wall. The ghost is clearly suppressed in the composite image in Figure 7(b) obtained using the exploitation scheme.

**EXPLOITATION WITH UNRESOLVED MULTIPATH**

The previously described exploitation methods fail if the multipath returns are not resolvable because they would lead to overlapping targets and ghosts in the conventional SAR image. Such situations may arise when system constraints permit use of limited bandwidth and/or aperture, and in the presence of non-homogeneous front walls. However, using proper modeling of the multipath returns, the additional energy and information therein may still be exploited to obtain an improved scene reconstruction.

If prior knowledge of the surrounding environment is available, i.e., the location and dielectric properties of the walls, a linear inverse scattering scheme based on the PO model may be employed for exploiting multipath from walls and other specular reflectors [20]. Using Kirchhoff’s approximation, a linearized scattering equation can be obtained as

\[
E_i(u_n, k_0) = \iint_{\Omega} E_i(u_n, x, z, k_0) G(u_n, x, z, k_0) \sigma(x, z) \, dx \, dz,
\]  

(7)
where $E_i(t_{\text{inc}}, k_0)$ is the scattered field measured at the $n$th antenna location, $k_0$ is the wave number in free space, $E_i(\cdot)$ is the incident field, $G(\cdot)$ is Green's function for the relevant background medium, $\sigma(x, z)$ is the unknown target distribution, and $\Omega$ describes the spatial region being interrogated. With prior knowledge of the background scattering environment, Green's function can be calculated analytically or numerically. The incident field can be obtained by the known emitted field of the transmitter and the reflection/refraction properties of the front wall. Discretizing the region of interest, the transmitted energy is transmitted at the receive array into the scene containing the target of interest. In this way, the transmitted energy is focused at the original transmitter location. By using this scheme, the information of the scattering environment can be used to improve the effective array aperture. It should be noted that if the scattering environment is known a priori, the first transmit receive cycle can be executed via a simulation, thereby overcoming the otherwise limiting constraint of background scene access.

**MULTIPATH EXPLOITATION/SUPPRESSION IN SPARSE RECONSTRUCTIONS**

Sparse representation was first employed for imaging of building interiors in [30]. As only a few targets usually reside in the room, the complex amplitude of the image can be sparsely represented. The measurement model, motivated by the ray-tracing formulation of (1), is given by

$$y = A\sigma,$$  \hspace{1cm} (9)

where $y$ is the stacked vector representing the measurements from all $N$ array element locations, $\sigma$ is the sparse vectorized image of the scene, and the matrix $A$ is the dictionary of the radar responses under the assumed single-scattering-based point-target model. The scene image can be reconstructed using the basis pursuit denoising (BPDN) as follows:

$$\hat{\sigma} = \min_{\sigma} \frac{1}{2} \| A\sigma - y \|^2 + \lambda \| \sigma \|_1,$$  \hspace{1cm} (10)

where $\lambda$ is a regularization parameter which provides a tradeoff between fidelity to measurements and noise tolerance. BPDN is a regularized least-squares solution that favors sparse results. Other reconstruction methods use greedy approaches to build the solution iteratively. Optionally, a downsampling of the measurements in (9) can be done to reduce the amount of data. However, special care has to be taken to ensure incoherence of the sampling matrix and the dictionary to guarantee reliable recovery.

The sparse reconstruction approach for indoor images has been extended to exploit both the interior wall and wall ringing multipath returns in [19] under the assumption of prior knowledge of building layout. Using a discretized version of the ray-tracing signal model in (2) and assuming knowledge of the building layout, the measurement vector $y$ can be expressed as a superposition of individual linear models for each of the $R$ propagation paths

$$y = A^{(0)} \sigma^{(0)} + A^{(1)} \sigma^{(1)} + \ldots + A^{(R-1)} \sigma^{(R-1)},$$  \hspace{1cm} (11)

where $\sigma^{(0)}$ is the vectorized image of the scene corresponding to the $r$th path and $A^{(0)}$ is the dictionary that embodies the GO propagation model for the $r$th path. Next, a stacked signal model is formed

$$y = A\hat{\sigma},$$  \hspace{1cm} (12)

![FIG8] The group sparse structure for the subimages.
with a combined dictionary 

\[ \mathbf{A} = [A^{(1)}, A^{(2)}, \ldots, A^{(R-1)}] \]

and stacked image vectors 

\[ \mathbf{\hat{\sigma}} = [(\sigma^{(1)}_0)^T, (\sigma^{(2)}_0)^T, \ldots, (\sigma^{(R-1)}_0)^T]^T. \]

The vector \( \mathbf{d} \) can be estimated by exploiting the common support property of the \( R \) sparse images. This property stems from the fact that the images \( \sigma^{(i)}_0, \ldots, \sigma^{(R-1)}_0 \) describe the same underlying scene. That is, if a certain element in, e.g., \( \sigma^{(i)}_0 \) has a nonzero value, the corresponding elements in the other images should be also nonzero.

This means that corresponding pixels in the image vectors should be grouped, as shown in Figure 8, necessitating a group sparse reconstruction approach

\[ \mathbf{\hat{d}} = \arg \min_{\mathbf{d}} \frac{1}{2} \| \mathbf{y} - \mathbf{A} \mathbf{\hat{\sigma}} \|_2^2 + \mathbf{\| \mathbf{\hat{\sigma}} \|}_1, \quad (13) \]

where

\[ \| \mathbf{\hat{\sigma}} \|_1 := \sum_{p=0}^{P-1} \left( \sum_{i=0}^{R-1} (\sigma^{(i)}_p)^2 \right)^{1/2}. \]

(14)

The mixed-norm term in the regularizer ensures the group structure in the sparse reconstruction result. Finally, the reconstruction results for the individual paths are combined noncoherently to obtain an overall image with suppressed ghost targets and improved SCR; see Figure 9. Data undersampling can precede the sparse reconstruction in this approach as well.

An alternate approach for sparsity-based scene reconstruction in the presence of multipath has been proposed in [16]. The authors assume a convolutive model for multipath, wherein the echo waveform at each receiver is modeled as the superposition of the direct impulse response and the multipath impulse response for \( P \) targets convolved with the transmitted pulse waveform \( s \)

\[ y_p = \sum_{p=0}^{P-1} s * (g_p + d_p * g_p). \]

The direct impulse response \( g_p \) is assumed to be a single spike and stronger than the indirect returns. The multipath impulse response is the convolution of the direct impulse response \( g_p \) with a sparse delay vector \( d_p \). The multipath delays for a particular target are assumed constant across the receivers. Using the above model, an iterative greedy sparse reconstruction approach is proposed by the authors to estimate the unknown impulse responses \( g_p \) and delay vectors \( d_p \). The estimated direct impulse responses are then used to form a ghost-free image. The method performs well, especially in the case of wall ringing multipath. The advantage of this approach lies in the fact that no prior knowledge is needed. However, the additional energy in the multipath returns is suppressed rather than exploited for image formation.

**CONCLUSIONS**

We have considered the problem of imaging building interiors using SAR. The emerging TWRI technology has experienced a rising interest over the last decade due to its numerous civil and military applications. We have presented an overview of different approaches to deal with multipath in indoor radar imaging scenarios. Multipath mitigation and exploitation are key to obtaining reliable information when many and/or strong secondary scatterers are present in the scene of interest. We have provided a balanced and complete account of existing methods and discussed their respective advantages and disadvantages. Both conventional beamforming and compressive sensing-based methods have been presented, where the latter assume the underlying scene to be sparse. We bridged analysis with supporting simulation and experimental examples.
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Long-Wave Infrared Hyperspectral Remote Sensing of Chemical Clouds

A focus on signal processing approaches

Many military and civilian applications depend on the ability to remotely sense chemical agent (CA) clouds, from detecting small but lethal concentrations of chemical warfare agents (CWAs) to mapping plumes in the aftermath of natural disasters. Hyperspectral imaging sensors, in the long-wave infrared (IR) (LWIR) part of the spectrum, are particularly well suited for these gas-sensing tasks. Their wide fields of view allow many square kilometers to be imaged almost simultaneously, and their high spectral resolutions often allow the detection of chemical clouds even when they are optically thin (or nearly transparent).

In this review article, we focus on the signal processing approaches necessary to achieve the three main tasks of gas-phase remote sensing: detection of a plume, identification of its constituent gases, and quantification of the amounts present. We start with a tutorial introduction to the radiance phenomenology that drives the models on which exploitation algorithms are based. Next, we identify the fundamental aspects of the data-exploitation problem, develop algorithms that can successfully exploit data from many different sensors, and discuss the many challenges that remain open to the signal processing community. We present results using real hyperspectral data sets whenever possible.

INTRODUCTION
Spectroscopy, the study of the interaction between matter and radiated energy, originated with the study of visible light dispersed according to wavelength by a prism. IR spectroscopy is based on measurement of radiation, absorbed or emitted by a sample, as a function of the...
wavelength in the IR region of the electromagnetic spectrum (0.75–14 \( \mu \text{m} \)). Hyperspectral sensors are essentially spectrometers that measure the distribution of radiation in the IR region using a large number (typically more than 100) of contiguous narrow spectral bands [1].

Some sensors measure the spectrum of the entire scene in their field of view. Such single-pixel sensors can be used to collect multiple spectra by scanning a region to build an image or by staring at the same point to obtain a time-series of spectra. In contrast, hyperspectral imaging sensors divide the field of view into a rectangular grid of pixels and almost simultaneously measure the spectrum of each pixel. As a result, they produce a data cube with two spatial dimensions and one spectral dimension. Hyperspectral sensors can be deployed on satellites, unmanned aerial vehicles, and ground-based platforms (see Figure 1). The choice of a specific platform, however, imposes crucial constraints on the design and performance of the sensor.

Standoff detection of chemical clouds is necessary when physical separation is required for convenience or to put people and assets outside the zone of severe risk. An important class of standoff sensors for chemical clouds is based on the principles of passive IR spectroscopy. Such sensors use passive imaging spectroscopy in the LWIR atmospheric window (8–14 \( \mu \text{m} \)). For passive IR detectors, sunlight and the earth’s thermal emission provide the illuminating source. In the LWIR region, thermal emission from the ground is far stronger than reflected sunlight. Thus, LWIR spectroscopy provides day and night capability for remote chemical detection applications. The LWIR region is also well suited for gas-sensing applications because:

- A wide range of chemical compounds have unique identifying spectral signatures in the LWIR region. This is illustrated in Figure 2, which shows the spectral signature of ammonia.
- The atmosphere is relatively transparent within the LWIR window. This is also illustrated in Figure 2, which shows the atmospheric transmittance as a function of wavelength.

The objective of a standoff sensor is to determine the presence of a chemical cloud in its field of view and provide information for its identification and quantification. From a signal processing point of view, the goal is to develop algorithms to detect, identify, and quantify chemical gases using mathematical methodologies that address the physics of the problem, operational environment, characteristics of the sensor hardware, and user requirements.
When IR radiation passes through a chemical cloud, its spectral composition is modified by the transmittance of the cloud, which in turn depends on the spectral signature of the gas. All practical data exploitation algorithms exploit the differences between radiation reaching the sensor directly or through the cloud.

When there is no plume in the sensor’s field of view, the observed signal consists of detector noise and the radiation from the surrounding background, which is called background clutter or simply clutter. The presence of unwanted detector noise and background clutter complicates the sensing of chemical clouds. Noise, which can usually be reduced by better sensor design, sets the limit for performance. Background clutter can often be reduced by appropriate signal processing to reach, at best, noise-limited performance.

The basic operational objectives of a chemical-cloud detection system are summarized in Table 1. Figure 3 shows the fundamental signal processing operations required to address the operational objectives in an automated fashion. Although many of these operations can be addressed by existing signal processing techniques, the complex interactions between the properties of the plume, atmosphere, and background pose challenges that are unique to the LWIR problem. In particular, the relative temperatures of these three components, and variations thereof, can have a profound impact on the at-sensor radiance, while the nonlinear nature of the interactions can be both a help and a hindrance to inference algorithms. Understanding and appreciating such challenges is necessary to properly apply existing tools and develop new algorithms that enable the next generation of applications, such as real-time operation, exploitation of a greater variety of sensor geometries, and tomographic plume reconstruction.

**APPLICATIONS**

The list of applications of standoff hyperspectral imaging for chemical gas sensing is long and growing. Here, we provide a sampling of some of the major ways in which this technology is employed.

**ENVIRONMENTAL MONITORING**

Many gaseous pollutants, as emitted by industrial and other sources, exhibit strong LWIR signatures that lend themselves well to passive monitoring [2]. This option has many advantages over in situ monitoring, most prominently the ability to survey wide areas rapidly and remotely, eliminating the need for site access. Such monitoring may be carried out either with a ground-based sensor with a horizontal viewing geometry or from an aircraft passing over the scene under study.

A comprehensive study of the down-looking airborne scenario was carried out in [3] and [4], in which effluent gases from industrial emission stacks were imaged with the Aerospace Spatially Enhanced Broadband Array Spectrograph System (SEBASS) sensor [5]. A study [6] by the Environmental Protection Agency (EPA), using the University of Hawaii’s Airborne Hyperspectral Imager (AHI) sensor [7], demonstrated the detection and identification of a number of hazardous emissions from petrochemical plants and other facilities. The side-looking geometry, with the ground-based Scanning IR Gas Imaging System (SIGIS) sensor [8], [9], was used in [10] to map the dispersion of a sulfur dioxide plume emitted from an oil-fired power plant under various atmospheric conditions. Similar side-looking geometries were employed in [11] and [12] using the Telops FIRST and Hyper-Cam sensors [13].

**EMERGENCY RESPONSE**

Natural and man-made disasters can result in the release of hazardous chemical vapors into the atmosphere. In such situations, the rapid assessment of the types and quantities of such plumes is crucial for the protection of both first responders and local residents. The EPA has been operating an always-on-call airborne system for this purpose for the past decade [14], [15]. The system employs two imagers that operate in the midwave IR (MWIR) and...
LWIR atmospheric windows; a multispectral scanner for plume detection over wide areas, and a cued hyperspectral spectrometer to measure high-spectral resolution radiances from specific plume locations. These latter spectra are used for gas identification and quantification. A special-purpose spectral library tailored for this application has been developed [16]. The system has been flown operationally on many missions in response to accidents, fires, and natural disasters, including Hurricanes Katrina and Rita [17]. A ground-based system has been developed for similar purposes by the Hamburg University of Technology [18].

CHEMICAL WARFARE THREAT MITIGATION

The remote detection of CWAs and toxic industrial chemicals is of great importance for the protection of both civilian and military personnel and has been studied for more than 30 years. A great variety of deployment scenarios exist, including stationary ground-based sensors for the protection of fixed targets, ground vehicle deployments for mobile reconnaissance, and airborne missions to cover wide areas. The goals of such sensors are to detect possible threats, identify any constituent gases as belonging to a library of known agents, quantify the amount of gas present, and dynamically map the location of the plume, all with sufficiently low latency to allow responsive action to be taken. Wide-area sensors may be also be used to locate CWA production facilities by the detection of fugitive emissions. Some of the sensors that have been developed to address these threats are described in the section “Imaging Spectrometers.”

EARTH SCIENCE

The applications of remote imaging spectrometry in the earth and planetary sciences are vast in scope, and we mention just two directions enabled by recent advances in LWIR imaging technology.

The monitoring of volcanic emissions is important for public health and environmental studies as they can have substantial effects on local and global atmospheric chemistry. The use of hyperspectral imagers for this purpose has been demonstrated with the AHI sensor flying over the Kilauea volcano [19] and by the SIGIS ground-based system viewing the Popocatépetl volcano [20].

Another promise of imaging spectrometry is the mapping of surface mineral composition. This area is most developed in the visible and near-IR/short-wave IR (VNIR/SWIR) window, in which the spectral signatures are dominated by electronic processes. The LWIR regime, by contrast, provides sensitivity to vibrational processes, and some minerals, mainly silicates and carbonates, have characteristic features in this range. Most work in this area has used multispectral radiometers, e.g., the orbital Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) sensor [21], but increased spectral resolution offers the possibility of much finer mineral classification. The SEBASS sensor has been successfully used to explore these applications [22], [23].

IMAGING SPECTROMETERS

The fundamental function of a hyperspectral imaging sensor, also known as an imaging spectrometer, is to measure the spectrum of each picture element in the field of view of the sensor. Therefore, at least in principle, hyperspectral sensors consist of an optical system, an image scanning mechanism, and a spectrometer.

The optical system collects the radiation originating from some ground surface area and focuses the intercepted rays onto the surface of a detector element as shown in Figure 4. The area of the detector projected through the system’s optics onto the earth’s surface coincides with the ground resolution element.

The solid angle, through which radiation originating from the ground is accepted by the optical system and reaches the detector, is called the detector’s instantaneous field of view (IFOV). The IFOV is determined by the focal length of the optical system and the size of the detector. Because the IFOV subtends an area of the terrain equal to the ground resolution element, the combined detector–optics system functions as a spatial sampler with sampling area $\Delta x \times \Delta y$. Typically, the ground resolution element is square and the quantity $\Delta x = \Delta y$ is known as ground–sample distance.

At any instant of time, the sensor sees the energy within its IFOV. The sensor stares at a ground resolution element and collects photons for a time interval known as residence or dwell time. The energy measured within the IFOV is a weighted average of the energy reflected or emitted from all materials within this circular area. Because averaging is done by integration, the dwell time is also known as integration time. The weighting function, which is known as the point spread function (PSF) of the sensor, extends beyond the area of a ground resolution element. In practical systems, the PSF accounts for optical, motion, and detector-size effects. Each ground resolution element is mapped onto one pixel of the image created by proper scanning of the surface by the sensor.

In a whisk broom system, the optical system, with the help of a rotating mirror and the forward motion of the sensor platform, scans the surface to collect a two-dimensional (2-D) grid of pixels. The angular field of view is that portion of the mirror sweep,
measured in degrees, that is recorded as a scan line. The angular field of view and the altitude of the sensor determine the ground swath, which is the width of the terrain strip represented by the image. The radiance within the IFOV is passed onto a spectrometer that measures the spectrum of the pixel.

In a push broom system, there is a dedicated column of spectral detector elements for each cross-track pixel in the scene, which increases the dwell time (time-on-pixel) to the interval required to move one IFOV along the flight direction. The result is usually more accurate measurements because there is no moving mirror and the detector has more time to collect radiation from the ground resolution element. A step-stare Fourier-transform imaging spectrometer (FTIS) simultaneously measures the spectra of each pixel in a 2-D array of pixels, which itself may or may not be scanned.

For aircraft or spaceborne instruments like the ones illustrated in Figure 4, the motion of the platform usually provides one of the scanning directions. Yet, for fixed site operation (such as tripod or mast-mounted instruments), either an FTIS must be employed or a scanning mechanism must be provided to build the required spatial dimensions. Measuring the spectrum of each ground resolution element requires a spectrometer. There are three types of imaging spectrometers.

In prism spectrometers, the light passing through the prism is refracted over an area as a function of wavelength. Spectral sampling is achieved by detectors placed at proper locations to collect the components from a given spectral band and measure their radiance.

In grating spectrometers, the discontinuities on the grating surface redirect the incident radiation at an angle dependent on the wavelength. Because frequencies (ν = c/λ) of integer multiple of each other are redirected in the same direction, it is necessary to use order-sorting filters to choose only the radiation of the frequency of interest.

[FIG5] Types of imaging spectrometers. (a) A “push broom type” imaging spectrometer using a dispersive element. The spectra of all pixels in the scan line are measured simultaneously. (b) “Step-stare” FTIS. The interferogram of all pixels in the field of view is computed simultaneously for each optical path difference (OPD). The image cube is the Fourier transform of the interferogram cube along the spectral dimension.
In Fourier transform spectrometers, the incident radiation is split into two beams whose optical paths are varied differentially and recombined to allow interference. Fourier transform spectroscopy consists of two processes: the first, experimental, is the measurement of an autocorrelation function called the interferogram using a Michelson interferometer; the second, mathematical, is the computation of the spectrum from the interferogram. Spectral resolution is determined by the length of the measured interferogram.

Prism and grating spectrometers [see Figure 5(a)] measure the spectrum directly in the frequency domain. In contrast, Fourier transform spectrometers [see Figure 5(b)] measure the spectrum indirectly by computing the Fourier transform of the physically measured interferogram. However, every spectrometer is characterized by its spectral resolution and the spanned spectral range. Spectral sampling is specified by the center wavelength and the width of each band (bandwidth or spectral resolution). The number of bands and their locations in the spectrum, expressed as wavelengths or frequencies specify the spectral response of the sensor.

The ground-based SEBASS (GBSS) [24] is a prism-based push broom imaging spectrometer with an IF0V of 1.1 mrad per pixel and spectral range of 7.8–13.4 μm. The focal plane array (FPA) is 128 × 128 and measures the spectrum of 128 pixels in 128 spectral bands. The entrance slit is aligned vertically and a large servo motor is used to do azimuth scanning.

The Telops FIRST imaging spectrometer [13] is a step-stare Michelson interferometer with spectral range of 8–12 μm, variable spectral resolution of 0.25–150 cm−1, and optimum resolution 4 cm−1. The sensor uses a 320 × 256 pixel FPA with an IF0V of 0.35 mrad.

The Joint Services Lightweight Standoff Chemical Agent Detector (JSLSCAD) [25] uses a 2-D scanning Michelson interferometer with a single detector element and a 1.5° IF0V. JSLSCAD, which has a spectral range of 7–14 μm, operates in a search mode with a spectral resolution of 16 cm−1 and an interrogation mode with a spectral resolution of 4 cm−1.

Imaging spectrometers take indirect measurements of physical parameters in the sense that the output digital numbers are proportional to the incoming photon energy but they are not measured in any physically meaningful unit. The process of converting digital numbers into at-sensor spectral radiance is known as radiometric calibration. Conversion of at-sensor radiance to emissivity, which is a more complicated process, is discussed in the section “Signals, Distortions, and Clutter.”

**AT-SENSOR RADIANCE SIGNAL MODELS**

In this section, we explain the physical basis for gas detection with passive LWIR sensors. The radiance reaching the detector can often be modeled well using radiative transfer theory with three parallel atmospheric layers orthogonal to the line of sight of the sensor. The first layer extends from behind the plume to the background, the second layer is the plume itself, and the third layer is the atmosphere between the plume and the sensor. Each layer attenuates the radiation that passes through it and emits radiation on the basis of its own content and temperature. This is illustrated in Figure 6 for a standoff sensor with a horizontal line of sight.

Several simplifying assumptions are made to arrive at expressions for the at-sensor radiance in the presence and absence of the chemical plume.

- The atmosphere and plume are assumed free of aerosols and particulate matter so that scattering may be neglected throughout.
- The plume and atmosphere are each assumed to be homogeneous in both temperature and composition.
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**FIG 7** (a) The radiance spectra of the same pixel before and after the appearance of a TEP plume. (b) Plots of radiance spectral contrast $L_{on}(λ) - L_{off}(λ)$ and the absorption-coefficient library spectrum of TEP. (Notice the different units used for radiance and absorption.)
The thickness of the plume layer and the distance between the plume and background are assumed to be small so that atmospheric transmittance can be neglected in those layers.

Reflections off the background of both plume and downwelling atmospheric radiance are neglected.

Under these assumptions, the at-sensor radiance in the absence of plume, as a function of wavelength, is given by radiative transfer theory [26] to be

\[ L_{\text{off}}(\lambda) = L_{\text{s}}(\lambda) + \tau_s(\lambda)L_{\text{b}}(\lambda), \]

where \( L_{\text{s}}(\lambda) \) represents atmospheric path radiance and the second term is the contribution of background radiance \( L_{\text{b}}(\lambda) \) modulated by the atmospheric transmittance \( \tau_s(\lambda) \).

The presence of a plume has two effects: it absorbs part of the radiation emitted by the background, and it emits its own radiation. The resulting radiance is subsequently attenuated by transmission through the atmosphere and is given by

\[ L_{\text{on}}(\lambda) = L_{\text{s}}(\lambda) + \tau_s(\lambda)\tau_p(\lambda)L_{\text{b}}(\lambda) + \tau_s(\lambda)[1 - \tau_s(\lambda)]B(\lambda, T_p), \]

where \( \tau_s(\lambda) \) is the plume transmittance, \( T_p \) is the plume's temperature, and \( B(\lambda, T_p) \) is the Planck function, which describes the radiation emitted by a black body at the plume's temperature. Referring to Figure 6, we have used Kirchhoff's law [27] to write \( L_p(\lambda) = [1 - \tau_s(\lambda)]B(\lambda, T_p) \). In (2), the three terms represent the at-sensor radiance due to the atmosphere, the background radiance as modulated by the plume, and atmosphere, and the plume radiance as modulated by the atmosphere.

The spectral transmittance function, \( \tau_p(\lambda) \), of a plume with \( N_G \) gas species can be modeled using Beer's law [27]

\[ \tau_p(\lambda) = \exp\left[-\sum_{m=1}^{N_G} \gamma_m \alpha_m(\lambda)\right]. \]

The function \( \alpha_m(\lambda) \), which is known as the absorption coefficient spectrum, is unique for each gaseous chemical and can be used as a spectral fingerprint. The quantity \( \gamma_m \), which is called the concentration pathlength, is the product of two terms: the length along the sensor boresight that represents the depth of the cloud, and the average concentration along that path. Figure 7 shows examples of spectra with and without plume. The spectral contrast \( L_{\text{on}}(\lambda) - L_{\text{off}}(\lambda) \) is shown on the same plot with the absorption coefficient spectrum \( \alpha_m(\lambda) \) of triethyl phosphate (TEP), which is the released CA. Notice how the presence of the CA modifies the radiance spectrum of the background; this is precisely the information used by data exploitation algorithms to detect and identify CAs.

In preparation for the discussion of signal processing algorithms in the following sections, we present a mathematically equivalent form of the radiance equation that isolates the spectral contrast. Combining (1) with (2), we find after some algebra

\[ L_{\text{on}}(\lambda) = \tau_s(\lambda)(1 - \tau_p(\lambda))(B(\lambda, T_p) - L_{\text{b}}(\lambda)) + L_{\text{off}}(\lambda). \]

This form expresses the effect of a plume as a contrast between the on- and off-plume radiance. Also, it highlights the physical requirements for plume detection: each of the terms in the product on the right-hand side of (4) must be nonzero. Because of their importance, we enumerate these plume visibility conditions as

1) \( \tau_p(\lambda) > 0 \) (atmosphere not opaque)
2) \( \tau_s(\lambda) < 1 \) (plume not transparent)
3) \( B(\lambda, T_p) - L_{\text{b}}(\lambda) \neq 0 \) (nonzero contrast between plume black body and background radiance).

In particular, plume detection is possible only if there is contrast between the plume black body and background radiance for at least some spectral channels.

The on-plume at-sensor radiance as a nonlinear function of parameters that characterize the plume, atmosphere, and background is represented in (4). For some tasks, this equation is of direct utility. Still, there are many situations in which simplifying assumptions are both valid and advantageous in terms of algorithmic complexity and intuition. We describe three approximations that, under a wide range of situations, lead to a powerful linear signal model.

Many applications call for maximum sensitivity to very weak plumes. In the optically thin plume approximation, Beer’s law (3) is linearized by using the first term of its Taylor expansion. The flat background emissivity approximation exploits the fact that many background emissivity functions \( \epsilon_b(\lambda) \) lack sharp spectral features, unlike most chemical plumes, leading to the approximation \( \epsilon_b(\lambda) \approx 1 \). When \( \Delta T = T_p - T_b \) is small in magnitude, typically less than 5 K, the linear Planck function approximation holds, in which the Planck function is linearized in the thermal contrast term. Furthermore, the wavelength dependence of this difference is weak over the LWIR window.

Taking into consideration all three approximations, the at-sensor radiance signal model (4) becomes

\[ L_{\text{on}}(\lambda) = \sum_{m=1}^{N_G} (C_B \Delta T \gamma_m) \tau_s(\lambda) \alpha_m(\lambda) + L_{\text{off}}(\lambda), \]

where \( C_B \) is a constant independent of wavelength and temperature. This signal-plus-clutter model provides the basis for most detection, identification, and quantification algorithms used in practical applications.

The expression (5) represents the radiance present at the sensor input. The measurements of radiance that are output by the sensor contain the effects of the detector spectral response function \( R_D(\lambda) \), along with noise \( n(\lambda) \) introduced by the sensor. If \( \hat{L}_{\text{on}}(\lambda) \) denotes the measured radiance in a spectral channel centered at \( \lambda \) we have

\[ L_{\text{on}}(\lambda) = \hat{L}_{\text{on}}(\lambda) * R_D(\lambda) + n(\lambda), \]

where the convolution operator * is defined by

\[ L_{\text{on}}(\lambda) * R_D(\lambda) \equiv \int_{-\infty}^{\infty} L_{\text{on}}(\nu)R_D(\lambda - \nu) d\nu. \]
We stress that sensor measured radiances are always affected by sensor noise and other artifacts.

Suppose next that the sensor measures radiance at spectral bands centered at wavelengths $\lambda_k, 1 \leq k \leq p$. If we sample (6) at $\lambda = \lambda_k$, we obtain

$$x_k = \sum_{m=1}^{N} g_m s_m + v_k, \quad k = 1, 2, \ldots, p,$$

where

$$x_k = \tilde{L}_{\text{at}}(\lambda_k),$$

$$g_m = C_{\text{at}} \Delta T_{\text{at}}^m,$$  

$$s_m = \{(\tau_{\text{at}}(\lambda) \sigma_{\text{at}}(\lambda)) \ast R_{\text{at}}(\lambda)) \mid |\lambda - \lambda_k| < \lambda_k, \quad (9a)$$

and

$$v_k = \{(L_{\text{at}}(\lambda) \ast R_{\text{at}}(\lambda)) \mid |\lambda - \lambda_k| > \lambda_k\},$$  

(9d)

are, respectively, the measured radiance, chemical contrast, at-sensor gas signature, and background clutter plus noise. Therefore, the principal relationship for the analysis of radiance data can be written in a concise matrix form as

$$x = \sum_{m=1}^{N} g_m s_m + v = Sg + v.$$

According to this model, the radiance spectrum of a plume pixel is a linear mixture of the at-sensor gas signatures superimposed upon the radiance spectrum of the background. In practice, it is usually assumed that chemical mixtures are made up of three or fewer gas species: $N_G \leq 3$.

**Signals, Distortions, and Clutter**

The at-sensor radiance model illustrates that the fundamental exploitation problem is to detect a known signal after modification by the surrounding environment and corruption by clutter and noise. This requires the mathematical representation of signal and clutter and understanding the effects of atmospheric transmission and temperature upon the observed data.

**Gas Spectral Libraries**

For ground-level remote sensing of chemical plumes, the absorbance spectra of chemicals of interest are needed at atmospheric pressure and temperatures close to typical surface values. The preferred approach for obtaining these spectra is to use experimentally measured spectra from a quality-assured reference database. Two such databases are publicly available, one maintained by the National Institute of Science and Technology (NIST) [28] and the other by the Pacific Northwest National Laboratory (PNNL) [29].

Both databases were developed with a view toward ground-level remote sensing applications and therefore use samples prepared at relevant pressure and temperatures. Both cover a spectral range that contains the LWIR atmospheric window, with similar spectral resolutions of about $\Delta \nu = 0.1$ cm$^{-1}$ wavenumbers, consistent with the limiting values allowed by pressure broadening at one atmosphere. The gas species included differ in scope, although there is enough overlap to allow validating comparisons. The emphasis of the NIST database is greenhouse gases, the U.S. EPA hazardous air pollutants and freons, while that of the PNNL set is reactive compounds, industrial pollutants, and the Department of Environmental Protection.
Energy fossil and nuclear fuel remediation species. The two groups deliberately chose different methods of sample preparation to allow meaningful cross-laboratory comparisons on common molecules. The interlaboratory comparison of 12 common species showed a root-mean-square deviation of less than 2% for integrated band densities, including small systematic errors in measurement [30]. In practical applications, these errors are ignored; they are insignificant when compared to the overwhelming effects introduced by non-Gaussian and nonstationary background clutter. A typical PNNL library spectrum is shown in Figure 8.

**ATMOSPHERIC COMPENSATION AND TEMPERATURE-EMISSIVITY SEPARATION**

The radiance signal due to the plume is modulated by those of the atmosphere and background before arriving at the sensor, as demonstrated by (2). To extract the plume signal, both of these effects must be suppressed, which is one of the central problems of the remote sensing of chemical plumes, as we discuss in the sections “Background Clutter” and “Detection Algorithms.” Atmospheric compensation techniques can sometimes be used to approximately remove the path radiance and the transmission of the atmosphere from the signal. Many assumptions are required to render the compensation task feasible. All existing algorithms depend on the atmospheric properties remaining constant over the entire image, which effectively limits applicability to the down-looking geometry. The in-scene atmospheric compensation (ISAC) algorithm [31] further assumes that many pixels in the scene are well approximated as blackbodies and that there is temperature variability within these pixels. In the LWIR regime, surface materials that radiate as blackbodies include water, vegetation, and very rough mineral surfaces in which many reflections occur. After such pixels are identified, the temperature variation may be exploited to recover the atmosphere parameters. The autonomous atmospheric compensation (AAC) algorithm [32] is a model-based alternative to ISAC. It assumes that the spatial variability of the atmospheric transmittance is primarily due to water vapor, with the other atmospheric constituents approximated by standard atmospheric profiles. A radiative transfer code is used to relate the atmospheric parameters to the observed radiances. There are several other approaches in the literature that refine and extend these two.

In gas-detection applications, the properties of the background are treated as nuisance parameters, and the objective is suppression of the background signal to observe that of the plume. However, there are many applications, such as mineral studies and hard target detection, in which study of the background properties is the goal. Radiance measured from the earth’s surface in the thermal IR region consists of emissivity and temperature information. Variations in emissivity relate to the chemistry and texture of materials at the surface. Temperature variations, which are an order of magnitude larger than emissivity variations, may obscure emissivity changes among pixels of the same or different clusters. Therefore, meaningful background modeling requires temperature-emissivity separation (TES). A fundamental difficulty is that \( p \) spectral band measurements alone cannot be used to unambiguously determine \( p \) spectral emissivities and a temperature [33]. This ambiguity is a serious problem for hard target detection applications, where association of emissivity spectra to physical materials is crucial. TES algorithms use prior information or ancillary measurements to obtain unique parameter recovery. A highly developed optimization algorithm for this task is automatic retrieval of temperature and emissivity using spectral smoothness (ARTEMISS) [34], [35], which exploits the relative smoothness of the background emissivity as compared to the sharp spectral features commonly present in gas signatures. ARTEMISS is still under active validation.

**BACKGROUND CLUTTER**

Real-world hyperspectral imaging scenes are made up of several spectrally distinct physical constituents. But, because of the limited spatial resolution of the sensor, a given pixel in the scene may be composed of a single pure constituent (or end member) or it may contain a mixture of two or more constituents. Figure 8(a) shows the average radiance at every pixel for a LWIR hyperspectral data cube collected with the aerospace GBSS sensor. Figure 9(b) shows a density scatterplot (2-D histogram) in the first two principal components [36] accounting for 99% of the overall data variance. The four significant clusters correspond to pixels associated with sky, clouds, mountain, and ground surfaces, respectively. These clusters comprise physically similar pixels that exhibit a certain amount of random variation about a nominal mean value due to changes in physical composition,
temperature, atmospheric transmission, and sensor noise. There is a set of pixels between the sky and cloud clusters that correspond to the borderline between the sky and clouds. A plausible explanation is that the radiance spectra of these pixels are obtained from the mixing of sky and cloud spectra.

Two classes of hyperspectral background clutter models that are widely used in gas detection, identification, and quantification applications are density mixture models and linear subspace models.

DENSITY MIXTURE MODELS

Inspection of several density scatterplots, like the one in Figure 9, suggests that LWIR radiance data cubes can be modeled as a mixture of unimodal densities, i.e.,

\[ f(x) = \sum_{k=1}^{N} \alpha_k f_k(x), \quad \alpha_k \geq 0, \quad \sum_{k=1}^{N} \alpha_k = 1, \]

(11)

where \( x \) is the spectral vector, \( f(x) \) is the probability density function (pdf) describing the entire data cube, \( \alpha_k \) is the a priori probability of the \( k \)th class, \( f_k(x) \) the pdf of the \( k \)th class, and \( N \) is the number of classes. This model is used to develop performance-prediction models [37].

In most applications, we model each class by a multivariate normal distribution

\[ f(x) = \frac{1}{(2\pi)^{p/2} |C|^2} \exp\left[-\frac{1}{2}(x - \mu)^T C^{-1}(x - \mu)\right]. \]

(12)

where \( \mu \) is a \( p \times 1 \) vector with entries \( \mu_k = E(x_k) \) and \( C \) is a \( p \times p \) covariance matrix with entries \( C_{ij} = \text{Cov}(x_i, x_j) \). The expression \( x - N_\mu(\mu, C) \) denotes a random vector \( x \) with pdf given by (12).

In practice, the mean vector and covariance matrix are determined using the maximum likelihood estimators

\[ \hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} x_i, \]

(13)

\[ \hat{C} = \frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{\mu})(x_i - \hat{\mu})^T. \]

(14)

\( C \) is typically nonsingular in practice because noise is present and the number of pixels greatly exceeds the number of bands. The random vector \( z = C^{-1/2}(x - \mu) \) follows a central chi-square distribution.

\[ \Delta^2 = (x - \mu)^T C^{-1}(x - \mu) = z^T z - \chi^2_p \]

(16)

follows a central chi-square distribution. This distribution is used to assess deviations from normality in hyperspectral imaging data. The pdf of \( z \) has elliptical contours centered at \( \mu \), whereas the pdf of \( z \) has spherical contours centered at the origin. For this reason, the operation (15) is called whitening or spherizing.

Normal distribution models provide mathematical tractability but often are inconsistent with empirical hyperspectral imaging data [38]. This is demonstrated in Figure 10, which shows probability of exceedance distributions of Mahalanobis square distance for the GBSS data in Figure 9(a) and the theoretical multivariate normal distribution. These results clearly indicate that LWIR backgrounds exhibit tails heavier than those predicted by a multivariate normal distribution.

The class of elliptically contoured distributions [39] has been an attractive generalization of the multivariate normal distribution. It contains many distributions, which, in general, have heavier tails than the normal and provide a better model for the tails of hyperspectral data. One important application of elliptical distributions with heavy tails is in investigating the robustness of decision and estimation procedures based on the normal distribution.

A random vector \( x \) has an elliptical distribution with location vector \( \mu \) and scale positive-definite matrix \( \Sigma \), if its density takes the form

\[ f(x) = c_p |\Sigma|^{-1/2} g[(x - \mu)^T \Sigma^{-1}(x - \mu)], \]

(17)

where the function \( g \) is typically known as the density generator. For a vector \( x \) distributed according to (17), we use the notation \( E_{C}(x; \mu; \Sigma) \) or simply \( E_{C}(x; \Sigma) \). When \( \mu = 0 \) and \( \Sigma = I \), we obtain the spherical family of densities. For the multivariate normal distribution \( N_\mu(\mu, \Sigma) \), we have \( g(u) = \exp(-u/2) \), \( c_p = (2\pi)^{-p/2} \), and \( C = \Sigma \). This class of symmetric distributions includes the normal, Student’s \( t \), Cauchy, and logistic distributions, among others [39].

Many natural hyperspectral backgrounds in the reflective spectral region (400–2,500 nm) can be accurately modeled using mixtures of elliptically contoured multivariate \( t \)-distributions [40]. The development of models for LWIR hyperspectral backgrounds is more challenging because of complications resulting from temperature-emissivity coupling. In practice, modeling LWIR backgrounds as multivariate \( t \) mixtures often leads to underestimated false-alarm rates [41].
LINEAR SUBSPACE MODELS

These models assume that each spectrum can be expressed as

\[ x = \sum_{k=1}^{N_b} c_k b_k + e \approx B c + e, \]

where \( \{b_1, \ldots, b_{N_b}\} \), \( N_b \leq p \), is a fixed set of linearly independent vectors (which are not necessarily orthogonal), \( e \) is an approximation error, and the values of the coefficients \( c_k \) vary from pixel to pixel.

The most practical ways to determine the basis vectors \( b_k \) from the radiance data cube are automated clustering techniques and end member extraction algorithms. Nevertheless, the application of both approaches to thermal hyperspectral data can be quite challenging [3], [42]. The difficulties are due to the radiance fluctuations that are induced by those of the background temperature, which varies over the scene, and possibly within individual pixels. This source of variability is absent in the VNIR/SWIR band, in which radiance is almost completely due to reflected light.

For gas-detection applications, it is sufficient to represent the background subspace using any basis equivalent to \( \{b_1, \ldots, b_{N_b}\} \). For convenience, we use the orthogonal basis obtained from the singular value decomposition (SVD) of the \( p \times N \) data matrix \( X^T \) with columns the spectra \( x_1, \ldots, x_N \), i.e.,

\[ X^T = U \Sigma W^T = \sum_{k=1}^{r} \tilde{\sigma}_k u_k w_k^T, \]

where \( r \) is the rank of \( X \) and \( \tilde{\sigma}_k \) its singular values. We note that \( u_k \) are the eigenvectors of the unscaled correlation matrix \( X^T X \). If we retain only the first \( N_b < r \) dominant terms of (19), we obtain an approximation \( \hat{X} \) of \( X \), which is optimum in the sense of least squares error. The resulting total squared error is given by the sum of squares of the dropped singular values.

The subspace matrix \( B \) is constructed from the \( N_b \) most significant left singular vectors \( u_k \). We point out that the columns of \( B \) do not have any physical meaning. Yet, this is not a problem for detection applications as long as the subspace model provides a good approximation of the background.

An affine representation can be obtained by centering the spectra \( x_t \) about their mean vector and computing the SVD of the centered data matrix. This is equivalent to forming \( B \) using the dominant eigenvectors of the estimated covariance matrix. This subspace is centered at the mean background spectrum. When the approximations of the linear signal model (5) hold with high accuracy, the spectral mean plays no essential role and the affine representation is appropriate. When higher-order corrections to the radiance model are taken into account, the subspace representation may be preferred [43], [44].

APPLICATION REQUIREMENTS
AND PERFORMANCE METRICS

Although different applications often have different specific needs, they share some key tasks and associated performance metrics. Figure 11 illustrates the use of a hyperspectral imaging sensor in a typical standoff chemical sensing application. From a user’s perspective, the performance of a sensor system (sensor and exploitation algorithms) is specified by metrics that are specific to the application. Yet, many chemical sensor systems are characterized by four key parameters: sensitivity, probability of detection, false-alarm rate, and response time [45]. The performance of a sensor system depends upon the sensor, environmental conditions, and signal exploitation algorithms.

Sensitivity, which is also known as detection limit, is defined by the lowest concentration of a CA that can be detected with high confidence and is typically specified in units of particles per million [ppm] or mass per unit air volume [particles/liter or mg/m³]. Sensitivity may also be a measure of a system’s ability to discriminate between small differences in the concentration of an agent. Hence, a sensitive detector gives a large change in signal intensity for a small change in concentration. A meaningful quantitative definition of detection limit depends upon a quantitative definition of confidence. Furthermore, sensitivity is not directly applicable to LWIR monitoring systems because a minimum concentration does not exist; the optical path length of the cloud must be taken into account. These issues are further discussed in the section “Quantification Algorithms.”

The sensor response time is defined as the time interval between the arrival of the target agent concentration and the sensor detection declaration [45]. Clearly, in detect-to-warn applications, the response time must be less than the time necessary to take protective actions.

An alarm or hit from a detection algorithm does not necessarily mean that a CA is present. If the hit is the correct response to the presence of a CA, we have a detection (true positive). False alarms occur if a detector responds when a CA is not present (false positive). When a detector fails to respond to a CA that is present, we have a missed detection (false negative). For some applications, missed detections are more problematic than false alarms because the failure to produce an alarm may lead to dangerous situations. There is typically a tradeoff between probability of detection and probability of false alarm (or false-alarm rate). This tradeoff is captured by the receiver operating characteristic (ROC) curves, which
show the probability of detection as a function of probability of false alarm. We stress that detection performance, quantified by an ROC curve, depends on the combined effect of concentration, path length, agent spectral signature, noise, and background clutter. Thus, it is meaningless to specify sensitivity without reference to a specific ROC curve because different concentrations correspond to different ROC curves.

False alarms are usually observed when the targeted compound is in the presence of an interferent, which may be a chemical molecularly similar to a CA or a substance containing elements that are also present in CAs. In the context of CA sensing, an interferent is defined as any material present in the environment that retards and/or inhibits a detector’s ability to accurately detect the agent or agents for which it is programmed, or causes a detector to false alarm or malfunction [45]. However, from a signal processing perspective, only clouds along the sensor line of sight act as interferents (see Figure 11). False alarms may also be due to background clutter, defined as a physical environmental condition that may adversely affect the performance of the detection system. In our context, clutter refers to the pixel-to-pixel spectral variability caused by differences in material composition and temperature over the scene.

The ability of a detection algorithm to deal with false alarms is affected by its selectivity. Selectivity is the ability of a detection algorithm to respond only to the targeted chemicals in the field of view. A selective detector must be able to separate targeted compounds, over a broad range of concentrations, from any other substances that may be present. Selectivity is related to the topics of signature mismatch (see the section “Detection Algorithms”) and CA identification (see the section “Identification Algorithms”).

Every detector has limited selectivity, which depends upon the detection algorithm, spectral resolution, and background clutter. Therefore, to distinguish true CA threats from false alarms, further processing of the spectroscopic measurements obtained by the sensor and/or additional active sensor measurements are required. Typically, the detection algorithm is followed by discrimination and identification algorithms. A discrimination algorithm assigns the alarm to one of a number of predetermined CA classes or to a false-alarm class. If each class, except for the false alarm class, consists of a single CA, we have a CA identification problem. The statistical variability of background clutter and the presence of sensor noise make inevitable the design and evaluation of CA detection, identification, and quantification algorithms using statistical techniques. These techniques are the subject of the next three sections.

**DETECTION ALGORITHMS**

In this section, we use the optically thin plume approximation to derive optimum algorithms for chemical plume detection. Despite their simplicity, these algorithms provide acceptable performance for many practical applications and provide the benchmark for chemical detection systems.

**THEORETICAL DEVELOPMENT**

The simplest and most practical algorithms for chemical gas detection use the linear signal model

$$ x = Sg + v, \quad v = N(m_s, C_t) \quad (20) $$

developed in the section “At-Sensor Radiance Signal Models,” assuming normally distributed clutter. If we assume that $S$, $m_s$, and $C_t$ are known, the maximum likelihood estimate of $g$ is the weighted-least-squares solution

$$ \hat{g} = (S^T C_t S)^{-1} S^T C_t x. \quad (21) $$

Because $\hat{g}$ is unbiased only when $E(x) = 0$, we routinely remove $m_s$ from the observations. This yields the mean-centered signal model

$$ x = Sg + v, \quad v = N(0, C_t). \quad (22) $$

To avoid proliferation of notation, unless otherwise stated, we continue using the symbol $x$ to denote the demeaned vector $x - m_s$.

The competing hypotheses for gas detection are

$$ H_0: g = 0 \quad (\text{Plume absent}), \quad (23a)$$
$$ H_1: g \neq 0 \quad (\text{Plume present}). \quad (23b)$$

Using the generalized likelihood ratio test (GLRT) approach [46], we obtain the matched filter (MF) detector

$$ T_{MF}(x) = x^T C_t^{-1} S(S^T C_t S)^{-1} S^T C_t^{-1} x. \quad (24) $$

If we assume that the clutter covariance matrix is given by $\sigma^2 C_s$, where $\sigma^2$ is an unknown constant, the GLRT leads to the normalized MF (NMF) detector

$$ T_{NMF}(x) = \frac{T_{MF}(x)}{x^T C_t^{-1} x}. \quad (25) $$

The NMF detector is also known as the adaptive cosine or coherence estimator algorithm [47].
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operation on at-sensor radiance and a library spectrum.

i.e., the MF becomes an anomaly detector (AD) algorithm.

because the matrix S is reduced to a single vector s.

If the number of gases is equal to the number of spectral bands \( N_G = p \) and S has full rank, we have

\[ T_{AD}(x) = x^T C_s^{-1} x, \]  

i.e., the MF becomes an anomaly detector (AD) algorithm.

The detector distributions under each hypothesis are

\[ T_{AD}(x) = \lambda^2 \chi^2_1 (\mu_D), \]  

\[ T_{MF}(x) = -\sigma^2 \chi^2_1 (\mu_D), \]  

\[ T_{NMF}(x) = -\beta_{50/2,9-N50/2} (\mu_D), \]

The MF maximizes the output SCR, i.e., it provides the maximum separation between the output distributions. The NMF is scale invariant and it is robust to clutter distributions with heavy tails.

The application of MF and NMF detectors requires estimation and inversion of the background covariance matrix \( C_b \). But, in practice, \( C_b \) is often ill conditioned and its small eigenvalues and corresponding eigenvectors are difficult to estimate and hard to compute accurately. There are many ways to deal with this problem. We produce numerically stable and more robust detectors by eliminating the smaller eigenvalues through averaging and loading. Thus, we approximate \( C_b \) by

\[ \hat{C}_b = \sum_{k=1}^p \lambda_k t_k \mathbf{q}_k \mathbf{q}_k^T + \alpha \sum_{k=d+1}^p t_k \mathbf{q}_k \mathbf{q}_k^T + \delta I, \]  

where \( \mu = 0 \) under \( H_0 \), \( \mu = 1 \) under \( H_1 \), and

\[ D = (Sg)^T (\sigma_b^2 C_s)^{-1} (Sg) \]

is the signal-to-clutter ratio (SCR). Using these distributions, we can determine detection performance using ROC curves. Inspection of the ROC curves in Figure 12 shows that the performance of the MF deteriorates with increasing \( N_G \) and reaches the performance of AD for \( N_G = p \). Thus, in practice, it is preferable to use a separate detector for each chemical than to use one subspace detector that includes all chemicals.

To understand the meaning of single-gas AD, MF, and NMF, we use the whitening transformation

\[ \tilde{x} = C_b^{-1/2} x \quad \text{and} \quad \tilde{s} = C_b^{-1/2} s \]

to express these detectors in the whitened space

\[ T_{AD}(x) = \tilde{x}^T \tilde{x} = \| \tilde{x} \|^2, \]  

\[ T_{MF}(\tilde{x}) = \frac{\tilde{x}^T \tilde{x}}{\tilde{s}^T \tilde{s}} = \left[ \frac{\tilde{x}^T \tilde{x}}{\tilde{s}^T \tilde{s}} \right] = T_{MF}(x), \]  

\[ T_{NMF}(\tilde{x}) = \frac{\tilde{x}^T \tilde{x}}{\tilde{s}^T \tilde{s}} = \cos^2 \theta. \]

Inspection of the whitened space in Figure 13 shows that for each whitened observation vector: 1) the AD uses only its length (the AD is omnidirectional because it does not use the target signature); 2) the MF uses the length of its projection along the whitened signature; and 3) the NMF uses its angle with the whitened signature. The effectiveness of the whitening operation is further illustrated in Figure 14.

The strict form of the inverse covariance matrix can be shown to be \( [48], [49] \)

\[ \hat{C}_b = \hat{C}_b + \frac{1}{\alpha + \delta} \left[ \lambda_k + \delta \sum_{k=1}^d \frac{\lambda_k}{\lambda_k - \delta} q_k \mathbf{q}_k^T \right]. \]  

This expression shows that the inverse covariance matrix is built from the first \( d \) dominant eigenvectors.
Another approach to chemical detection assumes that background clutter can be represented by the subspace model (18), where \( e = N(0, \sigma_z^2 I) \). Then, the signal model (22) becomes

\[
x = S_g + Bc + e, \quad e = N(0, \sigma_z^2 I).
\]

The GLRT approach for (2) with known \( \sigma_z^2 \) gives \[50\]

\[
T_1(x) = x^T P_{\delta}^b x - x^T P_{\delta}^b x,
\]

where \( P_{\delta}^b \) and \( P_{\delta}^b \) are orthogonal projection matrices

\[
P_{\delta}^b = I - B(B^T B)^{-1} B^T,
\]

\[
P_{\delta}^b = I - A(A^T A)^{-1} A^T, \quad A = [S B].
\]

If \( \sigma_z^2 \) is unknown, the GLRT yields

\[
T_2(x) = \frac{x^T P_{\delta}^b x}{x^T P_{\delta}^b x} = \frac{\|P_{\delta}^b x\|^2}{\|P_{\delta}^b x\|^2}.
\]

We note that \( \|P_{\delta}^b x\| \) and \( \|P_{\delta}^b x\| \) are distances from the background and target-background subspaces, respectively. Note that (38) and (41) use the difference or ratio of lengths of the same vectors (see Figure 15). The performance of subspace detectors depends upon the SCR given by

\[
D_0 = \langle Sg, P_{\delta}^b \rangle / \sigma_z^2.
\]

Finally, we note that if \( \lambda_4 \) are much larger than \( \alpha \) and \( \delta \), (36) yields \( C_3 \propto \lambda_4^2 \) because \( b_4 \) and \( q_4 \) span the same space. Therefore, \( g \approx s^T P_{\delta}^b x \), which reveals a relationship between full-covariance and subspace detectors \[49\].

**PRACTICAL CONSIDERATIONS**

The most relevant metric by which to judge a detector is the ROC curve, as discussed in the section “Application Requirements and Performance Metrics,” but we can gain a great deal of insight by also considering the SCR, defined in (30). While the SCR, as a single summary statistic, cannot encode all of the information in the ROC curve in any but the simplest of models, it generally does correctly track the trends in the area-under-ROC (AUROC) statistic for optically thin gases, and it is far more amenable to analysis \[51\], \[52\]. The SCR can give misleading results for optically thick plumes, due to the importance of nonlinear effects in this case.

The most serious issue involving the estimation of \( m_0 \) and \( C_3 \) is the possibility that some of the pixels used as background training data contain the plume signal, which we refer to as contamination of the background estimates. Contamination is primarily an issue through its effect on the covariance. It is well known that such contamination does not affect the MF detector statistic in the absence of signature mismatch, but we have seen that some amount of mismatch is inevitable. The MF SCR can be computed analytically in the case that the plume is uncorrelated with the background and the gas signature is constant over the plume and is given by \[53\].

\[
\text{SCR} = \frac{\text{SCR}_u \cos \psi (s, s_0)}{1 + \left( 2 + \frac{\sigma_t^2}{\sigma_s^2} \text{SCR}_u \right) \sin \psi (s, s_0)},
\]

where \( \text{SCR}_u \) is the SCR under optimal conditions, \( \sigma_t^2 \) is the variance of the plume strength over all training pixels, \( a \) is the plume strength in the pixel under test, and the trigonometric functions are defined according to the Mahalanobis inner product [see (34)]. This expression makes apparent the facts that covariance contamination does not cause SCR loss present in the scene. A small part of this discrepancy is due to minor differences in sample composition and conditions (pressure and temperature) of the gas signature measured in the lab as compared to that in the field, and sensor calibration error. More significantly, the observed signature varies with concentration path length according to Beer’s law (3), a minor effect for optically thin gases but a major effect for thick gases.

Still more importantly, the atmospheric transmittance modulates the gas signature in (9c), and must be estimated, either from ancillary measurements, substitution of a standard profile, or through an in-scene compensation algorithm as discussed in the section “Atmospheric Compensation and Temperature-Emissivity Separation.” If the gas spectral features overlap those of the local atmosphere, substantial uncertainties in the at-sensor signatures will exist. Also, for slant-path imaging geometries \( \tau_L(\lambda) \) will vary throughout the scene, further complicating matters.

The detectors that we have discussed require estimates of the at-sensor gas signature matrix \( S \), along with the background mean and covariance \( m_0 \) and \( C_3 \). Recalling (9c), the first of these requires knowledge of the atmospheric transmittance as well as the gas spectral signature; the other two must be obtained from background training data. Estimation error in any of these quantities will adversely affect the detector, in some cases, substantially.

There will always be some degree of signature mismatch between the estimated at-sensor gas signature and that obtained from background training data. Estimation error in any of these quantities will adversely affect the detector, in some cases, substantially.
without signature mismatch (i.e., $s = s_0$), and that without covariance corruption ($\sigma_s = 0$), a small amount of signature mismatch causes only minor SCR loss. However, the combination of the two can cause substantial loss due to the quadratic dependence on $\sigma_s$ in the denominator. In Figure 16, we illustrate this phenomenon with a data cube collected by the aerospace GBSS sensor containing a plume detection. The detection result is substantially improved when the plume is removed from the training data used for covariance estimation.

Another view of the contamination problem may be obtained by decomposing the SCR as a sum of projections onto the background’s principal components. When only a single gas is present, (30) can be written as

$$\text{SCR} = \frac{g^2}{\sigma_s^2} \sum_k \frac{(q^T_k s)^2}{\lambda_k},$$

(44)

where $\lambda_k$ and $g_k$ are the eigenvectors and eigenvalues of $C_s$. Figure 17 shows this decomposition for a GBSS cube containing a plume. The vast majority of the variation in the image is contained in the first few eigenvectors (blue line, computed using plume-free training data), illustrating that principal-component-based dimensionality reduction using only a few components would preserve the background pixels of this cube almost perfectly. Nonetheless, the SCR in these components (green line) is very small, showing that such a dimensionality reduction would retain almost no information about the plume. By contrast, very high SCR values are seen at many principal components corresponding to much higher index eigenvalues. These are the plume signal components that are visible to detection algorithms. The inset images show projections of the cube onto individual principal components. The first (largest) component shows the background clearly but not the plume; the plume becomes visible in many of the higher-order components. The red line shows the SCR decomposition on the principal components of the plume-contaminated covariance matrix. Very little of the signal remains, which demonstrates that the amount of signature mismatch present was sufficient to almost completely obliterate the signal. This result underlines the necessity of mitigating plume contamination of background training data during detection processing.

There are two main strategies for dealing with the contamination problem. The first, plume-free background estimation, is to remove as much of the plume as possible from the covariance training data with a two-pass detection process [3]. The second is to introduce robust detectors [52, 54, 55]. The intuition behind this approach is that nearby signatures may be rendered effectively identical by sacrificing some of the discriminating ability of the detector. As it is the combination of mismatch and plume contamination that causes loss, small differences between the observed and assumed gas signatures are thus rendered benign. A robust MF $g = h^T x$ may be defined as the solution to the optimization problem

$$\min_{h} h^T C_s h \quad \text{subject to} \quad h^T s \geq 1$$

(45)

for all signatures $s$ in the hypersphere $|s - s_0| \leq \epsilon^2$. The value of $\epsilon$ determines the selectivity of the detector. Several solutions to (45) have been proposed in the literature [56]; they all lead to some kind of diagonal loading. An interesting solution in [55] provides a direct link between $\epsilon$ and the diagonal loading factor $\zeta$ in $C_s + \zeta^2 I$. The resulting MFs are robust to signal mismatch and covariance contamination in exchange for a higher false-alarm rate. An alternate form of regularization is provided by dominant mode rejection [57]; both forms are included in the expression (36) for the inverse covariance.

There are many additional factors that affect the performance of practical detectors. The sample size of the covariance training set may be an issue with low-spatial-resolution (usually scanning) spectrometers, although it is not generally a problem with imaging spectrometers containing tens of thousands of pixels or more. Chemical plumes may be widely distributed spatially over a scene, with variations in plume strength,
A signal-to-clutter illustration. As shown by the green and red curves, the SCR is significantly reduced when background estimates are contaminated with signal. We can also see that significant signal-to-clutter contributions come from seemingly insignificant principal components. Principal-component-based dimensionality reduction retains energy but reduces detectability.

temperature, and background characteristics over the spatial envelope of the plume. A spatially extended plume may be correlated with the background when the statistics of the latter are spatially nonstationary. This plume-background correlation, in conjunction with signature mismatch and covariance contamination, can cause additional performance loss [51], [58].

The detectors we have discussed operate on a pixel-by-pixel basis, but often detection of the entire plume is desired. In this case, spatial processing can be performed to integrate the decisions of nearby pixels, for example via binary integration [59], and segment the scene into plume-present and plume-absent regions. When false alarms are spatially unstructured, this procedure boosts the probability of detection and drives down the probability of false alarm. Further ROC gains can be obtained by integrating across frames of a time series of hyperspectral images, resulting in an event detector.

IDENTIFICATION ALGORITHMS

The task of determining the constituent gases of a detected plume is known as identification. Mathematically, this problem can be formulated as one of selecting variables in a linear model with correlated predictors, or model selection. There is an abundance of classical and recent statistical techniques dealing with this problem. Before delving into this subject, we will discuss the necessity of an identification step following the detector in a signal processing chain.

DETECTION VERSUS IDENTIFICATION

We observed in Figure 12 that ROC performance drops when multiple gases are included in a single detector, implying that a bank of detectors, with a separate detector for each kind of gas, should be employed instead. The question immediately arises as to how best to process the results of such a filter bank. An example that illustrates the problem is given in Figure 18, which shows the detection statistics at the output of a NMF filter bank for a TEP release observed by the aerospace GBSS hyperspectral imaging sensor. We note that the TEP-tuned NMF shows the maximum response; on the other hand, the diethyl phosphinate (DEEP)-tuned filter shows a significant response, and some response is visible with the tributyl phosphate (TBP)-tuned filter. Another view of these results is afforded in Figure 19 by plotting the fraction of pixels that exceed a given threshold, for each detector, for sequences of cubes taken before and after the plume release. From the pre-release exceedance plots, we observe that an optimal detection threshold is approximately 0.4; however, using this threshold, DEEP would incorrectly be declared as present in the scene.

Ideally, our signal processing chain would not only detect this TEP release but also reliably inform us if TEP is the only gas present and, if not, what combination of gases is present. The detection algorithms that we discussed in the section “Detection Algorithms” do not address this latter task—they do not give any information as to whether simultaneous TEP and DEEP detections means that both gases are present or only one of them. They also do not indicate, in the latter case, whether the stronger NMF filter score corresponds to the gas that is present. It is also possible for false alarms to occur in pixels in which no gas from the detector bank is present at all; this can happen for a variety of reasons. Identification algorithms are designed to address all of these issues.

MODEL SELECTION

We recall from (22) that under the linear signal model, the observed radiance may be written as

$$x = Sg + v = S_1g_1 + S_2g_2 + v,$$  

(46)

where we have decomposed the gas signatures in the matrix S into two subsets. The goal of model selection algorithms is to determine the subset of gases $S_1$ that are present in the scene along with their amounts $g_1$, with the amounts of the remaining library gases set to $g_2 = 0$.

The most straightforward way to choose a subset of gases is to try every combination of gases in the CA library, and to
compare the results according to some criterion. This approach is known as all possible regressions (APRs) and is feasible when the library is small, and/or there is a prior belief that the number of gases present is small. When neither of these conditions hold, the combinatorics become prohibitive and other approaches must be used. A popular technique in this latter case is stepwise regression, in which individual gases are added and deleted in a stepwise fashion. There are also Bayesian approaches to this problem.

The primary difficulty in model selection is in comparing models of different complexity, i.e., different numbers of gases present. Even in the special case of searching for a single library gas, as may happen in a CWA detection system, we still must compare the single-gas models with the background-only model, to eliminate the possibility of a false alarm from the detector. A model that is a strict superset of another will always exhibit a superior fit to the data, because of its additional flexibility. Therefore, any useful measure of goodness of fit must account for this flexibility. The partial $F$-test is one solution [46], [50], [60]. It tests whether the benefit in goodness of fit of added term(s) is greater than that due to chance alone. Referring to (46), this approach tests the hypotheses

$$H_0: g_2 = 0,$$

$$H_1: g_2 \neq 0.$$  

If $S(g)$ and $S(g_1)$ are the sum of squared errors for the full model (under $H_1$) and the reduced model (under $H_0$), the $H_0$ hypothesis can be tested using the $F$-test

$$F(x) = \frac{g_2}{p - q} S(g) - S(g_1),$$

where $F_{q,p,q}(x)$ is a noncentral $F$-distribution with a noncentrality parameter

$$\delta = \frac{1}{\sigma^2} (S_1(g_2)^T P S_2(g_2).$$

Under $H_0$, $F(x)$ follows a central $F$-distribution $F_{q,p,q}$. Therefore, if $F(x) > F_{q,p,q}(\alpha)$, we reject $H_0$ with 100(1 − $\alpha$) percent confidence. The test (49) measures the contribution of gases $S_2$, given that the other gases $S_1$ are already in the model. The derivation of the distribution of the $F$-test can be found in [46] and [60].

The partial $F$-test applies to nested models and is therefore a useful criterion for the stepwise regression approach. In this strategy, we begin with the background-only model. At each stage of the algorithm, we test for the addition of each gas in the library that is not already present, choosing that with the largest $F$ statistic above a threshold (forward selection). We then test whether the elimination of any single gas in the model is significant (backward elimination). The procedure is repeated until no further variables are added.

While it may appear that the thresholds employed for the $F$-test are directly related to the probability of choosing the correct model, the situation is actually more complicated. The use of multiple tests, all based on the same data, to arrive

![FIG18] NMF images for various chemical signatures (0–1 color scale). TEP was released and imaged using the aerospace GBSS sensor; the other three chemicals are not present in the scene. (a) Broadband image, (b) acetic acid (AACID) signature, (c) TEP signature, (d) TBP signature, and (e) DEEP signature.

![FIG19] The probability of exceedance curves for a sequence of data cubes from the TEP release of Figure 18: (a) before and (b) after TEP's release. The color of each curve corresponds to the signature used by the NMF algorithm; different curves of the same color correspond to different cubes.
at a final model results in correlations that change the distribution of the outcome. Therefore, thresholds must be chosen empirically. For the same reason, the naive use of standard inferences based on the result of the test, such as confidence intervals, is generally incorrect.

Other model selection criteria may be applied to the gas identification problem, including the adjusted $R^2$, Mallows’s $C_p$, the Akaike information criterion, and the Bayesian information criterion (BIC). Instead of selecting a single model, as is done in APR and stepwise regression, Bayesian methods assign a posterior probability to each model, given the observed radiation. In general, the calculation of the posteriors requires time-consuming numerical methods such as Monte Carlo Markov chain [61], but approximate forms of BIC greatly simplify the computation [62]. Existing comparisons do not identify any one technique as clearly superior to the others [63]. More development of these methods will be necessary to explore the wide variety of deployment scenarios, as well as to study the many sources of model mismatch, as discussed in the section “Practical Considerations.”

FALSE-ALARM MITIGATION

In most applications, the goal of a CA detection system is to flag the presence of one or more of a list of agents in a signature library. The output of the variable selection step of the section “Model Selection” is a subset of gases that were selected to best represent the observed radiance, along with estimates of their strengths. The gases that are chosen are those that are most significant by the criteria of the variable selection algorithm, but it is not necessarily the case that the selected gases are present in the scene. A false alarm is defined as a gas that is identified as present in the scene, when in fact it is not. False alarms can be due to a number of factors, such as a gas or other interferent present in the scene but not included in the CA library, atypical background radiance or other phenomenological fluctuation in the data, or excessive sensor noise, due either to random variation or sensor malfunction. In the first case, the interferent may have signature indistinguishable from that of the real gas at the resolution of the sensor. There is little that can be done in this case, but other sources of false alarms can potentially be eliminated by false-alarm mitigation (FAM) algorithms.

The root cause of a false alarm is that the observed radiance fits the class of models spanned by the CA library well enough that the presence of one or more gases is considered significant by the detection and identification algorithms, when the gas is not present. Nevertheless, this determination does not imply that the fit is good on an absolute scale. The goal of FAM algorithms is to test the absolute goodness-of-fit of a selected model to decide between an actual detection and a false alarm. There are many ways in which a lack of fit may manifest itself; hence, it is useful to have several measures of lack of fit, which may be combined to arrive at a final determination. Most such tests are based on various decompositions of the residuals; a variety of methods are discussed in [64] and similar texts. An additional degree of freedom that is available with imaging spectrometers is the use of spatial information to pool the information contained in nearby pixels.

The application of FAM techniques based on goodness-of-fit statistics in practice can be challenging. A major reason is that many sources of potential model mismatch exist even when the scene contains only library gases. As we have seen in the sections “At-Sensor Radiance Signal Models” and “Detection Algorithms,” the linear model (10) is only an approximate representation of the observed radiance. Many effects can influence the goodness of fit, including the presence of uncompensated atmospheric modulation, the nonlinear dependence of the gas signature on both the gas concentration and background radiance, and sensor calibration. These effects may interact in complicated ways. Some may be alleviated with additional algorithms; e.g., when the scene and deployment geometry support atmospheric compensation (see the section “Atmospheric Compensation and Temperature-Emissivity Separation”), most of the atmospheric modulation may be removed. Nonlinear models (see the section “Quantification Algorithms”) may be employed to correct for these sources of mismatch, but the additional complexity of these algorithms may conflict with other system requirements, such as real-time operation. In any case, some residual model mismatch will always be present, and the challenge in FAM is to distinguish between mismatch due to false alarms and that due to other sources. It is apparent that this area is in need of significant further development.

QUANTIFICATION ALGORITHMS

After a chemical plume has been detected, and its identity established, it is often necessary to establish the amount of gas present, which is known as quantification. The central parameter in chemical plume quantification is the mean concentration–path length (CL) product. When combined with information about the sensor and scene geometry, such as field of view and distance to the plume, estimates of CL may be used to obtain estimates of absolute gas quantity in each pixel of a scene. For some applications, this ancillary information may be available for single scenes from an individual sensor. Alternatively, when the plume is viewed
Mixed Unfavorable  

**Background**  

Equilibrium  

**Enabling Phenomenology**  

Plume-Air Equilibrium  

Plume Thickness  

Spatially Varying Background  

Spectrally Structured Background  

Preferred Algorithms  

<table>
<thead>
<tr>
<th>Dispersion Mechanism</th>
<th>Explosive Release</th>
<th>Fugitive Emissions</th>
<th>Stack Emissions</th>
<th>Disaster Release</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SB</strong></td>
<td><strong>GLS</strong></td>
<td><strong>GLS</strong> (Adapted to Geometry)</td>
<td><strong>SB</strong>, <strong>OLS</strong></td>
<td></td>
</tr>
</tbody>
</table>

**FIG21** The availability of enabling phenomenological effects (rows) for a variety of plume dispersion mechanisms (columns).

From more than one aspect with multiple sensors, tomographic reconstruction algorithms may enable unique plume quantification from CL estimates. Additionally, CL plays a large role as the key nonlinear parameter in the radiance signal model, through Beer’s law. This nonlinear dependence is important when optically thick plumes are observed, and indeed in these cases CL estimation can play a role in identification as well as quantification.

**Physical Mechanisms**  

Before reviewing specific CL estimation algorithms, we describe the challenges posed by plume phenomenology and the various physical mechanisms that enable the algorithms to arrive at estimates. We begin by framing the task as a non-linear optimization problem. In a scene containing a plume, an explanation is given by (5), in which we observe that the plume, an explanation is given by (5), in which we observe that the plume temperature and CL, with fixed background temperature. Several important points can be inferred from this figure. First, at a fixed value of plume temperature, distinct from that of the background, we observe that the CR bound for the CL parameter appears as a term in the product $L_{\text{m}}$ and $L_{\text{m}}(\lambda)$, and $\tau_{c}(\lambda)$. The observed radiances are corrupted by measurement noise. To isolate the fundamental drivers of the problem, we note that, as described in the section “Atmospheric Compensation and Temperature-Emmissivity Separation,” the atmospheric radiance $L_{\text{m}}(\lambda)$ and transmittance $\tau_{c}(\lambda)$ may in principle be estimated from the off-plume pixels $L_{\text{m}}(\lambda)$, reducing the number of nuisance parameters. We see that the primary challenge of CL estimation is to separate the contributions of the plume from those of the background.

To illustrate some of the difficulties of and prospects for CL estimation, it is helpful to compute the Cramer–Rao (CR) bounds for unbiased estimates of CL. Such bounds allow us to probe the limits of performance that are imposed by various physical mechanisms, without being tied to any particular algorithm. In [65], these bounds were computed under a variety of assumptions. Here, we will focus on a single example that illustrates a number of key points about the problem. We assume a single gas, sulfur hexafluoride, is present, and the atmospheric parameters are known exactly. The noise is taken to be Gaussian, independent across pixels, with a typical covariance from an experimentally measured cube. We work with the limiting case of the flat background approximation, so the background radiance is completely characterized by its temperature.

In Figure 20, the CR lower bound on the standard deviation of the estimator $\hat{\gamma}$ for the CL parameter is plotted against the plume temperature and CL, with fixed background temperature. Several important points can be inferred from this figure. First, the bounds diverge in two limits, those of a thin plume, and zero plume-background temperature contrast. This behavior is a result of nonidentifiability of the model. In the case of the thin plume, an explanation is given by (5), in which we observe that the CL parameter appears as a term in the product $C_\gamma \Delta T_p$. Therefore, $\gamma$ cannot be estimated independently from $\Delta T_p$, so the only way that $\gamma$ may be independently estimated is with extrinsic knowledge of $T_p$. The case of zero plume-background temperature contrast violates one of the plume visibility conditions given after (4). When this condition is violated the plume is completely invisible to the sensor. We note that the nonidentifiability is only strictly true for pure black body backgrounds, but when the flat background approximation is reasonable, the CR bounds will still be very large when the temperature contrast is small.

At a fixed value of plume temperature, distinct from that of the background, we observe that the CR bound for $\hat{\gamma}$ drops sharply as CL increases from zero. This behavior suggests that the non-linear dependence on $\gamma$ resulting from an optically thick plume can be exploited, as we will see below. However, when the plume starts to become opaque, little background radiance reaches the sensor, the plume spectral signature is washed out into that of a black body at the plume temperature, and differences in plume strength are no longer visible. The CR bound therefore increases at very large values of CL.

In addition to exploiting the nonlinearity of Beer’s law, there are other ways to determine the plume CL. If the plume is in
thermal equilibrium with the surrounding atmosphere, its temperature may be recovered from an atmospheric compensation algorithm [31]. If the background temperature or spectrum varies spatially across the image, some spatial resolution may be sacrificed in favor of estimating CL [3]. Finally, spectral structure in the background that overlaps that of the plume can render the model identifiable [65].

The physical mechanisms that enable CL estimation may each be present to a greater or lesser degree in a given scene, depending on the source of the gaseous plume. In Figure 21, we tabulate which phenomena may be available for exploitation for a number of common plume sources, including: explosive, referring to a sudden release caused by an explosive device; fugitive, meaning a slow, inadvertent release; stack, emissions from an industrial stack, and disaster, corresponding to a release caused by a man-made or natural disaster, such as a hurricane. For example, an explosive release would, at least initially, entail a large temperature differential between the plume and surrounding atmosphere. Such would not be the case for slow, fugitive emissions leaking from a chemical production facility. Therefore, algorithms that assume that the plume and ambient atmosphere share the same temperature would not be applicable in the former case, but would in the latter. The algorithms referred to in Figure 21 are described in the section “Algorithms.”

**ALGORITHMS**

Existing algorithms for gas quantification may be broadly classified according to the approximations made in the plume transmittance and plume-background thermal contrast terms in (4), as summarized in Table 2. Those that depend on a linearization of Beer’s law are appropriate for optically thin plumes, while those that exploit the full nonlinear form can accommodate thick plumes. Each of these classes can be further subdivided by the treatment of the background radiance in the thermal contrast term, which may be approximated by a constant vector, a linear expansion in some basis, or an iteratively updated linear model. A variety of statistical techniques have been employed, many of which were compared in [44].

A class of algorithms was proposed in [43] for the case of a thin plume assumed to be in thermal equilibrium with the atmosphere. The temperature, mean transmittance, and upwelling radiance of the atmosphere are assumed known, as would be estimated from an atmospheric compensation algorithm or ancillary measurements. The algorithms are based on different variants of statistical linear models, including extended least squares (ELS) and generalized least squares (GLS), and iterative versions (ELSI, GLSI, and GLSF). Related techniques that allow the plume temperature to differ from that of the atmosphere were proposed in [3] and [66], based on ordinary least squares (OLS) and orthogonal background suppression (OBS), respectively.

A number of authors employ algorithms that exploit the nonlinearity in Beer’s law to estimate CL, which in principle avoids the need for ancillary temperature estimates. The approach taken in [67] is to expand Beer’s law (3) in a series expansion, retaining terms beyond the linear one. The coefficients of the powers of the gas signature are obtained via a bank of projection filters. The CL parameter is obtained as a ratio of such coefficients.

The series expansion of Beer’s law may be avoided by the use of nonlinear least-squares (NLS) techniques, as is done in [9] and [12]. This approach is in principle quite general, as it can be applied to the full radiance model (2). Still, special cases can lead to simplifications and improved performance of the algorithms. The algorithms in [9] are specific to the case of plume and atmosphere in thermal equilibrium, with their common temperature known from some ancillary measurement. By contrast, [12] treats the case of stack plumes, in which the gas and atmosphere are generally not in thermal equilibrium. The side-looking geometry particular to the case of stack emissions may be exploited by the choice of pixels on the chimney and in the clear sky close to, but outside of, the plume. The chimney pixels, which are assumed to have gray body emissivity, may be used to estimate the atmospheric transmittance between the plume and sensor. The clear sky pixels are used to directly estimate the background radiance, obviating the need for a statistical treatment. With knowledge of these parameters, the plume CL may be recovered.

An alternate approach for optically thick plumes is given by the selected band (SB) algorithm [68], which exploits the fact that the off-plume radiance in an on-plume pixel may be estimated from the bands in which the gas absorption is nearly zero. It is then possible to directly compute the difference between the on- and off-plume radiances and solve for the plume strength from Beer’s law, assuming the atmospheric parameters are known. The CL retrieval may be performed in a single spectral band, which leads to efficiency improvements. This procedure works well for gases with narrow spectral features that are nearly transparent in many spectral bands, and has been generalized to an iterative version that accommodates a wide variety of gas signatures.

Bayesian approaches are taken by [69] and [61], which both start with the full nonlinear radiance model (2) and a low-dimensional subspace model for background emissivity. Both place Bayesian priors on the parameters, and compute the maximum a posteriori parameter values. In addition, [61] explores the full posterior distribution obtained by Markov chain Monte Carlo (MCMC). They present an example, with simulated data, to argue that estimates of the posterior distribution are particularly useful to handle the case of multiple gas species.

The previous algorithms for CL estimation all operate on a single pixel. An approach introduced in [3], which we refer to as Spatial OLS, exploits the spatial as well as spectral structure of a scene and enables CL estimation even in the flat background, thin plume limit with no extrinsic knowledge of the plume temperature. The crucial ingredient that must be present in the image is spatial variation of the background radiance, which is manifested as spatial variation of background temperature in the flat background limit. An essential assumption of this approach is that the spatial structure of the plume varies slowly compared to that of the background.
SUMMARY AND CHALLENGES

Rapid advancements in sensor and computer technology have led to a growing list of standoff LWIR hyperspectral gas-detection applications for different deployment scenarios. The effective sensing of chemical clouds requires the joint exploitation of signal processing algorithms, imaging-spectrometer characteristics, and thermal-radiance phenomenology. The underlying signal models serve as an indispensable guide to both the development of practical detection, identification, and quantification algorithms and the evaluation of their performance limits.

Detection algorithms based on MF theory are effective for optically thin plumes when the covariance matrix used for their implementation is not contaminated by the plume, i.e., it is plume-free. The development of effective algorithms for plume-free background estimation is a major practical challenge. Experimental results show that the NMF performs better than the MF detector. However, the performance of both algorithms deteriorates as plumes become optically thick. Although the detection of optically thick plumes is not a major obstacle, the identification of such plumes is still a challenge.

The gas identification problem may be framed as the statistical problem of selecting an optimal subset of a large number of variables in a linear or nonlinear model. Variable selection has deep connections to classical and modern variable selection techniques in regression models, Bayesian model averaging, and compressive sensing. The related problem of mitigating the effects of false alarms due to interferents or background anomalies involves assessing the goodness of fit of the resulting models. Both of these problems become dramatically more demanding as the number of gases in the library, and those potentially present in the plume, increase. Furthermore, these algorithms are sensitive to subtle nonlinear interactions in the plume radiance, rendering application of standard techniques challenging. New ideas will be needed for further progress in these areas.

Quantifying the amount of chemical vapor that is present is a poorly conditioned problem and quantification algorithms must therefore rely on application-specific physical effects. Some existing algorithms exploit nonlinearity among the radiance parameters, while others use spatial degrees of freedom or specific assumptions about elements of the scene. Important aspects of this area are in need of further development, e.g., the quantification of plumes not in thermal equilibrium with the surrounding atmosphere.

Although remote chemical plume sensing is already a widely deployed and successful technology, we are still some distance from the goal of fully autonomous, reliable, real-time systems. New developments in signal processing algorithms, properly informed by radiance phenomenology and statistical theory, will be needed to fully exploit this rapidly developing technology.
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Transmit beamforming is a versatile technique for signal transmission from an array of \( N \) antennas to one or multiple users [1]. In wireless communications, the goal is to increase the signal power at the intended user and reduce interference to nonintended users. A high signal power is achieved by transmitting the same data signal from all antennas but with different amplitudes and phases, such that the signal components add coherently at the user. Low interference is accomplished by making the signal components add destructively at nonintended users. This corresponds mathematically to designing beamforming vectors (that describe the amplitudes and phases) to have large inner products with the vectors describing the intended channels and small inner products with nonintended user channels.

If there is line-of-sight (LoS) between the transmitter and receiver, beamforming can be seen as forming a signal beam towards the receiver; see Figure 1. Beamforming can also be applied in non-LoS scenarios, if the multipath channel is known, by making the multipath components add coherently or destructively.

Since transmit beamforming focuses the signal energy at certain places, less energy arrives to other places. This allows for so-called space-division multiple access (SDMA), where \( K \) spatially separated users are served simultaneously. One beamforming vector is assigned to each user and can be matched to its channel. Unfortunately, the finite number of transmit antennas only provides a limited amount of spatial directivity, which means that there are energy leakages between the users that act as interference.

While it is fairly easy to design a beamforming vector that maximizes the signal power at the intended user, it is difficult to strike a perfect balance between maximizing the signal power and minimizing the interference leakage. In fact, the optimization of multiuser transmit beamforming is generally a nondeterministic polynomial-time (NP)-hard problem [2]. Nevertheless, this lecture note shows that the optimal transmit beamforming has a simple structure with very intuitive properties and interpretations. This structure provides a theoretical foundation for practical low-complexity beamforming schemes.

**RELEVANCE**

Adaptive transmit beamforming is key to increased spectral and energy efficiency in next-generation wireless networks, which are expected to include very large antenna arrays [3]. In light of the difficulty to compute the optimal multiuser transmit beamforming, there is a plethora of heuristic schemes. Although each scheme might be optimal in some special case and can be tweaked to fit other cases, these heuristic schemes generally do not provide sufficient degrees of freedom to ever achieve the optimal performance. The main purpose of this lecture note is to provide a structure of optimal linear transmit beamforming, with a sufficient number of design parameters to not lose optimality. This simple structure provides many insights and is easily extended to take various design constraints of practical cellular networks into account.

**PREREQUISITES**

The readers require basic knowledge in linear algebra, communication theory, and convex optimization.

**PROBLEM (P1): POWER MINIMIZATION WITH SINR CONSTRAINTS**

We consider a downlink channel where a base station (BS) equipped with \( N \) antennas communicates with \( K \) single-antenna users.
users using SDMA. The data signal to user \( k \) is denoted \( s_k \in \mathbb{C} \) and is normalized to unit power, while the vector \( h_k \in \mathbb{C}^{K \times 1} \) describes the corresponding channel. The \( K \) different data signals are separated spatially using the linear beamforming vectors \( w_1, \ldots, w_K \in \mathbb{C}^{K \times 1} \), where \( w_k \) is associated with user \( k \). The normalized version \( (w_k/\|w_k\|_2) \) is called the beamforming direction and points out a direction in the \( N \)-dimensional vector space—note that it only corresponds to a physical direction in LoS scenarios. The squared norm \( \|w_k\|_2^2 \) is the power allocated for transmission to user \( k \). We model the received signal \( r_k \in \mathbb{C} \) at user \( k \) as

\[
r_k = h_k^H \left( \sum_{i \neq k} w_i s_i \right) + n_k, \tag{1}
\]

where \( n_k \) is additive receiver noise with zero mean and variance \( \sigma^2 \). Consequently, the signal-to-interference-and-noise ratio (SINR) at user \( k \) is

\[
\text{SINR}_k = \frac{\|h_k^H w_k\|^2}{\sum_{i \neq k} \|h_i^H w_i\|^2 + \sigma^2} = \frac{1}{\gamma_k} \frac{1}{\|w_k\|_2^2} \frac{1}{\sum_{i \neq k} \|h_i^H w_i\|^2 + 1}. \tag{2}
\]

We use the latter, noise-normalized expression in this lecture note since it emphasizes the impact of the noise.

The transmit beamforming can be optimized to maximize some performance utility metric, which is generally a function of the SINRs. The main goal of this lecture note is to analyze a general formulation of such a problem, defined later as Problem (P2), and to derive the structure of the optimal beamforming. As a preparation toward this goal, we first solve the relatively simple power minimization problem

\[
\text{minimize } \sum_{k} \|w_k\|^2 \quad \text{subject to } \text{SINR}_k \geq \gamma_k. \tag{P1}
\]

The parameters \( \gamma_1, \ldots, \gamma_K \) are the SINRs that each user shall achieve at the optimum of (P1), using as little transmit power as possible. The \( \gamma \)-parameters can, for example, describe the SINRs required for achieving certain data rates. The values of the \( \gamma \)-parameters are constant in (P1) and clearly impact the optimal beamforming solution, but we will see later that the solution structure is always the same.

**SOLUTION TO PROBLEM (P1)**

The first step toward solving (P1) is to reformulate it as a convex problem. The cost function \( \sum_{k=1}^K \|w_k\|^2 \) is clearly a convex function of the beamforming vectors. To extract the hidden convexity of the SINR constraints, \( \text{SINR}_k \geq \gamma_k \), we make use of a trick from [4]. We note that the absolute values in the SINRs in (2) make \( e^{w_k} \) completely equivalent for any common phase rotation \( \theta_k \in \mathbb{R} \). Without loss of optimality, we exploit this phase ambiguity to rotate the phase such that the inner product \( h_k^H w_k \) is real valued and positive. This implies that \( \sqrt{h_k^H w_k} \geq h_k^H w_k \geq 0 \). By letting \( \Re() \) denoting the real part, the constraint \( \text{SINR}_k \geq \gamma_k \) can be rewritten as

\[
\frac{1}{\gamma_k} \|h_k^H w_k\|^2 \geq \frac{1}{\sum_{i \neq k} \|h_i^H w_i\|^2 + 1}
\]

\[
= \sqrt{\frac{1}{\sum_{i \neq k} \|h_i^H w_i\|^2 + 1}} \text{SINR}_k (h_k^H w_k)
\]

\[
\geq \sqrt{\frac{1}{\gamma_k}} \|h_k^H w_k\|^2 + 1. \tag{3}
\]

The reformulated SINR constraint in (3) is a second-order cone constraint, which is a convex type of constraint [4–6], and it is easy to show that Slater’s constraint qualification is fulfilled [7]. Hence, optimization theory provides many important properties for the reformulated convex problem; in particular, strong duality and the Karush–Kuhn–Tucker (KKT) conditions are necessary and sufficient for the optimal solution. It is shown in [6, Appendix A] (by a simple parameter change) that these properties also hold for the original problem (P1), although (P1) is not convex. The strong duality and KKT conditions for (P1) play a key role in this lecture note. To show this, we define the Lagrangian function of (P1) as

\[
\mathcal{L}(w_1, \ldots, w_K, \lambda_1, \ldots, \lambda_K)
= \sum_{k=1}^K \|w_k\|^2 + \sum_{k=1}^K \lambda_k \left( \frac{1}{\gamma_k} \|h_k^H w_k\|^2 + 1 - \frac{1}{\|w_k\|_2^2} \right).
\]

\[
= \sum_{k=1}^K \|w_k\|^2 + \sum_{k=1}^K \lambda_k \left( \frac{1}{\sum_{i \neq k} \|h_i^H w_i\|^2 + 1} - \frac{1}{\|w_k\|_2^2} \right). \tag{4}
\]

where \( \lambda_k \geq 0 \) is the Lagrange multiplier associated with the \( k \)th SINR constraint. The dual function is \( \min_{\lambda_1, \ldots, \lambda_K} \mathcal{L} = \sum_{k=1}^K \lambda_k \), and the strong duality implies that it equals the total power \( \sum_{k=1}^K \|w_k\|^2 \) at the optimal solution, which we utilize later. To solve (P1), we now exploit the stationarity KKT conditions, which say that \( \partial L/\partial w_k = 0 \), for \( k = 1, \ldots, K \), at the optimal solution. This implies

\[
w_k + \sum_{i=1}^K \frac{\lambda_i}{\sigma^2} h_i h_k^H w_k - \frac{\lambda_k}{\gamma_k} h_k h_k^H w_k = 0 \tag{5}
\]

\[
= \left( I_N + \sum_{i=1}^K \frac{\lambda_i}{\sigma^2} h_i h_i^H \right) w_k
\]

\[
= \left( I_N + \sum_{i=1}^K \frac{\lambda_i}{\sigma^2} h_i h_i^H \right)^{-1} \lambda_k \tag{6}
\]

\[
w_k = \left( I_N + \sum_{i=1}^K \frac{\lambda_i}{\sigma^2} h_i h_i^H \right)^{-1} \left( I_N + \sum_{i=1}^K \frac{\lambda_i}{\sigma^2} h_i h_i^H \right)^{-1} h_k
\]

\[
= \left( I_N + \sum_{i=1}^K \frac{\lambda_i}{\sigma^2} h_i h_i^H \right)^{-1} h_k \tag{7}
\]

where \( \lambda_k \) denotes the \( N \times N \) identity matrix. The expression (6) is achieved from (5) by adding the term \( (\lambda_k/\sigma^2) \times h_k h_k^H w_k \) to both sides and (7) is obtained by multiplying with an inverse. Since \( (\lambda_k/\sigma^2) (I_N + 1/\gamma_k) h_k h_k^H \) is a scalar, (7) shows that the optimal \( w_k \) must be parallel to \( (I_N + \sum_{i=1}^K (\lambda_i/\sigma^2) h_i h_i^H)^{-1} h_k \). In other words, the optimal beamforming vectors \( w_1, \ldots, w_K \) are

\[
\tilde{w}_k = \sqrt{p_k} \frac{w_k}{\|w_k\|_2} \quad \text{for } k = 1, \ldots, K, \tag{8}
\]

where \( p_k \) denotes the beamforming power and \( \tilde{w}_k \) denotes the unit-norm beamforming direction for user \( k \). The unknown beamforming powers are computed by noting that the SINR constraints (3) hold with equality at the optimal solution. This implies \( (1/\gamma_k) \times p_k \|w_k\|^2 \geq \sum_{i=1}^K \|h_i^H w_k\|^2 \sigma^2 = \sigma^2 \) for \( k = 1, \ldots, K \). Since we know the beamforming directions, we have \( K \) linear equations and obtain the \( P_k \) powers as
This is stated mathematically as
\[
\begin{bmatrix}
p_1 \\ p_K
\end{bmatrix} = M^{-1} \begin{bmatrix}
s_1 \\ s_K
\end{bmatrix}
\]
where
\[
[M]_{i,j} = \begin{cases} 
\frac{1}{T} |h_i^T w_j|^2, & i = j, \\
-|h_i^T w_j|^2, & i \neq j,
\end{cases}
\]
and \([M]_{i,j}\) denotes the \((i, j)\)th element of the matrix \(M \in \mathbb{R}^{K \times K}\).

By combining (8) and (9), we obtain the structure of optimal beamforming as a function of the Lagrange multipliers \(\lambda_1, \ldots, \lambda_K\). Finding these multipliers is outside the scope of this lecture note, for reasons that will be clear in the next section. However, we note that the Lagrange multipliers can be computed by convex optimization [4] or from the fixed-point equations \(\lambda_i = \frac{1}{2} \sum_{\gamma \neq i} \frac{\lambda_i}{\sigma^2} |h_i^T w_\gamma|^2 = \frac{1}{2} \sum_{k=1}^K \frac{\lambda_i}{\sigma^2} |h_i^T w_k|^2 + h_i^T h_i\) for all \(K\) [5, 6].

**PROBLEM (P2): GENERAL TRANSMIT BEAMFORMING OPTIMIZATION**

The main goal of this lecture note is to analyze a very general transmit beamforming optimization problem. We want to maximize some arbitrary utility function \(f(\text{SINR}_1, \ldots, \text{SINR}_K)\) that is strictly increasing in the SINR of each user, while the total transmit power is limited by \(P\).

This is stated mathematically as

\[
\begin{align*}
\text{maximize} & \quad f(\text{SINR}_1, \ldots, \text{SINR}_K) \\
\text{subject to} & \quad \sum_{k=1}^K \|w_k\|^2 \leq P. \quad (P2)
\end{align*}
\]

Despite the conciseness of (P2), it is generally very hard to solve [7]. Indeed, [2] proves that it is NP-hard for many common utility functions; for example, the sum rate \(f(\text{SINR}_1, \ldots, \text{SINR}_K) = \sum_{k=1}^K \log(1 + \text{SINR}_k)\). Nevertheless, we will show that the structure of the optimal solution to (P2) is easily obtained.

**SOLUTION STRUCTURE TO PROBLEM (P2)**

Suppose for the moment that we know the SINR values \(\text{SINR}_1, \ldots, \text{SINR}_K\) that are achieved by the optimal solution to (P2). What would happen if we set \(\gamma_k = \text{SINR}_k\) for \(k = 1, \ldots, K\), and solve (P1) for these particular \(\gamma\)-parameters? The answer is that the beamforming vectors that solve (P1) will now also solve (P2) [7]. This is understood as follows: (P1) finds beamforming vectors that achieve the SINR values \(\text{SINR}_1, \ldots, \text{SINR}_K\). The solution to (P1) must satisfy the total power constraint in (P2), because (P1) gives the beamforming that achieves the given SINRs using the minimal amount of power. Since the beamforming vectors from (P1) are feasible for (P2) and achieves the optimal SINR values, they are an optimal solution to (P2) as well.

We can, of course, not know \(\text{SINR}_1, \ldots, \text{SINR}_K\) unless we actually solve (P2). In fact, the difference between the relatively easy (P1) and the difficult (P2) is that the SINRs are predefined in (P1) while we need to find the optimal SINR values (along with the beamforming vectors) in (P2). The connection between the two problems implies, however, that the optimal beamforming for (P2) is

\[
w_k^* = \sqrt{P_k} \begin{bmatrix}
1 + \frac{1}{\sigma^2} \sum_{\gamma \neq k} \frac{\lambda_k}{\sigma^2} |h_k^T w_\gamma|^2 \\
1 + \frac{1}{\sigma^2} \sum_{\gamma \neq k} \frac{\lambda_k}{\sigma^2} |h_k^T w_\gamma|^2
\end{bmatrix}^{-1} h_k
\]

for \(k = 1, \ldots, K\) (10)

for some positive parameters \(\lambda_1, \ldots, \lambda_K\). The strong duality property of (P1) implies \(\sum_{k=1}^K \lambda_k = P\), since \(P\) is the optimal cost function in (P1) and \(\sum_{k=1}^K \lambda_k\) is the dual function. Finding the optimal parameter values in this range is equivalent to solving (P2), thus it is as hard as solving the original problem. However, the importance of (10) is that it provides a simple structure for the optimal beamforming.

Since the matrix inverse in (10) is the same for all users, the matrix \(W^* = [w_1^*, \ldots, w_K^*] \in \mathbb{C}^{K \times K}\) with the optimal beamforming vectors can be written in a compact form. To this end, we note that \(\sum_{\gamma \neq k} \frac{\lambda_k}{\sigma^2} |h_k^T w_\gamma|^2 = (1/\sigma^2) |H A H^H|\) where \(H = [h_1, \ldots, h_K] \in \mathbb{C}^{N \times K}\) contains the channels and \(A = \text{diag}(\lambda_1, \ldots, \lambda_K)\) is a diagonal matrix with the \(\lambda\)-parameters. By gathering the power allocation in a matrix \(P\), we obtain

\[
W^* = \left( I_N + \frac{1}{\sigma^2} |H A H^H| \right)^{-1} H P^H, \quad (11)
\]

where \(P = \text{diag}(p_1, \ldots, p_K) \in \mathbb{C}^{K \times K}\) with \(p_k = \|h_k^T (I_N + (1/\sigma^2) |H A H^H|)^{-1} h_k\|^2\) and \((1/\sigma^2)\) denotes the matrix square root. In the next section we study the structure of (10) and (11) and gain some insights.

**INTUITION BEHIND THE OPTIMAL STRUCTURE**

The optimal beamforming direction in (10) consists of two main parts: 1) the channel vector \(h_k\) between the BS and the intended user \(k\); and 2) the matrix \(I_N + \sum_{\gamma \neq k} \frac{\lambda_k}{\sigma^2} |h_k^T w_\gamma|^2\) -1. Beamforming in the same direction as the channel (i.e., \(w_k^* = h_k/\|h_k\|\)) is known as maximum ratio transmission (MRT) or matched filtering [8]. This selection maximizes the received signal power \(p_k |h_k^T w_k|^2\) at the intended user, because

\[
\arg\max_{w_k} \|h_k^T w_k\|^2 = \frac{h_k}{\|h_k\|} \quad (12)
\]

due to the Cauchy–Schwarz inequality. This is the optimal beamforming direction for \(K = 1\), but not when there are multiple users because the interuser interference is unaccounted for in MRT. This is basically what the multiplication of \(h_k\) with \((I_N + \sum_{\gamma \neq k} \frac{\lambda_k}{\sigma^2} |h_k^T w_\gamma|^2\) -1 (before normalization) takes care of; it rotates MRT to reduce the interference that is caused in the co-user directions \(h_1, \ldots, h_{k-1}, h_{k+1}, \ldots, h_N\). This interpretation is illustrated in Figure 2, where the optimal beamforming lies somewhere in between MRT and the vector that is orthogonal to all co-user channels. The optimal beamforming direction depends ultimately on the utility function \(f(\ldots)\). However, the parameter \(\lambda_k \geq 0\) can be seen as the priority of user \(k\), where a larger value means that other users’ beamforming vectors will be more orthogonal to \(h_k\).

**ASYMPTOTIC PROPERTIES**

Next, we study the asymptotic beamforming properties. In the low signal-to-noise ratio (SNR) case, represented by \(\sigma^2 \rightarrow \infty\), the system is noise-limited and the beamforming matrix in (11) converges to

\[
W_{\sigma^2 \rightarrow \infty} = \left( I_N + 0 \right)^{-1} H P_{\sigma^2 \rightarrow \infty}^H = H P_{\sigma^2 \rightarrow \infty}^H, \quad (13)
\]

where the matrix inverse vanishes and \(P_{\sigma^2 \rightarrow \infty}\) denotes the asymptotic power allocation. This implies that \(w_k^*\) is a
scaled version of the channel vector $h_k$, which is equivalent to MRT.

At high SNRs, given by $\sigma^2 \to 0$, the system is interference-limited. We focus on the case $N \geq K$ with at least one spatial degree-of-freedom per user—this is the meaningful operating regime for SDMA. To avoid singularity in the inverse when $\sigma^2$ is small, we use the identity $(I + AB)^{-1} = A(I + BA)^{-1}$ and rewrite (11) as

$$ W' = H(\sigma^2 I_K + AH'H)^{-1} \tilde{P}_{\sigma^2} = H(\sigma^2 I_K + AH'H)^{-1} \tilde{P}_{\sigma^2 - \delta}, $$

where the term $\sigma^2 I_K$ vanishes when $\sigma^2 \to 0$ and $\tilde{P}_{\sigma^2 - \delta}$ denotes the asymptotic power allocation matrix. This solution is known as channel inversion or zero-forcing beamforming (ZFBF) [9], because it contains the pseudo-inverse $H(\sigma^2 I_K + AH'H)^{-1}$ of the channel matrix $H$. Hence, $H(\sigma^2 I_K + AH'H)^{-1}$ is a diagonal matrix. Since the off-diagonal elements are of the form $h_i^* w_i = 0$ for $i \neq k$, this beamforming causes zero interuser interference by projecting $h_k$ onto the subspace that is orthogonal to the co-user channels.

The asymptotic properties are intuitive if we look at the SINR in (2). The noise dominates over the interference at low SNRs, thus we should use MRT to maximize the signal power without caring about interference. On the contrary, the interference dominates over the noise at high SNRs, thus we should use ZFBF to remove it. We recall from Figure 2 that MRT and ZFBF are also the two extremes from a geometric perspective and the optimal beamforming at arbitrary SNR balance between these extremes.

Another asymptotic regime has received much attention: the use of very large arrays where the number of antennas, $N$, goes to infinity in the performance analysis [3]. A key motivation is that the squared channel norms $\|h_k\|^2$ are proportional to $N$, while the cross-products $\|h_i^* h_k\|$ for $i \neq k$ increase more slowly with $N$ (the exact scaling depends on the channel models). Hence, the user channels become orthogonal as $N \to \infty$, which reduces interference and allows for less transmit power. Observe that $\sigma^2 I_K + AH'H \approx AH'H$ for large $N$, since only the elements of $H^* H$ grow with $N$. Similar to (14), one can then prove that ZFBF is asymptotically optimal. MRT performs relatively well in this regime due to the asymptotic channel orthogonality, but will not reach the same performance as ZFBF [3, Table 1].

**RELATIONSHIP TO RECEIVE BEAMFORMING**

There are striking similarities between transmit beamforming in the downlink and receive beamforming in the uplink, but also fundamental differences. To describe these, we consider the uplink scenario where the same $K$ users are transmitting to the same BS. The received signal $r \in \mathcal{C}^{N \times 1}$ at the BS is $r = \sum_{k=1}^{K} h_i s_i + n$, where user $k$ transmits the data $s_k$ using the uplink transmit power $q_k$. The receive noise $n$ has zero mean and the covariance matrix $\sigma^2 I_N$. The uplink SINR for the signal from user $k$ is

$$ \text{SINR}_{k}^{\text{uplink}} = \frac{q_k \|h_k^* v_k\|^2}{\sum_{i \neq k} \frac{q_i}{\sigma^2} \|h_i^* v_k\|^2 + v_k^* I_N S_N v_k}, $$

where $v_k \in \mathcal{C}^{N \times 1}$ is the unit-norm receive beamforming vector used by the BS to spatially discriminate the signal sent by user $k$ from the interfering signals. The uplink SINR in (15) is similar to the downlink SINR in (2), but the noise term is scaled by $1/v_k^* I_N S_N v_k$ and the indices are swapped in the interference term: $\|h_i^* w_i\|^2$ in the downlink is replaced by $q_i \|h_i^* v_k\|^2$ in the uplink. The latter is because downlink interference originates from the beamforming vectors of other users, while uplink interference arrives through the channels from other users. This tiny difference has a fundamental impact on the optimization, because the uplink SINR of user $k$ only contains its own receive beamforming vector $v_k$. We can therefore optimize the beamforming separately for each $k$. The solution follows since this is the maximization of a generalized Rayleigh quotient [7]. Note that the same receive beamforming is optimal irrespective of which function of the uplink SINRs we want to optimize. In fact, (16) also minimizes the mean squared error (MSE) between the transmitted signal and the processed received signal, thus it is known as the Wiener filter and minimum MSE (MMSE) filter [9].

The optimal transmit and receive beamforming have the same structure; the Wiener filter is obtained from (10) by setting $A_k$ equal to the uplink transmit power $q_k$. This parameter choice is only optimal
HEURISTIC TRANSMIT BEAMFORMING

It is generally hard to find the optimal $\lambda$-parameters, but the beamforming structure in (10) and (11) serves as a foundation for heuristic beamforming; that is, we can select the parameters judiciously and hope for close-to-optimal beamforming. If we make all the parameters equal, $\lambda_k = \lambda$ for all $k$, we obtain

$$W = (I_K + {\lambda \sigma^2 H H^H})^{-1} H P^2$$

$$= H (I_K + {\lambda \sigma^2 H H^H})^{-1} P^2.$$  \hfill (17)$$

The heuristic beamforming in (17) is known as regularized ZFBF [10] since the identity matrix acts as a regularization of the ZFBF in (14). Regularization is a common way to achieve numerical stability and robustness to channel uncertainty. Since there is only a single parameter $\lambda$ in regularized ZFBF, it can be optimized for a certain transmission scenario by conventional line search.

The sum property $\sum_{i=1}^{K} \lambda_i = P$ suggests that we set the parameter in regularized ZFBF equal to the average transmit power: $\lambda = P/K$. This parameter choice has a simple interpretation, because the corresponding beamforming directions $\{1_K + \sum_{i=1}^{K} P/\sigma^2 K \|h_i\|^2 \} h_i$ are the ones that maximize the ratio of the desired signal power to the noise power plus the interference power caused to other users; in other words,

$$\arg\max_{w \neq 0} \frac{P/\sigma^2 K \|h_i^T w_i\|^2}{\sum_{k=1}^{K} P/\sigma^2 K \|h_i^T w_k\|^2 + 1}$$

$$= \left( I_K + \sum_{i=1}^{K} \frac{P}{\sigma^2 K} h_i h_i^H \right)^{-1} h_i.$$  \hfill (18)$$

This heuristic performance metric is identical to maximization of the uplink SINR in (15) for equal uplink powers $q_i = P/K$. Hence, (18) is solved, similar to (16), as a generalized Rayleigh quotient. The idea of maximizing the metric in (18) has been proposed independently by many authors and the resulting beamforming has received many different names. The earliest work might be [11] from 1995, where the authors suggested beamforming "such that the quotient of the mean power of the desired contribution to the undesired contributions is maximized." Due to the relationship to receive beamforming, this scheme is also known as transmit Wiener filter [9], signal-to-leakage-and-noise ratio beamforming [12], transmit MMSE beamforming, and virtual SINR beamforming; see [7, Remark 3.2] for a further historical background.

The heuristic beamforming direction in (18) is truly optimal only in special cases. For example, consider a symmetric scenario where the channels are equally strong and have well-separated directivity, while the utility function in (P2) is symmetric with respect to $\mathbf{S}_{RR}$, ... , $\mathbf{S}_{RR}$. It then makes sense to let the $\lambda$-parameters be symmetric as well, which implies $\lambda_i = P/K$ for all $k$ since $\sum_{i=1}^{K} \lambda_i = P$. In other words, the reason that the transmit MMSE beamforming performs well is that it satisfies the optimal beamforming structure—at least in symmetric scenarios. In general,
we need all the $K$ degrees of freedom provided by $\lambda_1, \ldots, \lambda_K$ to find the optimal beamforming, because the single parameter in regularized ZFBF does not provide enough degrees of freedom to manage asymmetric user channel conditions and utility functions.

The properties of MRT, ZFBF, and transmit MMSE beamforming are illustrated by simulation in Figure 3. We consider $K = 4$ users and (P2) with the sum rate as utility function: $\mathcal{R}(\text{SNR}_1, \ldots, \text{SNR}_K) = \sum_{k=1}^{K} \log_2(1 + \text{SNR}_k)$. The simulation results are averaged over random circularly symmetric complex Gaussian channel realizations, $h_k \sim \mathcal{CN}(0, I_K)$, and the SNR is measured as $\text{SNR} = P / \sigma^2$.

The optimal beamforming is computed by the branch-reduce-and-bound algorithm in [7] whose computational complexity grows exponentially with $K$. This huge complexity stands in contrast to the closed-form heuristic beamforming directions that are combined with a closed-form power allocation scheme from [7, Theorem 3.16].

Figure 3 shows the simulation results for (a) $N = 4$ and (b) $N = 12$ transmit antennas. In the former case, we observe that MRT is near optimal at low SNRs, while ZFBF is asymptotically optimal at high SNRs. Transmit MMSE beamforming is a more versatile scheme that combines the respective asymptotic properties of MRT and ZFBF with good performance at intermediate SNRs. However, there is still a significant gap to the optimal solution, which is only bridged by fine-tuning the $K = 4$ parameters $\lambda_1, \ldots, \lambda_4$ (with an exponential complexity in $K$). In the case of $N = 12$, there are many more antennas than users, which makes the need for fine-tuning much smaller; transmit MMSE beamforming is near optimal in the entire SNR range, which is an important observation for systems with very large antenna arrays [3] (these systems are often referred to as massive MIMO). Figure 3 was generated using MATLAB; the code is available for download in [13].

EXTENSIONS

Next, we briefly describe extensions to scenarios with multiple BSs and practical power constraints.

MULTIPLE COOPERATING BASE STATIONS

Suppose the $N$ transmit antennas are distributed over multiple cooperating BSs. A key difference from (P2) is that only a subset of the BSs transmits to each user, which has the advantage of not having to distribute all users’ data to all BSs. This is equivalent to letting only a subset of the antennas transmit to each user. We describe the association by a diagonal matrix $D_k = \text{diag}(d_{k,1}, \ldots, d_{k,N})$, where $d_{k,n} = 1$ if antenna $n$ transmits to user $k$ and $d_{k,n} = 0$ otherwise [7]. The effective beamforming vector of user $k$ is $\mathbf{w}_k$ instead of $\mathbf{w}_L$. By plugging this into the derivations, the optimal beamforming in (10) becomes

$$D_k \mathbf{w}_k = \frac{1}{\sigma^2} \mathbf{D}_k \mathbf{h}_k$$

for some positive parameters $\lambda_1, \ldots, \lambda_K$. The balancing between high signal power and low interference leakage now takes place only among the antennas that actually transmit to the particular user.

GENERAL POWER AND SHAPING CONSTRAINTS

Practical systems are constrained not only in terms of the total transmit power, as in (P1) and (P2), but also in other respects; for example, maximal per-antenna power, limited power per BS, regulatory limits on the equivalent isotropic radiated power, and interference suppression toward other systems. Such constraints can be well described by having $L$ quadratic constraints of the form

$$\sum_{k=1}^{K} \mathbf{w}_k^H \mathbf{Q}_{kk} \mathbf{w}_k \leq P_k$$

for $k = 1, \ldots, K$, (20) where the positive semidefinite weighting matrix $\mathbf{Q}_{kk} \in \mathbb{C}^{N \times N}$ describes a subspace where the power is limited by a constant $P_k \geq 0$. The total power constraint in (P2) is given by $L = 1$ and $\mathbf{Q}_{kk} = \mathbf{I}_N$ for all $k$, while per-antenna constraints are given by $L = N$ and $\mathbf{Q}_{kk}$ being nonzero only at the $\ell$th diagonal element. The weighting matrices are user specific and can be used for precise interference shaping; for example, the interference leakage at user $i$ is limited to $P_i$ if we set $\mathbf{Q}_{ii} = h_i h_i^H$ for $k \neq i$ and $\mathbf{Q}_{ii} = 0$.

If the power constraints are plugged into (P2), it is proved in [6] and [7] that the optimal beamforming is

$$\mathbf{w} = \left(\sum_{k=1}^{K} \mu_k \mathbf{Q}_{kk} + \frac{1}{\sigma^2} \mathbf{H} \mathbf{A} \mathbf{H}^H\right)^{-1} \mathbf{H} \mathbf{p}$$

(21)

where the $L$ new parameters $\mu_1, \ldots, \mu_L \geq 0$ describe the importance of shaping the beamforming to each power constraint; if $\mu_L$ is large, very little power is transmitted into the subspace of $\mathbf{Q}_{kk}$. On the contrary, inactive power constraints have $\mu_1 = 0$ and, thus, have no impact on the optimal beamforming. One can show that the parameters satisfy

$$\sum_{k=1}^{K} \lambda_k = P_{\text{max}}$$

and

$$\sum_{k=1}^{K} \mu_k P_k = P_{\text{max}}$$

where $P_{\text{max}} = \max \{P_k\}$ [7].

LESSONS LEARNED AND FUTURE AVENUES

It is difficult to compute the optimal multiuser transmit beamforming, but the solution has a simple and intuitive structure with only one design parameter per user. This fundamental property has enabled many researchers to propose heuristic beamforming schemes—there are many names for essentially the same simple scheme. The optimal beamforming maximizes the received signal powers at low SNRs, minimizes the interference leakage at high SNRs, and balances between these conflicting goals at intermediate SNRs. The optimal beamforming structure can be extended to practical multicell scenarios, as briefly described in this lecture note. Alternative beamforming parameterizations based on local channel state information (CSI) or transceiver hardware impairments can be found in [7]. Some open problems in this field are the robustness to imperfect CSI, multistream beamforming to multiantenna users, multicasting where each signal is intended for a group of users, and adaptive $\lambda$-parameter selection based on the utility function.
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IEEE SPM: Batteries are always an issue, but probably more so with portable, or wearable, medical devices. Is this being addressed from a technical and/or standards development perspective?

Kirwan: Batteries are always an issue. As consumers, we turn off Wi-Fi and Bluetooth because we know it’s draining our battery. We need a better standard. But there are a lot of things happening now, and oneM2M is a good example of what we can do to help mobile devices in the future. Just looking at Continua; most of our certified devices have the Bluetooth transport in them; I would say 60–70%. So, as I already indicated, we’re seeing manufacturers moving away from the classic Bluetooth to Bluetooth Low Energy devices. But let’s say I get out of the hospital and I have a blood pressure monitor and maybe some other medical device, my phone is going to be dead before long. The difference between the technologies between classic Bluetooth and Bluetooth Low Energy is that the radio is always on versus the radio is always off. If the radio is always off, it comes on at a timed interval. It comes on when it has to. It’s supposedly more efficient. That’s the difference with medical devices. With more of these [Bluetooth Low Energy-based] products going through the certification process, it’s only a matter of time before we see more of them on the market as real consumer products.

IEEE SPM: Any special events we should watch out for that focus on mHealth this year and into 2015?

Kirwan: Continua will be back on track with our mHealth summits this year, holding three events with Plugfests over the remainder of 2014. Two of the events will be held in conjunction with mHealth Summit conferences, bringing new opportunities to increase Continua’s visibility as an immediate benefit of our new collaboration under the PCHA umbrella. We will also colocate the Continua Summer Summit with the Open Mobile Alliance.

The Plugfest dates will be announced shortly. Due to the timing of the currently scheduled events, we will move Continua’s AsiaPac Summit to spring 2015.

Editor’s Note: This interview was conducted by Ron Schneiderman, a regular contributor to SPM.
Effective Feature Extraction and Data Reduction in Remote Sensing Using Hyperspectral Imaging

With numerous and contiguous spectral bands acquired from visible light (400–1,000 nm) to (near) infrared (1,000–1,700 nm and over), hyperspectral imaging (HSI) can potentially identify different objects by detecting minor changes in temperature, moisture, and chemical content. As a result, HSI has been widely applied in a number of application areas, including remote sensing [1]. HSI data contains two-dimensional (2-D) spatial and one-dimensional spectral information, and naturally forms a three-dimensional (3-D) hypercube with a high spectral resolution in nanometers that enables robust discrimination of ground features. However, new challenges arise in dealing with extremely large data sets. For a hypercube with relatively small spatial dimension of 600 × 400 pixels at 16 bits-per-band-per-pixel, the data volume becomes 120 MB for 250 spectral bands. In some cases, this large data volume can be linearly increased when multiple hypercubes are acquired across time to monitor system dynamics in consecutive time instants. When the ratio between the feature dimension (spectral bands) and the number of data samples (in vector-based pixels) is vastly different, high-dimensional data suffers from the well-known curse of dimensionality. For feature extraction and dimensionality reduction, principal components analysis (PCA) is widely used in HSI [2], where the number of extracted components is significantly reduced compared to the original feature dimension, i.e., the number of spectral bands. For effective analysis of large-scale data in HSI, conventional PCA faces three main challenges:

- obtain the covariance matrix in extremely large spatial dimension, which can lead to software tools such as MATLAB running out of memory
- cope with the high computational cost required for analysis of large data sets
- retain locally structured elements that only appear in a small number of bands (mainly local structures) for improved discriminating ability when feature bands are globally extracted as principal components.

This article discusses several variations and extensions of conventional PCA to address the aforementioned challenges. These variations and extensions include slicing the HSI data for efficient computation of the covariance matrix similarly done in 2-D-PCA analysis [3] and grouping the spectral data to preserve the local structures and further speedup the process to determine the covariance matrix [4]. In addition, we also discuss some non-PCA-based approaches for feature extraction and data reduction, based on techniques such as band selection, random projection, singular value decomposition, and machine-learning approaches such as the support vector machine (SVM) [2], [5], [6].

FEATURE EXTRACTION USING PCA AND ITS VARIATIONS

PCA has been widely used for unsupervised feature extraction and data reduction [2], [7]. Through orthogonal projection and truncation of the transformed feature data, PCA can successfully remove correlation inherent in the data.

For a hypercube with \( F \) spectral bands and a spatial size of \( R \times C \) (Figure 1), where \( R \) and \( C \) are the number of rows and columns, respectively, conventional PCA first converts the data into an \( F \times S \) matrix (I), where \( S = RC \). Then, the covariance matrix of I, \( \Lambda \), is obtained as follows: eigendecomposition is followed by data projection to determine the principal components. Due to the extremely large size of \( S \), which can be over 100 k, practical difficulties arise when directly determining \( \Lambda \) from I. To solve these problems, 2-D-PCA inspired data slicing PCA (SPCA) [3] along with segmented PCA (Seg-PCA) [4] are used.

DATA SLICING PCA

Rather than taking all spectral vectors in I together, SPCA (Figure 1) treats each spectral vector \( I_n \) separately when determining the corresponding covariance matrix \( \Lambda_n \), where \( n \in [1,S] \). For each \( I_n \in \mathbb{R}^{F \times 1} \), its associated partial covariance matrix is obtained as \( I_n I_n^T \in \mathbb{R}^{F \times F} \), and the overall covariance matrix \( \Lambda \) is determined as the sum of all partial covariance matrices by

(1) \[
\Lambda = \frac{1}{S} \sum_{n=1}^{S} I_n I_n^T.
\]

SPCA is equivalent to PCA in determining the covariance matrix. The fundamental difference is that the calculation of \( \Lambda \) is implemented by a series of \( S \) independent partial covariance matrices. As such, the memory requirement is reduced from \( F \times S \) to \( F \times 1 \). In addition to this, these partial covariance matrices can be separately calculated in parallel to improve efficiency.

SEGMENTED PCA

Although the spectral data in HSI naturally form long vectors, the input spectral data can be grouped to produce a
Diagrams of conventional PCA in comparison with the SPCA and Seg-PCA.

For a particular group b ∈ [1, k], let \( i_{m b} = [i_{1 m b}, i_{2 m b}, \ldots, i_{n m b}] \) denote the corresponding small spectral vector formed from the original F bands, where \( m \in [1, S] \), and \( \Lambda_b \) is the covariance matrix. Then, \( \Lambda_b \) can be determined as

\[
\Lambda_b = \frac{1}{S} \sum_{m=1}^{S} i_{m b} i_{m b}^T,
\]

where again S denotes the spatial size of the hypercube. Also note that \( i_{m b} i_{m b}^T \) is the partial covariance matrix obtained from the grouped spectral vector \( i_{m b} \).

For a given spectral vector \( i_n \in \mathbb{R}^{F \times 1} \), conventional PCA extracts all the principal components from the F bands. In contrast, Seg-PCA divides \( i_n \) into H groups and ensures that variable numbers of components are extracted from each group. As a result, Seg-PCA has the potential to preserve some local spectral structures, which are nondominant and thus are discarded in conventional PCA. Such local structures provide additional values to Seg-PCA for superior discrimination ability as explained below.

In Seg-PCA, as illustrated in Figure 1, each spectral vector of F bands is grouped into H groups or K groups as shown in Figure 1. When \( H = 1 \), Seg-PCA defaults to SPCA, which is equivalent to the conventional PCA. In fact, the performance of the Seg-PCA is strongly dependent on how the bands are grouped, as it affects how much additional information can be extracted to improve the conventional PCA.

In one particular case where all groups contain the same number of W bands, \( HW = F \), the covariance matrices from different groups share the same dimension. As a result, they can be summed to form one covariance matrix \( \Lambda_{Seg-PCA} \). This can further simplify the eigenanalysis procedure for better efficiency, as only one matrix rather than \( k \) must be processed

\[
\Lambda_{Seg-PCA} = \sum_{b=1}^{k} \Lambda_b.
\]

In conventional PCA, using SPCA for example, the covariance matrix in (1) can be rewritten as follows, where \( i_n = [a_{1n}, a_{2n}, \ldots, a_{bn}]^T \):

\[
\Lambda_{SPCA} = \frac{1}{S} \sum_{n=1}^{S} i_n i_n^T
\]

\[
= \frac{1}{S} \sum_{n=1}^{S} \begin{bmatrix} a_{1n}^T a_{1n} & a_{1n}^T a_{2n} & \cdots & a_{1n}^T a_{bn} \\
 a_{2n}^T a_{1n} & a_{2n}^T a_{2n} & \cdots & a_{2n}^T a_{bn} \\
 \vdots & \vdots & \ddots & \vdots \\
 a_{bn}^T a_{1n} & a_{bn}^T a_{2n} & \cdots & a_{bn}^T a_{bn} \end{bmatrix}
\]

\[
(4)
\]

For the particular case in Seg-PCA where all groups have the same number of bands, the covariance matrix can be further derived as

\[
\Lambda_{Seg-PCA} = \sum_{b=1}^{k} \Lambda_b
\]

\[
= \frac{1}{S} \sum_{n=1}^{S} (a_{1n}^T a_{1n} + a_{2n}^T a_{2n} + \cdots + a_{bn}^T a_{bn})
\]

\[
(5)
\]

From (4) and (5), it is straightforward to demonstrate that \( \Lambda_{Seg-PCA} \) is formed by accumulating the \( W \times W \) sections in the main diagonal of \( \Lambda_{SPCA} \), the original covariance matrix. This is also illustrated in Figure 1 for comparison. Note that in a real hypercube, uneven band groupings are used to allow variable numbers of bands to be contained in different groups. However, this leads to the challenging problem of grouping bands for feature characterization, which is discussed in the following sections.

series of small vectors for fast calculation of PCA in each group while enabling extraction of local structures from each group. As shown in Figure 1, in Seg-PCA each of the S spectral vectors is grouped to form K subvectors. For each subvector, the size of its covariance matrix is reduced to \( n_k \times n_k \).

From the original responding small spectral vector formed matrix. Then, all the principal components from the each of the extraction of local structures from each of PCA in each group while enabling numbers of components are form. Also note that the partial covariance matrix obtained into . In contrast, Seg-PCA divides bands, \( m \in [1, S] \), and \( \Lambda_b \) is the covariance matrix. Then, \( \Lambda_b \) can be determined as

\[
\Lambda_b = \frac{1}{S} \sum_{m=1}^{S} i_{m b} i_{m b}^T,
\]

where again S denotes the spatial size of the hypercube. Also note that \( i_{m b} i_{m b}^T \) is the partial covariance matrix obtained from the grouped spectral vector \( i_{m b} \).

For a given spectral vector \( i_n \in \mathbb{R}^{F \times 1} \), conventional PCA extracts all the principal components from the F bands. In contrast, Seg-PCA divides \( i_n \) into H groups and ensures that variable numbers of components are extracted from each group. As a result, Seg-PCA has the potential to preserve some local spectral structures, which are nondominant and thus are discarded in conventional PCA. Such local structures provide additional values to Seg-PCA for superior discrimination ability as explained below.

In Seg-PCA, as illustrated in Figure 1, each spectral vector of F bands is grouped into H groups or K groups as shown in Figure 1. When \( H = 1 \), Seg-PCA defaults to SPCA, which is equivalent to the conventional PCA. In fact, the performance of the Seg-PCA is strongly dependent on how the bands are grouped, as it affects how much additional information can be extracted to improve the conventional PCA.

In one particular case where all groups contain the same number of W bands, \( HW = F \), the covariance matrices from different groups share the same dimension. As a result, they can be summed to form one covariance matrix \( \Lambda_{Seg-PCA} \). This can further simplify the eigenanalysis procedure for better efficiency, as only one matrix rather than \( k \) must be processed

\[
\Lambda_{Seg-PCA} = \sum_{b=1}^{K} \Lambda_b.
\]

In conventional PCA, using SPCA for example, the covariance matrix in (1) can be rewritten as follows, where \( i_n = [a_{1n}, a_{2n}, \ldots, a_{bn}]^T \):

\[
\Lambda_{SPCA} = \frac{1}{S} \sum_{n=1}^{S} i_n i_n^T
\]

\[
= \frac{1}{S} \sum_{n=1}^{S} \begin{bmatrix} a_{1n}^T a_{1n} & a_{1n}^T a_{2n} & \cdots & a_{1n}^T a_{bn} \\
 a_{2n}^T a_{1n} & a_{2n}^T a_{2n} & \cdots & a_{2n}^T a_{bn} \\
 \vdots & \vdots & \ddots & \vdots \\
 a_{bn}^T a_{1n} & a_{bn}^T a_{2n} & \cdots & a_{bn}^T a_{bn} \end{bmatrix}
\]

\[
(4)
\]

For the particular case in Seg-PCA where all groups have the same number of bands, the covariance matrix can be further derived as

\[
\Lambda_{Seg-PCA} = \sum_{b=1}^{K} \Lambda_b
\]

\[
= \frac{1}{S} \sum_{n=1}^{S} (a_{1n}^T a_{1n} + a_{2n}^T a_{2n} + \cdots + a_{bn}^T a_{bn})
\]

\[
(5)
\]

From (4) and (5), it is straightforward to demonstrate that \( \Lambda_{Seg-PCA} \) is formed by accumulating the \( W \times W \) sections in the main diagonal of \( \Lambda_{SPCA} \), the original covariance matrix. This is also illustrated in Figure 1 for comparison. Note that in a real hypercube, uneven band groupings are used to allow variable numbers of bands to be contained in different groups. However, this leads to the challenging problem of grouping bands for feature characterization, which is discussed in the following sections.
FEATURE EXTRACTION USING NON-PCA-BASED APPROACHES

For non-PCA-based feature extraction and dimensionality reduction, the most commonly used approaches are based on band selection [5], machine learning [6], and steepest ascent search [7]. As adjacent spectral bands in HSI usually contain a large degree of redundant information, these approaches tend to select individual spectral bands rather than PCA components for data classification.

In these approaches, bands that contain less discriminatory information are discarded, which results in a much reduced number of remaining bands. Usually, the discriminatory information is reflected by how different a band is in comparison to adjacent bands. To determine the degree of similarity between two (band) images, a number of approaches can be used including distance measurement, mutual information, and the structural similarity measurement (SSIM) [2], [5].

For any two band images $A_m$ and $A_n$, the simplest distance-based similarity is given below to measure an average distance/similarity over all pixels

$$S_d(A_m, A_n) = \frac{1}{\lambda} \frac{1}{X \times Y} \sum_{i=1}^{X} \sum_{j=1}^{Y} \left| A_m(i, j) - A_n(i, j) \right|^\lambda,$$

(6)

where $\lambda > 0$ and $(i, j)$ are the spatial coordinate indices of the two images satisfying $i \in [1, X]$ and $j \in [1, Y]$; $X \times Y$ denotes the spatial dimension of the band images.

In contrast, mutual information-based similarity is determined by the image histograms [2], [5]. By treating the spectral images as random variables, their associated mutual information can be determined as follows:

$$I(A_m, A_n) = H(A_m) + H(A_n) - H(A_m, A_n),$$

(7)

where $H(A_m)$ and $H(A_n)$ are the entropy of $A_m$ and $A_n$, and $H(A_m, A_n)$ is their joint entropy.

The SSIM [8] contains three factors, including consistency in terms of luminance $I(A_m, A_n)$, contrast $c(A_m, A_n)$, and structure $s(A_m, A_n)$ defined as follows:

$$I(A_m, A_n) = \frac{2\mu_m\mu_n + C_1}{\mu_m^2 + \mu_n^2 + C_1},$$

$$c(A_m, A_n) = \frac{2\sigma_m\sigma_n + C_2}{\sigma_m^2 + \sigma_n^2 + C_2},$$

$$s(A_m, A_n) = \frac{\sigma_{mn} + C_3}{\sigma_m^2 + \sigma_n^2 + C_3}$$

(8)

where $(\mu_m, \mu_n)$ and $(\sigma_m, \sigma_n)$ are the mean intensity and the standard deviation of the band images $A_m$ and $A_n$, respectively; $C_1$, $C_2$, and $C_3$ are constants; and $\alpha, \beta, \gamma$ are nonnegative weights. In the particular case where $\alpha = \beta = \gamma = 1$ and $C_1 = 2C_3$, SSIM can be further simplified as

$$\text{SSIM}(A_m, A_n) = \frac{(2\mu_m + C_1)(2\sigma_m + C_2)}{(\mu_m^2 + C_1)(\sigma_m^2 + C_2)}$$

(9)

Due to the inclusion of a consistency measurement in terms of luminance, contrast, and structural similarity, SSIM is found to produce more consistent similarity measurements than distance and mutual information-based approaches [9]. For the 92AV3C data set as described in detail in the next section, SSIM-based band similarity maps are shown in Figure 2. As can be seen, bands are naturally divided into similar groups, with exceptions to bands just over 100 and 150 where adjacent bands show low similarity to each other. These are noisy bands that contain very little useful information, hence the low correlation with adjacent bands.

Based on the similarity maps mentioned earlier, band groups and the key bands can be easily determined by thresholding [3] or the Jeffries–Matusita interclass distance [7] with the steepest ascent search strategy [2], [7]. For machine-learning-based approaches, ground truth information is usually used to determine the discriminatory ability of the feature set within classification-based tests.

PERFORMANCE EVALUATION AND ANALYSIS

We compare the performance of SPCA and Seg-PCA with conventional PCA using the publicly available hyperspectral data set 92AV3C from the original Indian Pine data set [10]. The 92AV3C data set was collected by the AVIRIS instrument over an agricultural study site in Northwest Indiana [10] for land cover classification in remote sensing applications. The hyperspectral data set contains 220 spectral reflectance bands in the wavelength range of 400–2,500 nm, and the spatial size is

![The correlation matrix among the band images of the 92AV3C data set.](image-url)
was allowed in the training set and testing set. The average testing result over these tests and the corresponding standard deviation of classification accuracy were obtained and reported below for evaluation and assessment.

**PERFORMANCE ASSESSMENT**

We assess performance in terms of reduction of computation cost, memory requirement, and improvement of classification accuracy.

The computation costs of the SPCA and Seg-PCA are compared against those of the conventional PCA in Table 1, for the three stages involved, where $S$ and $K$ refer, respectively, to the number of samples (pixels) and the number of principal components extracted. Since the computational cost for PCA and SPCA is the same, they are put together to be compared with Seg-PCA. The saving factor of computational cost for Seg-PCA is $H$ or $H^2$ in comparison to conventional PCA and SPCA. With $H = 10$ and $K = 30$, the number of multiply-accumulates required in PCA/SPCA is 9.75e8, where in Seg-PCA it is reduced to 9.67e7. In effect, the computational cost has reduced to 9.92%. In other words, Seg-PCA has achieved a saving factor of ten, i.e., an order of magnitude for the hyperspectral remote sensing data set used.

In Table 2, memory requirements for PCA, SPCA, and Seg-PCA over different stages are compared. SPCA only reduces memory requirement in the first stage when the covariance matrix is obtained. The other two stages require the same amount of memory as the conventional PCA. Seg-PCA has significantly lower memory requirements, and the minimum saving factor achieved is $H^2$. When $H = 10$ Seg-PCA only requires 1% of the memory compared to the conventional PCA.

With local structures extracted over the spectral domain, Seg-PCA has great potential to improve the efficacy in feature extraction resulting in higher discrimination power and better classification. With $H = 10$, ($W = 20$), the classification results using various numbers of principal components are plotted in Figure 4, where $K$ covers a large range of values.
range from ten to 110. First, Seg-PCA is found to consistently outperform conventional PCA (and also SPCA). As can be seen, Seg-PCA significantly improves on the conventional PCA when the number of components is less than 110, i.e., 50% of the dimensionality of original features. When $K$ is ten and over, Seg-PCA achieves comparable or even slightly better results in comparison to WSB for classification, a significant advantage for feature extraction as the dimensionality of features used in WSB is 200.

**NON-PCA-BASED APPROACHES**

The mutual information-based band selection approach [5], SVM-based approach [6], and the steepest ascent search-based approach [7] are compared in this group of experiments, along with the PCA-based methods. Again SVM is used as the preferred classifier yet under 60% training ratio. The results are summarized in Table 3 for comparison. As one can see, PCA-based approaches have generated reasonably good results, where Seg-PCA is found to be the best among the five approaches evaluated. The SVM-based approach outperforms conventional PCA and the steepest ascent search-based approach, and the mutual information-based approach is found to be the poorest performing in this group of tests.

**EFFECT OF NOISE**

Due to atmospheric water absorption and other effects, the hyperspectral images obtained may contain severe noise, where the corresponding band image is effectively useless as it has no correlation to any adjacent bands (see Figure 2). As a result, noise removal becomes a very important issue. Without noisy band removal, the classification accuracy achieved for the 92AV3C data set by PCA with ten components is only around 70%, in comparison to nearly 87% obtained in Table 3. Furthermore, some researchers also apply noise removal in the spatial domain, using the known wavelet shrinkage approach [12]. After removal of the noisy bands, it is found that this pre-processing can further improve the overall classification accuracy by 2–3% [12].

**CONCLUSIONS**

Although PCA has been widely used for feature extraction and data reduction, it suffers from three main drawbacks: high computational cost, large memory requirement, and low efficacy in processing large data sets such as HSI. This article analyzed two variations of PCA, specifically SPCA and Seg-PCA. Seg-PCA can further improve classification accuracy while significantly reducing the computational cost and memory requirement, without...
requiring prior knowledge. There is potential to apply similar feature extraction and data reduction techniques in application areas beyond HSI when the analysis of large-dimensional data sets is required, such as magnetic resonance imaging and digital video processing.

RESOURCES

For hyperspectral remote sensing, a series of sensors have been applied in the world, which include AVIRIS [10], ROSIS [13], and HYDICE [10] as well as many others such as TRWIS, CASI, OKSI AVS, MERIS, Hyperio, HICO, CHRIS, NEON, and TERN. Detailed specifications in terms of the spectral range and spectral/spatial resolution etc. for these sensors are summarized in [14] and [15].

For the AVIRIS sensor, the data were acquired since the early 1990s, and they can be obtained from NASA by accessing the link http://aviris.jpl.nasa.gov/data/get_aviris_data.html. Alternatively, some associated data sets such as 92AV3C, Salinas, and Cuprite can be downloaded online from [10] and/or [13]. For the ROSIS sensor, the Pavia Center and Pavia University data sets can be obtained from [13]. In addition, the DC Mall data set from the HYDICE sensor is also available online [10]. Note that for 92AV3C, Salinas, the Pavia Center, and the Pavia University data sets, there are available ground truth to facilitate objective assessment in data classification-based applications.
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Signal Processing in Visual Optics

Often finish my digital signal processing lecture on Fourier transformation asking students to think of a Fourier transform application that is close to them. The answers I usually get are “it's in my cell phone” or “in my laptop.” “It is much close to your skin,” I probe further. Rarely, I get the expected answer that the eye is essentially a Fourier transform operator. Hence, the human eye is an excellent object to study for a signal processing practitioner.

The eye, despite being extraordinarily well developed through evolution, is not an ideal optical system and produces retinal images of moderate quality. On the other hand, a simple textbook comparison of the eye to a man-made optical instrument, such as a camera, for example, is totally unjust. The eye is a complicated, dynamic, and robust optical system [1]. The image of a distant object needs to travel through a thin, few micrometers thick layer of tear film, cornea, aqueous humour, pupil, crystalline lens with a gradient refractive index, before it falls on the photosensitive retina at the back of the eye. All of the eye elements, which the rays that form the image of a distant object pass, are dynamic in nature and are not fully synchronized with each other. Figure 1 depicts the considered eye elements and the major signals that affect their performance.

First, the eye globe, as a whole, performs complicated micromovements in lateral as well as longitudinal directions. Tear film dynamically changes the optical characteristics of the eye from a blink to another [2]. The cornea, despite its name being derived from a horn, is not a rigid body and is suggested to undergo slow dynamic changes in central curvature, possibly due to eye’s accommodation (i.e., changes in its focal point). The shape and size of the pupil are not fixed; they vary with light intensity and level of accommodation. Pupil size undergoes small microfluctuations called hippus (pupillary athetosis). Additionally, the center of the pupil is not concentric with the geometrical center of the cornea. Hence, with changes in size its relevant position to cornea also changes. This is an important factor when relating optical characteristics of the cornea to those of the whole eye.

The crystalline lens is a flexible eye element that allows changing the eye’s focal point. In a young eye, those changes can reach over a dozen diopters. The accommodative status of the crystalline lens is additionally modulated by the signals from the cardiopulmonary system [3]. At the end of their paths, the rays forming the image of an object fall on a dynamic retina, connected with the cardiopulmonary system, which may also undergo slow diurnal structural changes in its choroid [4].

All of the eye’s elements, described above, together with signals associated with accommodation, pupillary response, and those of cardiopulmonary system lead to a static retinal image that is far from ideal at a given point of time. However, due to the dynamic nature of all those elements, the human eye is able to resolve images with high acuity of about 1 min of arc mainly because of the match between moderate optical image quality and the resolution of the retinal mosaic [1]. The actual image that a human being can resolve also depends on neural processes occurring in the retina and the brain. Those could involve elements of stochastic resonance where the naturally occurring eye vibrations may result in an improved visual quality [5], [6].

Some aspects of the dynamics in optical characteristics of the eye, particularly those related to changes in the tear film structure and microfluctuations of the steady-state accommodation, have been considered. The latter can be associated...
with the refractive status of the eye from which emmetropization mechanisms (i.e., processes that optimize the eye’s optics) could be learned. However, the wealth of information available when examining the dynamic nature of optical characteristics of the eye has not been fully exploited. Challenges exist to develop analytic methodologies that would adequately account for all such variations and their interdependencies with the major physiological signals of the human body. To achieve this goal, an overall system of the eye’s optics that takes into account the aberration dynamics needs to be considered. This column summarizes the recent endeavors undertaken in search of adequate characterization of the human eye’s optics that involves application of various levels of signal processing tools. In particular, we focus on temporal changes in tear film and natural microfluctuations in a steady-state accommodation—the two factors that have the greatest influence on optical quality of the human eye.

DATA ACQUISITION

Some progress in the development of instrumentation for acquisition of the signals shown in Figure 1 has already been made. For example, the movements associated with the eye/head interface can be measured with high-speed cameras, optical distance sensors, or ultrasonic sensors. The kinetics of tear film can be assessed with high-speed videokeratoscopy, interferometry, wavefront sensing, or retroillumination techniques [2], [7]. Videokeratoscopy is the current standard for measuring corneal topography but reflective-based systems such as the Placido disk videokeratoscope are being utilized for assessing tear film surface quality. Interferometric techniques are used to measure the thickness of the tear film lipid layer or the quality of its surface as is the case with lateral shearing interferometry [2]. Wavefront sensing, usually based on the Shack–Hartmann principle, is the current standard for measuring the eye’s optical aberrations. It can also be utilized to assess tear film quality within the pupil area [3]. Similar assessment area can be obtained with the retroillumination technique in which an external light source is used to illuminate the retina that, subsequently, retroilluminates the cornea and the tear film [7].

The dynamics of the anterior cornea can be currently assessed with high-speed videokeratoscopy. In the future, the anterior and posterior corneal surfaces could be evaluated with dynamic Scheimpflug imaging or dynamic spectral optical coherence tomography—techniques currently well developed for static acquisition of those surfaces. Scheimpflug imaging is a well-established technique in which the lens plane is not parallel to the image plane. This allows achieving a well-focused image of a wide cross-section of the cornea extending to the corneoscleral region. Optical coherence tomography, particularly the spectral domain based, became the standard for imaging both anterior and posterior segments of the eye.

The effect of the intraocular pressure (IOP) on corneal surface can be assessed by measuring temporal variations in IOP using dynamic contour tonometry [8]. Further, the changes in pupil size and shape and their relation to the geometric center of the cornea can be simply assessed with high-speed pupillometry and appropriate image processing routines for estimating the corneal limbs. The dynamics of the crystalline lens, those associated with accommodation, and those related to the cardiopulmonary system can be assessed using a combined system of a wavefront sensor and a bioamplifier with sensors for measuring pulse, respiration, and the electric heart activity [9]. Finally, the dynamics related to the retina can be assessed by measuring fundus pulsation [10].

Although there are no instruments currently available that would acquire a complete dynamic “picture” of the eye’s optical and physiological characteristics, some progress has been made in this direction. For example, a combined topographer/wavefront sensor instrument has been recently commercially realized. Several ophthalmic instruments include dynamic measurement of the pupil size and its position with respect to the cornea. There is also a growing body of laboratory settings where researchers try to combine several devices to assess correlation (coherence) between the parameters (signals) estimated from each of the considered instruments [7], [9].

Problems associated with acquisition of dynamic data range from prosaic storage shortages and limits in computing power, as in the case of the three-dimensional optical coherence tomography, to more complex associated with limits in optical technology and lack of robust algorithms for data processing. The latest is of interest to signal processing community.

TEAR FILM

The tear film is the first optical element of the eye that the rays forming the image of an object in the field of view encounter. The tear film broadly comprises three distinct layers, an outer lipid layer, a middle aqueous layer, and an inner mucin layer. It renews with every blink and will eventually rupture/evaporate if blinking does not occur. At the air/tear film interface the rays undergo the strongest refraction (from about \( n = 1 \) to about \( n = 1.336 \)). Hence, the stability of tear film surface smoothness is essential for the retinal image to have good quality.

Currently accepted assessment of tear film includes a range of clinical diagnostic methods that are time-consuming and unreliable. They are also inadequate to study the kinetics of tear film and their influence on visual performance of the eye [2]. Recently, more attention has been given to the developments of noninvasive methods for tear film surface analysis such as repeated measure videokeratography, high-speed videokeratoscopy, dynamic wavefront sensing, and interferometry. There are also attempts of combining several techniques in the case of wavefront sensing and retroillumination [7]. A recent study comparing several noninvasive measurement technologies indicated that high-speed videokeratoscopy appears to be the most precise method for measuring tear film surface quality while lateral shearing interferometry appears to be the most sensitive method for analyzing tear film kinetics [2].

One of the important parameters characterizing tear film quality, particularly in the diagnosis of dry eye syndrome, is the tear film break-up time. In clinical...
practice, it is measured with a stop watch by observing postblink tear film thinning patterns in a slit-lamp tear film microscopy after instillation of fluorescein into the eye. The method is both invasive (i.e., instillation of small amount of fluorescein to the eye is required) and nonphysiological as it requires the patient to keep their eyes open for a period of time significantly exceeding that of an average interblink interval. Noninvasive methods of tear film assessment resolve the first problem while robust estimation techniques applied to the acquired dynamic measurements help resolve the other [11]. Noninvasive measurement techniques that acquire dynamic data in natural blinking conditions bring several other parameters such as the tear film build-up time, tear film thinning rate, and the predicted tear film break-up time. For those, methods of data fitting involving iterative orthogonal least square procedures and information criteria had to be developed [12].

Measurement and modeling of tear film surface kinetics is important for studying the loss of retinal image quality associated with poor term film, but their main purposes are to help diagnosing dry eye syndrome, and study the efficacy of tear film substitutes and biocompatibility of contact lens material.

**MICROFLUCTUATIONS IN STEADY-STATE ACCOMMODATION**

The eye displays small movements even in a steady viewing condition. This particular phenomenon is not limited to the eye globe but also occurs in individual components of the eye such as the pupil, crystalline lens, and retina (choroid). This results in the optical characteristics of the eye to exhibit some temporal variations, the magnitude of which is not large. Such variations are referred to as microfluctuations in steady-state accommodation [3]. The first works on the character of measured dynamics of the eye’s monochromatic aberrations revealed their nonstationary character and possible correlation with the signals of the cardiopulmonary system [3]. Utilizing a set of metrics derived from a time-frequency coherence estimator, it was later confirmed that there exist periods of time during which the coherence between aberration dynamics and signals of cardiopulmonary systems is very high and periods when quite opposite occurs [9]. This finding suggests that the microfluctuations in a steady-state accommodation are the result of not only the dynamics associated with crystalline lens—an idea well established earlier—but also to those related to choroidal pulsation. It has been hypothesized that the observed high coherence levels may be associated with the crystalline lens micromovements being in phase with those of choroid.

There were also attempts to model the individual aberration components, now standardly expressed as time-varying coefficients of a Zernike polynomial expansion to the dynamically measured wavefront aberrations [3], [13], [14]. Those models ranged from simple parametric autoregressive (AR) and AR moving-average (ARMA) processes, to amplitude modulation-frequency modulation (AM-FM) signals, to more intricate approaches involving wavelet-based multifractal analysis and chaos theory. For example, Hampson and Mallen [13] have found that the aberration dynamics cannot be characterized by a single fractal dimension. They showed that the most frequently found H"older exponent for the root mean square (RMS) wavefront error averaged across subjects was 0.31, indicating that the aberration dynamics are antipersistent ($H < 1/2$). In their latest developments [14], they showed that aberration dynamics can be well modeled as a chaotic process with the attractor embedding dimension equal to three and the average Lyapunov exponent of the RMS wavefront error of 0.44 μm/s. These recent developments are very interesting and indicate how intricate the problem of adequate modeling of eye’s visual optics is.

**A VIBRATING EYE?**

The more we study the dynamics of the human eye’s optical system, the more questions arise. Taking into account all individual elements of the eye and the range of unsynchronized physiological signals of mechanical and electrical nature that affect their performance, how is it possible to achieve good retinal image quality? Are the elements of stochastic resonance truly involved in the eye’s operation? Is the only reason that we see so well because of the properly selected resolution of our photoreceptors? How then does the eye cope with both transversal and longitudinal changes in the retinal image?

One previously unconsidered aspect of human visual system can be related to an old study of Lohmann and Paris [15] who have shown that, under certain conditions, the transfer function of a defocused lens can be considerably improved by introducing to a system a certain amount of longitudinal vibrations. Contrarily, such improvement could not be demonstrated in the case of transverse vibrations. A simple simulation demonstrates that using a...
The optical system of the human eye presents challenges for future generations of signal processing professionals. Current approaches to study its dynamics are often reduced to an application of the off-the-shelf signal processing tools to a limited aspect of the system. However, a more comprehensive approach that integrates all available information in some form of data fusion is needed to fully understand all its intricacies. Gaining such knowledge would benefit not only the visual optic community but also those interested in computer and machine vision.
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The Fifth IEEE Workshop on Spoken Language Technology (SLT 2014) will be held in South Lake Tahoe, Nevada, on Dec 7-10, 2014. The main theme of the workshop will be "machine learning in spoken language technologies". The workshop goals include increasing both intra and inter community interaction, by means of keynote/guest speakers from the ML community, online panel discussions, miniSIGs, and highlight sessions.

Topics
Submission of papers in all areas of spoken language technology is encouraged, with emphasis on the following topics:

Traditional topic coverage:
- Speech recognition and synthesis
- Spoken language understanding
- Spoken dialog systems
- Spoken document summarization
- Machine translation for speech
- Question answering from speech
- Speech data mining
- Spoken document retrieval
- Spoken language databases
- Speaker/language recognition
- Multimodal processing
- Human/computer interaction
- Assistive technologies
- Natural Language Processing
- Educational and healthcare applications

Emerging areas: Large scale spoken language understanding; massive data resources for SLT; unsupervised methods in SLT; capturing and representing world knowledge in SLT; web search with SLT; SLT in social networks; multimedia applications; intelligent environments.

Venue, Information and Registration
SLT 2014 will take place in South Lake Tahoe, a town located on the shore of Lake Tahoe, right on the CA-NV state line and easily accessible by plane or car. The workshop venue will be Harvey's Lake Tahoe Casino/Hotel, located within walking distance from the town center and the Heavenly ski resort. Registration and information: www.slt2014.org

Important Dates
- Paper Submission: July 21, 2014
- Notification of Acceptance: September 5, 2014
- Demo Submission: September 2014
- Demo Acceptance: October 2014
- Special Sessions / Special Interest Group Proposal submission: TBD
- Early registration deadline: October 17, 2014
- Workshop: December 7-10, 2014

Submission Procedure
Prospective authors are invited to submit full-length, 4-6 page papers, including figures and references, to the SLT 2014 web site: www.slt2014.org
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The 2014 Workshop on Genomic Signal Processing and Statistics (GENSIPS’14) will join the 2014 IEEE Global Conference on Signal and Information Processing (GlobalSIP’14) to be held in Atlanta on Dec. 3-5, 2014. GENSIPS’14 will continually provide a forum for researchers in signal processing, bioinformatics, computational biology, and biostatistics to share the state-of-art advances in the fast growing genomics, proteomics, metabolomics, lipidomics, and metagenomics areas and to tackle the challenges of high dimensionality, high heterogeneity, and high complexity.

Papers on unpublished original research are solicited. Topics of interest include, and not limited to:

- Big data analytics for genomics, proteomics, metabolomics, lipidomics, and metagenomics data
- Next generation sequencing data compression
- Genomics sequencing signal quality control
- Analysis methods for SNP/genotype/epigenetic data
- Dynamic modeling of regulatory and signaling networks
- Single-cell & cellular heterogeneity analysis
- Integration of multi-modality omic data
- Genomics and protein array image analysis
- Statistical signal processing of sequencing data
- Computational and statistical analysis of meta-genomics
- Cancer genomics, Neuro genomics, Cardio genomics
- Environmental genomics and toxicogenomics
- Functions of microRNA and non-coding RNAs
- Crowd-sourcing for novel biomarker discovery methods
- Sequencing alignment and assembly
- Cloud-based -omic data analysis & storage
- Genomics text data processing
- -omic data visualization
- Structural and comparative genomics
- Epigenetics and DNA Methylation analysis
- Translational bioinformatics
- Gene expression pattern recognition
- Pharmaco-genomics
- Plant genomics
- Bioinformatics of health monitoring
- Molecular interaction and pathways

Prospective authors should submit to GENSISP 2014 by EDAS http://edas.info/newPaper.php?c=17341. Please use 2-column IEEE template available at http://www.ieeeglobalsip.org/formatting.html) for paper up to 4 pages. The key dates are:

<table>
<thead>
<tr>
<th>Event</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper submission deadline</td>
<td>July 25th, 2014</td>
</tr>
<tr>
<td>Notification of Acceptance</td>
<td>Sept. 15th, 2014</td>
</tr>
<tr>
<td>Camera Ready paper due</td>
<td>Oct.15th, 2014</td>
</tr>
<tr>
<td>GENSIPS’14</td>
<td>December 3-5, 2014</td>
</tr>
</tbody>
</table>

Selected papers will be invited to submit to IEEE Journal of Biomedical and Health Informatics, and other journal(s) for peer-review and publication.

Workshop Co-Chairs:
- Peng Qiu, Ph.D.
- May D. Wang, Ph.D.

Biomedical Engineering, Georgia Institute of Technology & Emory University

Biomedical Engineering and Electrical and Computer Engineering, Georgia Institute of Technology & Emory University